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COMPUTER SIMULATION OF 3D TURBULENT WIND EFFECTS ON BUILDINGS

ABSTRACT

APPUPILLAI BASKARAN, Ph.D.
CONCORDiA UNIVERSITY, 1990.

A systematic research has been performed to evaluate the wind effects on buildings
through numerical modelling techniques. A new modular structure computer code named
TWIST - Turbulent Wind Simulation Technique - has been developed by using the
Control Volume technique. Preliminary computations have been made in evaluating wind

effects on a single building exposed to normal wind flow conditions.

Only limited studies attempted to evaluate wind directionality effects on buildings as
well as modelling wind environmental conditions for more than one building. To examine
the feasibility of the developed computer code, TWIST has been modified and
computations as well as comparisons with experimental data are performed for
different wind directions. Progress has also been made in predicting the pedestrian level
wind conditions for a typical downtown location cf Montreal. For the considered multiple
building configuration, experimenta! work has also been carried out in the BLWT at the

Centre for Building Studies of Concordia University.

Previous studies have used the standard k - € turbulence model for creating turbulence
in the flow. However, the validity of the k - € modeils and involved constants are '

questionable for recirculating and separating flows. To improve the computed results,

il




two simple modifications on the standard k- € turbulence models namely, streamline

curvature correction and preferential dissipation correction are identified and included
in the calculations. Eventhough boundary conditions play a major task on the numerical
modelling process, a suitable boundary treatment method for wind flow conditions
around buildings has not been formulated. So far the standard wall functions are used as
boundary conditions for all variables (u, v, w, k, €) involved in the computation. In the
present study a new 2zonal treatment procedure has been developed for the turbulence
variables ( k and €) to bridge the solid boundary riodes with the computational domain.
Extensive computations have been performed after implementing both the above
mentioned modifications and the new zonal treatment method. Computed results appear
improved and they also agree well with the measured data from BLWTs.

Numerical solutions are sensitive 1o the changes of some input parameters. A systematic
sensitivity study has been carried out by considering three parameters, namely, the
number of computational nodes, the size of the computational domain and the criteria of
convergence. Software evaluating wind effects on buildings would be an attractive tool
for the design process particularly if appropriate for microcomputer environment. As a
first step towards this approach and as a practical application of the present research, a
version of TWIST, for the evaluation of wind effects on buildings is developed and

implemented in various microcomputers.
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CHAPTER 1

INTRODUCTION

* Wind Engineering Integrates Traditional Fields of Science and Engineering - Meteorology, Fluid
Dynamics, Structural Mechanics and Numerical Analysis - to Minimize the Unfavorable Effects

of Wind and to Maximize the Favorable ones " - J . CERMAK

1.1 General

A systematic approach is necessary to understand the products of nature and their
consequences in human life. Wind is not only an integral part of human survival but it
also has significant effects when it flows around buildings. Only about three decades ago,
a relatively young interdisciplinary engineering area named " Wind Engineering "
was identified to address the interaction of wind in the atmospheric boundary layer with
the man-made structures and natural geographical features. This new discipline has
grown rapidly *~ accommodate the urgent need for wind engineering information by
practicing engineers and its international growth can be clearly verified from the
overwhelming success of the past seven international conferences. The participation of
engineers and scientists from both research institutions and industries has been
increasing continuously from one conference to the next as increased interest continues

to evolve.

Three major wind induced effects on buildings referring to structural, environmental
and energy aspects are listed in Fig.1.1 along with a few inherent details. It is the
responsibility of a building engineer to design a safe and economical building against

these effects. The recent trend in architecture is towards irregularly shaped buildings
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Fig.1.1:  Perspective of Wind-Induced Effects on Buildings




with often severe departures from symmetry. Evaluation of local mean and fluctuating
pressures is critical during the design process. Building Codes - and in particular the
National Building Code of Canada - have attempted to adjust to these changes and there
have been remarkable improvements in the code guidelines for wind induced loads and
effects. However, advancement in construction technology and adaptation of new
materials for buildings and structures favours the risk of wind - induced failures. The
use of glass window and light weight cladding for exterior structural skin has increased
the vulnerability of tall buildings towards wind loading. The well known John Hancock

Tower glass window failure in Boston is an ideal example.

Among other emerging applications of wind engineering is the problem of air pollution.
Environmental concerns urge the government officials to increase research funding for
the understanding of the wind influence on the dispersion of dense gases and also
scientists and researchers from other disciplines such as chemical engineering and
toxicology are added to the discipline of wind engineering. Another important issue that
demands clear understanding of wind engineering aspects is the increased attention by
city planners and engineers to public safety and human comfort due to buffeting of
pedestrians by gusting winds, soil and snow drifting. In modern cities older low
buildings are usually replaced by tall residential and commercial buildings. This
replacement, changes not oniy the outlook of a city but also creates local wind
environmental conditions which are unpleasant and some times dangerous for the
pedestrians walking around the new buildings. By-laws have already been implemented
in some cities and the developers may have to carry out wind tunnel model studies or to
consult with a wind engineer for any new construction, in order to ensure that the
proposed buildings will not induce unpleasant or dangerous pedestrian level wind

conditions in their vicinity.



Air infiltration causes significant energy losses in buildings. An excellent review on the
influence of wind in building energy consumption is given by Arens and Williams
(1977). From the review it is clear that there are mainly three ways that wind
influences energy consumption in buildings, namely air infiltration and exfiltration,

surface heat transmission and mechanica! system efficiency.

From the above discussion it is clear that a thorough understanding and reliable
quantification of wind is vitally important. Various tools available to characterize the

wind effects will be presented in the following section.

1.2 Methods for Predicting the Wind Effects on Bulldings

First, man attempted to measure the wind speed and thereby quantify the wind effects on
buildings. Thus full scale measurements provide the basic information about real - life
conditions which is essential for solving the wind loading problems. Extensive research
efforts have been made towards the full scale measurements of wind effects on tall
buildings (Dalgliesh and co-workers, 1975,1980). Recently a unique facility has been
constructed at Texas Tech University, U.S.A to carry out research on wind effects on
buildings by using a rotating low-rise building in the field. Even though full scale
measurements have been successful, many disadvantages, such as long duration to obtain
data, expenses involved in the process and, most importantly, the need to build the
structure before measurements can be carried out made researchers think for better
alternatives. However, the data from full scale wind load measurements are most
urgently needed to validate the results obtained from physical and numerical modelling

techniques.

Model - scale buildings and structures have also been tested in simulated flows

established in Boundary Layer Wind Tunnels (BLWT). In 1956, the first successful




attempt was achieved by Cermak and tests were performed on the World Trade Center
model - the first use of BLWT for building design. Physical modelling techniques were
also extended to the solution of various problems such as the study of wind-wave
interactions (Davenport, 1985) and mountain-valley winds (Cermak, 1984). These
advancements made many appreciable contributions to the field of wind engineering.
Building Codes and Standards of Practice are benefited and updated using the results from
wind tunnel studies (Cermak,1987). Nevertheless, the examination of different building

shapes along with their actual environmental conditions is expensive to elaborate.

On the other hand, advances in Computational Fluid Dynamics (CFD) and the trend
towards Numerical Modelling provide a new tool for the solution of wind flow problems
around buildings. The vigorous simulation of wind flow over a building is an ambitious
and challenging undertaking. It holds the promise that the implementation of a
mathematical model can be worked out for almost any practical problems. When
comparing the computer speed and cost for numerical flow simulation the latter has been
reduced by a factor of 10 every eight years (Fig. 1.2). For a 2-D problem requiring the
solution of the Navier - Stokes Equation (NSE), Table 1.1 indicates the significant
decrease in computational time achieved with the progress in computer technology. The
estimated computing time for the elliptic boundary value problem is compared in Table

1.2 and it is evident that the computing speed has also been increased significantly.

Improvements in computer hardware technology also made revolutions in the storage
capacity of the computers. Computer memory capabilities are translated nearly directly
to the number of considered grid points during the numerical simulation. In 1950
computer memory permited the usage of only 250 grid points and this has been changed
to 500,000 points during the early 1980's - see Chapman (1979). At present
numerical simulations would be feasible even if one could consider meshes with 108 to
109 grid points (Kutler,1985).
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Computer CPU-time
UNIVAC 106 100 days
ICL 2980 25
COC CYBER 175 4
IBM 3081K 3
CDC 7600 2 *
CDC STAR 100 ! *
ICL DAP 13 hours
HITACHI $9/1AP 10
FUJITSU 7890 10 *
ILLIAC 1V 6
CRAY - 15 4
CYBER 205 4 ‘
CRAY - xXMP 3

Table.1.1 Comparison of Computational Times for Different

Computers ((3entzsch, 1987)

7




YEAR  [omMeEnsioN] 1 100 1000
1 0.01 0.6 40
: : SEC.
SEC. SEC.
2 0.03 40 10 HR.
1968 SEC. SEC.
IBM 360-91
2 MFLOPS
3 0.6 oHR. | 5WEEKS
SEC.
4 0.0002 | 0.01 1 SEC.
SEC. SEC.
1987 12 MIN
CRAY-2 0.0006| 0.7 '
100MFLOPS 2 SEC. SEC.
. 0.01 2 MIN. 15 HR.
SEC.
Table.1.2

Estimated Computing Time for the Elliptic
Boundary Value Problem (Wacker, 1987)
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From the proceeding there is no doubt that affordable computer resources exist and can
be well utilized for the numerical simulation of wind effects on buildings and
structures. Therefore, this approach forms the choice, task or challenge for the

present research generation.

The computer simulation approach has many apparent attractive advantages in

comparison to the conventional wind tunnel and full scale methods. For instance:

* In most applications, the computational cost is many orders of magnitude lower than
the cost of a corresponding experimental investigation.

* It may be easier to simulate the full scale boundary conditions analytically with
computational methods rather than physically in a wind tunnel.

* The problems of scale effect and fabrication of expensive models for wind tunnel are

eliminated.

1.3 Thesis Organization

The thesis, which is mainly oriented towards evaluating the wind flow conditions around
buildings and wind induced effects on buildings by using the computer modelling
technique, is organized in ten chapters along with three appendices. Only a few studies
have been made in this field of research and chapter 2 is dedicated to their review. In
chapter 3 the rumerical procedure for the corﬁputer modelling of wind flow conditions is
discussed. Necessary mathematical equations are grouped into a compact form. Details
for the numerical discretization of the differential equations, existing methodologies for
the solution of difference equations and their inter-related terms are included with
their derivation. Chapter 4 describes the developed computer code which has three
modules  performing pre-processing, main computation and post-processing

respectively.



Computation of wind flow conditions around a single building forms the subject of
Chapter 5. Both velocities and pressures are computed for buildings exposed to normal
as well as angled flow conditions. Description of the predicted flow behaviour and
comparisons of the computed results are also included. Chapter 6 addresses the issue of
numerical modelling for muitiple building configurations. A typical downtown location
of Montreal is selected for this exercise and wind environmental conditions are
evaluated. Experiments are also carried out in the boundary layer wind-tunnel of the
Centre for Building Studies of Concordia University and this chapter contains the
experimental details as well as the comparisons of the experimental data with

computational results.

The improvements made on the standard turbulence models and the development of a new
zonal treatment method for boundary specifications of turbulence variables are
described in chapter 7. Modified expressions of the turbulence model and the derivation
of the zonal treatment method is given. Extensive computations and comparisons are
made by implementing these modifications and the zonal treatment method. The developed

new approach is also tested for different building heights .

Chapter 8 systematically examines the sensitivity of the numerical solution for changes
in the computational parameters, namely, the number of computational grid nodes, the
size of the flow domain and the criteria of convergence used. Results from the repetitive
computer runs that are made to obtain an optimum solution are presented. A version of
the computer code is developed and implemented in various microcomputers and chapter
9 analyses the results of the considered test cases. Finally, chapter 10 summarizes the
achievements of the present study and identifies various problems for further research

in this area.
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CHAPTER 2

LITERATURE REVIEW

" Historically the study of turbulence has motivated a number of important mathematical
developments. Despite this long and otherwise very fruitful effort, turbulence in fluids
has removed something of a mystery and has recently begun to yield some of its secrets *
- A. CHORIN

2.1 Introduction

The previous chapter has addressed the importance of wind loads on buildings and other
wind related problems. In this chapter the salient features of the previous studies are
reviewed and the urgent need for additional research work is identified with
justification. Conventionally, the researchers in fluid mechanics have undertaken the
task of numerical modelling of fluid flow. Only very recently, a few studies were made
by the wind engineering group. Prediction of wind flow around buildings is the objective
of the present work. Therefore, only those studies which are directly related to this
aim have been surveyed. This chapter does not discuss the studies which clearly fall into
the fluid mechanics aspect - say Chorin (1978, 1980), Benodekar et al. (1985),
Djilali (1987.a) and Simpson (1989). For the same reason studies which are totally
devoted to numerical methods or schemes - say Raithby (1976.a,b) Patel (1982),
Vandoormaul and Raithby (1984) and Jang et al. (1986) are also not reviewed.

Numerical simulation techniques have been applied in modelling indoor air movements

as well. Several studies, focussing on the issue of identifying an efficient ventilation



system were carried out by Gosman et al. (1980), Chio et al. (1988) and Awbi (1989).
Nevertheless, the present review excludes these studies in order to concentrate more on
outdoor air environments. For the last 25 years, numerous experimental studies are
carried out in the field of wind engineering and some of those data are also used by the
present study to validate the computed results. The essential experimental features are

explicitly presented with the comparisons.

2.2 Literature Survey

One of the early attempts in numerical modelling of turbulent flow over bluff bodies was
made by Vasilic-Melling (1977). The major contribution of this work is on two-
dimensional problems with the dual aim of gaining familiarity with the numerical
solution procedure and of comparing the computed predictions with the available
experimental data. The same procedure is extended for three-dimensional flows on
surface-mounted cubes. Sensitivity analysis of the numerical solution was made by
using a uniform upstream velocity profile. Experiments on flow visualization and
velocity measurements were also undertaken. Comparisons of the computed results were
then made with the measured data only for mean pressures. The study concluded that the
numerical simulation did not faithfully represent the shear layer and recirculating flow
which develops on the downstream side of the obstacle. A better treatment of the
turbulence model parameters and the use of more suitable, instead of one - dimensional,
wall functions has been suggested for future work. The significance of the study by
Vasilic-Melling lies in the formation of a basic solution algorithm which has been
subsequently modified on several occasions in order to solve the complicated nature of

the interaction between wind flow and building.

12




Hanson et al. (1984) investigated the possibilities of developing a numerical model for
wind flow problems around buildings. Their attempts include both the Random Vortex
Method (RVM) and the Control Volume Method (CVM) for two - dimensional laminar
flow of wind without adding the effect of turbulence intensity. The employed RVM has
been developed by Chorin (1973) whereas the used CVM originated from Caretto et al.
(1972). Both methods were briefly narrated and applied only to buildings with a
symmetrical roof of arbitrary pitch. Attempts have not been made to compare results
with other studies or with experimental data. However, the approach of this study brings
out the advantages of CVM over RVM. The latter is not compatible with turbulence models
and appears inefficient and expensive for the wind flow problems around three-
dimensional sharp edged buildings.

Results of three - dimensional simulation of wind flow around buildings were reported
by Hanson et al. (1986). The discretized non - linear equations of each cell have been
solved by using Tri - Diagonal Matrix (TDM) algorithm with a successive over
relaxation factor of 1.5. No direct attempts were made to include the effects of
turbulence. However, the viscosity of the incoming flow was increased by using an
effective term in the numerical modelling. Since the study is interested in the reverse -
vortex flow which could develop between parallel buildings, only wind velocities are
computed and compared with another study (Borges and Saraiva,1979) which measured
the reverse wind velocity by using sand erosion technique. The computed wind speed
ratios are also compared with a wind tunnel study (Penwarden and Wise,1973). From
the comparison it has been noted that the deficiency of the simulation - its failure to
reproduce the compactness of the wake - could be improved by the introduction of a more
detailed treatment of the turbulence. Semi - empirical turbulence models such as the

well - known k- € model have been suggested for further work in this area.
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As a step toward validating the results obtained from mathematical models, Summers et
al. (1986) used the wind tunnel data of Everett and Lawson (1984). From the various
comparisons it is clear that better computational tools are needed for the evaluation of
wind effects around building configurations. Furthermore, the computed velocities at
greater heights from the ground level agree better than those computed at lower heights
with respect to wind tunnel measured velocity values. This provides an indication that
computational methods may provide better results for wind effects on high rise buildings
than for low buildings which are sitting at greater distortion of turbulence. Note that
wind tunnels are also encountering the same problem in the measurement of wind

effects on low buildings.

By averaging the Navier-Stokes Equation (NSE) with respect to time one can obtain the
Reynolds Equation (RE). Paterson (1986.b) has made a successful attempt in solving the
RE. The effect of turbulence in the flow has been conveniently accounted by means of the
standard k- € turbulence models developed by Launder and Spalding (1974). The CVM
was employed to discretize the non-linear Partial Differential Equations (PDE).
Algebraic equations were derived by using the Hybrid Difference Scheme (HDS). The
Alternative Direction Implicit (ADI) method was applied for the solution of the resulting
linear algebraic equations and the SIMPLE algorithm of Patankar (1980) was used 1o
fulfill the condition of continuity. The computed results were compared extensively with
three sets of wind tunne!l experimental data (Castro and Robins, 1977, Woo, Peterka and
Cermak, 1977, Davies, Quincey and Tindall, 1979) as well as with two full scale
measurement results (Joubert et al., 1967 and Melbourne and Joubert, 1971). All
computations and comparisons were made for a single building square or rectangular in
plan form, placed in a continuous flow stream. The approaching flow has always been
maintained normal to the obstacle which brings the advantage of symmetry along the
main axis to the computational modelling. Due to the discretization of the RE, only mean
pressures were computed and compared. For all cases compared, neither the

recirculation zone nor the pressure on sides of the buildings seem to be acceptable in
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comparison to wind tunnel data or full scale values. Even for such simple cases like
single objects with normal incidence of wind flow, the predicted parameters need

improvements, particularly at separation of the flow and in the wake.

Mathews (1987.a) also attempted to compute the wind generated pressure coefficients
on a single building. A two - dimensional grid arrangement has been utilized and
empirical values are used for the length scale and for the intensity of turbulence. Mean
pressure coefficients are computed for two buildings having different geometry. The
velocity of the approaching flow has been assumed uniform with height and normal to the
predominant building dimension. The set of turbulence constants which have been
proposed for the atmospheric boundary layer by Yeung and Kot (1985) is used by
Mathews and Meyer (1987.b,1987.c) for the computation of pressure coefficients on a
semi-circular greenhouse. The dependence of the pressure coefficients on the Reynolds
number and on the exposure factor is evaluated. It has been reported that the pressure
coefficients are independent of Reynolds number for Re greater than 3x103-
Computations are also performed for different inlet boundary layer profiles and only a

small variation is noted on the computed pressure coefficients.

The wind flow conditions around a cube has been studied by Baetke (1986) on a super
computer in order to evaluate the efficiency of vector codes and it has been found that
the CRAY machine requires only 1/10 of the computing time in comparison to the scalar
machine CDC CYBER 175. The developed code can run on any machine with architecture
similar to that of the CRAY and to evaluate its accuracy, an elementary cubic shape
building is used. Extensive efforts were made in predicting the wind-induced pressure
values for various grid arrangements. The quadratic upstream interpolation scheme of
Leonard (1979) was utilized for the numerical discretization of the momentum
equations. Comparisons of the computed results with the experimental data reveal

significant differences for turbulent inflow conditions (Baetke et al.,1987). Inclusion
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of a better alternative method than the wall function approach is recommended to

predict the wall shear stress at boundaries of separating and recirculating flow regions.

By taking 5-10 hours in a supercomputer HITAC 810-20, Murakami et al.
(1987.a,1987.b) predicted wind velocities and turbulence intensities around a cubic
model along with the pressure field of the flow. The time dependent NSE have been solved
by using the Marker-And-Cell (MAC) method. All spatial derivatives were approximated
by central difference scheme. The specialty of this approach lies in using the highly
sophisticated turbulence models viz, Large Eddy Simulation (LES). Thus Reynolds stress
components were replaced by the LES as explained in Ferziger (1979) along with two
Smagorinsky constants whose values are given by Laurence (1987). The LES solves the
NSE in time dependent form and yields the fluctuating motions of turbulence. It is also
possible in the simulation to analyze the turbulence statistics of the flow field at any

instant of time.

The predictions were made in two steps. First, the solution procedure develops the
boundary layer and then the effect of air flow around a cubic model is analyzed.
Tangential velocity components are assumed to obey a power - law profile having an
exponent of 0.25. The time interval used for time marching is 0.005 on a time scale
which is normalized by building height, (AVH) The computed flow pattern and various
turbulence statistics were compared with the measured wind tunnel data. The numerical
modelling by using the LES can also predict the instantaneous wind-induced parameters.
The computed turbulence intensities are found to be smaller than the measured data,
near ground level. Nevertheless, this study demonstrates the capability the
supercomputers of solving the complexities of unsteady NSE. The time-averaged
pressure and velocity are generally the first level information required by any designer.

Unfortunately, howaver, designers also do not have frequent access to supercomputers.
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By using the standard k- € turbulence model, Murakami and Mochida (1988,1989.a)
computed the steady wind conditions around a cubic model. The standard wall functions of
Launder and Spalding (1974) are used to bridge the boundary cell with the outer domain
for all variables. Repeated computer runs are made with different grid arrangements for
a simple building geometry. The influence of the number of nodes has also been studied as
mentioned already in the work of Baetke (1986). Only mean pressure coefficients are

computed for normal wind flow conditions and compared with the measured data.

Bui and Oppenheim (1987) presented some simulated results for the air flow over a
scale model in a wind tunnel using the Random Vortex Method (RVM). The two-
dimensional computational flow domain is divided into two regions, one inside the
boundary layer where vortex sheets simulate the potential flow and the other outside the
boundary layer where vortex bulbs develop in the flow. Mean wind velocity vectors are
evaluated for a two-dimensional square model sitting inside a channel with a uniform
approaching velocity. Attempts were not made for comparison with any measured data.
This study differs from others in this field by simulating the wind tunnel environment

rather than the actual atmospheric wind environment directly.

Along the lines of RVM, the flow around bluff bodies can also be represented by the
Discrete Vortex Method (DVM). Inamerro and Saito (1985) used DVM to study the
unsteady flow around 2D bodies having different aspect ratios. By applying the DVM,
Bienkiewicz and Kutz (1989) also computed Strouhal numbers for square and
rectangular prisms and compared them with respective measured wind-tunne! data.
However, the expansion of RVM or DVM for turbulent three dimensional wind flow
around buildings is not a trivial one (Chorin 1980, Hanson et al. 1984, Wilson 1985,

Mathews 1987.a and Murakami 1989.b). So the RVM algorithm is not likely to help the
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representation of the wind flow conditions around buildings in the atmospheric
environment.

Some studies were also made by using commercially available software. One such
general purpose computer code is called PHOENICS and it has been developed and
marketed by Spalding (1981). Details of the philosophy underlying its creation and
distribution policies can be found in Rosten and Spalding (1986). PHOENICS has a wide
range of applications such as flow calculation in internal combustion engines (Markatos
and Shan, 1985) and computation of flow in turbine cascade (Olovsson, Lofdah! and
Classon, 1986). However, as previously mentioned, only studies that used PHOENICS

related to air flow around buildings are reviewed here.

Haggkvist et al. (1986) predicted qualitatively the wind flow conditions around a gable
roof building. The main purpose of this study was to evaluate the features of PHOENICS
numerical computation of flow around buildings. Computed results for a single building
configuration were compared with the measured data in their recent work (Haggkvist et
al.,1989). Jansson (1987) also used PHOENICS for the evaluation of wind - induced
effects on square buildings of different heights. From the comparison of the computed
results with the measured data, a weak estimate of the inlet turbulence profile by the
numerical modelling has been noticed. Due to this underestimation of the turbulence
conditions, high suction values were predicted on the upstream part of the building roof.
No comparisons were made with wind-induced pressures on the walls or velocities

around the building.

Recently, Richards (1989) used PHOENICS for computer modelling of wind flow
conditions around a low-rise building. Body - fitted grid systems which are generated by

distorting the regular rectangular grids were used in this study to match the building
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boundaries with the grid locations. Computations were performed for a variety of 2-D
cases and a few pressure values were computed under 3-D analysis. The comparisons
include data from a full scale study.

Another commercially available code called SOLA (SOLution Algorithm) has been
developed by Hirt and co-workers (1976) based on the numerical procedure of Amsden
and Harlow (1970) and Hirt and Cook (1972). Applications of this code for 3-D flow
around bluff bodies were made by Hirt, Ramshaw and Stein (1978) without including
any turbulence models.

2.3 Juystification for the Present Study

From the review it is clear that Computational Wind Engineering (CWE) emerging from
Computational Fluid Dynamics (CFD) has a high potential for further research. The idea
of using the existing codes is excluded due to two reasons. First the codes are found to be
expensive for long term research (Summers et al, 1986). Second most of the
commercial codes do not allow any modification to their internal structure.
Nevertheless, the area of CWE not only needs further work in terms of applications but
it also urgently demands detailed examination of some fundamental issues. Thus a new
modular structure computer code named TWIST - Turbulent Wind Simulation
Technique - has been developed based on the Control Volume Method (CVM) as part of
this current research. The main advantage of modular structure coding is that the user
can extend the code for any problems of interest, by adding new modules to the existing
ones. In addition, stand alone tests for debugging are also easier in modular fashion
coding.
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Preliminary computations have been performed to evaluate the wind effects on a single
building exposed to normal wind flow conditions with the dual aim of gaining familiarity
with the computer algorithm and validating the newly developed code. Most of the
previous studies considered only normal tiow conditions for the modelling. However,
wind flow depends on the local topography and the surrounding buildings. Moreover, the
information about the wind flow distribution around a building for various directions
may be useful for architects and designers. To examine the feasibility of computing the
wind directionality effect, TWIST has been modified and computations have been
performed for different wind directions. Comparisons of the computed results with the
measured data reveal that the TWIST can also predict the basic characteristics of the

angled flow conditions.

Developing a software tool that can be used by architects and practicing engineers to
cvaluate wind environmental conditions around buildings appears to be attractive and a
poiential alternative tool for the expensive and time consuming measurements in the
wind-tunnel. As a first step towards this approach, a cluster of buildings typically
representing a downtown location of Montreal is modelled in the computer and wind
velocities around the buildings are computed. To validate the computed results,
experimental works were also conducted in the Boundary Layer Wind Tunnel (BLWT) at
the Centre for Building Studies of Concordia University for the same configuration as
that of the numerical modelling. Both the computed and measured data were converted

into conventional velocity (amplification or reduction) ratios for comparison purposes.

All the previous studies considered the standard k- € turbulence model of Launder and
Spalding (1974) along with its so-called universal constants, for the creation of
turbulence conditions in the numerical modelling. However, the validity of the standard
k - € turbulence models and its constants is questionable for recirculating and separating
flows (Rodi 1975, Hanjalic and Launder, 1979, 1980 and Rodi and Scheuerer, 1986).
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The calculated turbulent shear stress is found to be insensitive to the streamline
curvature of the flow and hence the turbulent viscosity is not affected by the local flow
behaviour. In addition only a low rate of dissipation of turbulent kinetic energy is
computed when standard k- € turbulence models are used. To account for these effects
and to improve the predictions two simple modifications on the standard k- € turbulence
models namely streamline curvature correction and preferential dissipation correction
are identified and applied in the present study.

Studies have not been initiated in the past to identify a suitable boundary treatment
method for the wind flow conditions around buildings. On the other hand, specification of
boundary conditions plays a major task in the numerical modelling process. Previous
studies used the conventional wall-functions to bridge the solid boundary control
volumes with the outer cells. When wall-functions are applied for all the five variables
of the computation (u, v, w, k, €), the near wall turbulence properties are
underestimated. This is due to the fact that the wall functions are developed (Van Der
Berg,1975) based on 1-D Couette flow assumptions and they are valid only for the
velocity variables, (Patel et al., 1985 and Launder and Shima, 1989). Thus for the
turbulence variables (k and €) a new effective zonal treatment method is developed
during the current research and implemented in the computer code. in the new procedure
the local Reynolds number is used to monitor the near wall flow region and expressions
derived based on the Taylor series expansion technique are applied for the computation.
It has been shown that the results of the new approach agree well with the measured data

once the specifications are properly implemented in the code.

Numerical solutions are always sensitive to the computational parameters, mainly the
number of grid nodes on the computational domain, the extent of the computational
boundary and the criteria used for convergence. A systematic sensitivity study is

carried out to identify the influence of the above parameters on the output of the system.
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carried out to identify the influence of the above parameters on the output of the system.
The computational speed and the storage capacity of micros are increasing day by day, so
as well their usage by the engineering community. To make use of this present research
for the professional engineers, a version of the TWIST is developed and implemented in

various microcomputer systems.
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CHAPTER 3

NUMERICAL PROCEDURE

" Four factors which influence the accuracy of the predictions are the degree to which
the solution satisfies the differential equation, the degree to which it satisfies the finite
difference equation, the conditions imposed at the boundaries and the adequacy of the
turbulence model " - D.VASILIC - MELLING

3.1 Introduction

This chapter will present and discuss the numerical procedure uscd for the simulation of
the 3-D turbulent wind flow conditions around buildings. Here, numerical procedure,

implies:

1) grouping the necessary equations (section 3.2)
2) discretizing the differential equations into difference form (section 3.3)
3) identifying and discussing the various steps involved in the specification of the

boundary conditions (section 3.4)
For each section, a complete set of derivation from basic principles is provided either

in the sections or in an appendix to enable the reader to follow the procedure without

much assistance from further literature.

3.2 WNecessary Differential Equations

3.2.1 Momentum Equations

The flow of wind around buildings is assumed to be :

- incompressible, i.e., the density of the flow is constant.



- slightly viscous, i.e., the effect of Reynolds number is large.

- continuous, i.e., it fulfils the iaw of conservation of mass.

In fluid mechanics, the wind flow around buildings is analogous to incompressible flow
around bluff bodies. By applying Newton's second law of motion, Navier and then Stokes
derived the set of equations for conservation of momentum (Hinze,1975), called the
Navier-Stokes Equations (- hereafter abbreviated as NSE). For wind flow conditions

around buildings, the NSE are described as:

a9, a8 b, 8.
o tO% T vw t Ve
ot iox, Xi i (3.1)
The conservation of mass can be expressed as:
a8,
x =0
i (3.2)
Where:

is the kinematic viscosity

is the instantaneous velocity vector
is the fluid pressure

is the density and

- O v o<

is the time

The movement of air particles can be conveniently expressed by using the laws of
conservation of momentum (Eq. 3.1) and mass, (Eq. 3.2). However, the wind flow

around buildings is turbulent in nature. Turbulent flow motion is an irregular flow in
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which the various quantities show random variation with respect to time and space. In
the mathematical description of turbulent flow, it is convenient to assume that the fluid
motion consist of a mean flow and a fluctuating component superimposed on the mean
value. Thus, averaging NSE with respect to time over a coarse grid flow domain
represents the characteristics of wind flow around buildings in space. The time-

averaged NSE are called Reynolds Equations (- hereafter abbreviated as RE) and are
written as follows:

u. du P
9, T 9

Usx =a3x i3x) ~ ax

i j j i (3.3)

where:

I is the velocity vector
Vi is the turbulent viscosity and

i,j are components in the 3D field

The turbulent viscosity is calculated by using the eddy-viscosity concept as follows:

2
K
v,=Cug (3.4)

In the above equation, ¢

K s a constant, having value 0.09. The k and € are the kinetic
energy and its dissipation rate respectively. To evaluate the value of these new variables
(k and €), the so caiisd "Turbulence Models" are also included in the computation which

will be discussed in the following subsection.

The condition for continuity of steady incompressible flow can be written as:

u v, aw _
ox + ay+ oz (3.5)
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Turbulence models will not simulate the details of the turbulent motion but only the
effect of turbulence on the mean flow behaviour. One could have zero - equation or ¢ne -
equation or two - equation models depending on the number of equations employed in the
calculation. The zero - equation model uses only the PDE's for the mean flow fields and
no differential equations for turbulence properties. In that case, the turbulence values
are evaluated based on the mean flow condition for each grid point (Prandtl, 1925). The
one - equation model contains a PDE for the kinetic energy, k, and it requires input of a

length scale distribution based on experimental observations (Spalding, 1967).

In addition to the kinetic energy, exact transport equations can also be derived from the
NSE for the dissipation rate of turbulent kinetic energy (€), the product of kinetic
energy and length scale (ki) and the vorticity (®), as shown in Batchelor (1867),
Spalding (1983) and Rodi (1984). Thus the two - equation turbulence models can be
grouped by selecting the respective PDE of k and € or k and ki or k and ®. These
equations are based on the hypothesis of  turbulent process and involve empirical
constants or empirical functions with constants or both (Roach, 1979). A comparison
was performed by Launder and Spalding (1972) who showed that the best among them
was the k - € model of turbulence based on the economy of computation, degree of
universality and accuracy of the prediction. Summaries of turbulent models with
various practical applications are also given by Rodi (1982,1984) and Markatos
(1986). The k - €& turbulence model has been generally utilized in the current study

and the equations are written as follows:
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(3.6)

(3.7)

oU,(oU, oU\ .
V:axj[axj+ axi]. is the generation term
C, =144)
C, =192
¢, =1.00; universal constants
C, =0.09
6, =130

Note that the values given to the so-called "universal constants" are those recommended
by Launder and Spalding (1972). The values were determined mostly from experimental
data of turbulent flow and in particular the value of CP was obtained from shear layer
equilibrium. Values for C1 and C2 are obtained from equilibrium of wall layer and decay
of grid turbulence respectively. The other constants are fixed based on computer

optimization.

Complicated models have been developed and used to describe the basic features of
turbulence (Ferziger,1983 and Hunt,1988). Stress equation models and algebraic
stress models are some of them. The models with less restrictions in assumptions are
eventually the most difficult to apply in practice. One method frequently used to describe
the turbulent nature of the flow is the Large Eddy Simulation (LES). The basic idea

behind this technique is to filter out scales of turbulence that are smaller than the
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dimensions of the grid in which the flow is calculated. The small scale turbulence is then
modelled using some simplified assumptions. Murakami et al (1987.a,1987.b) showed
that by applying the LES for wind flow problems, one can predict the instantaneous
Pressures and velocities. Inclusion of the LES in the computational procedure demands
more computational time and storage than the k - € model. In the present study it is
decided to compute the wind flow around buildings by using the k -€ model of
turbulence.

3.2.3 Compact Form of the Necessary Equations

In developing the finite difference version for a number of equations, it is much more
convenient to deal with a single general aquation for any dependent variable. A compact

form for the above discussed differential equations can be expressed as:

% _ 9 o
Ui i)xI - E)xj [r‘b ax‘.] + 8

(3.8)
in which the left hand side represents the transport of ¢ by convection. In the right hand
side, the first term stands for the diffusion of ¢ with the proportionality factor ,r¢
whereas the second term (source term) is related to the generation or destruction of ¢
as well as any other factors that are not accounted by the convection and diffusion
expression. Thus o may represent both vector (u, v, w) and scalar (k, € ) properties of

the flow.

Table 3.1 groups all the equations that are used to model the wind fiow around
buildings. It has three second order partial differential equations representing the
velocities in three directions along with the fluid pressure gradient. Also there are two

second order partial differential equations with empirical constants to characterize the
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turbulence nature of the flow. Note that these equations are non-linear and have strong
inter-linkages. This can be clearly seen from Eq. 3.13 in which E incorporates
functions of € itself, via the source term. In addition, one more partial differential

equation is listed to fulfil the condition of continuity.

3.3 Discretization Procedure

In the previous section the necessary equations which will adequately represent the wind
flow conditions around buildings have been identified. The solution of these equations can
be achieved only if they are discretized into the form of linear algebraic equations. What
follows are the various methods of discretization and their relative merits and demerits

as well as the selection of a suitable method for the solution of the problem of interest.

3.3.1 Discretization Method

There are many methods available in the literature for numerical discretization of the
non linear PDE's. The Finite Difference Method (FDM) or the Finite Element Method
(FEM) is used to convert a set of PDE's into a set of algebraic equations. The FEM
provides more flexibility in fitting irregular domains and in specifying the boundary
conditions. However, freedom is restricted in applying the various numerical
techniques such as HDS and SIMPLE (Zienkiewicz, 1972, Patankar, 1980 and Raithby et
al., 1986) for FEM. Furthermore, the extension of this method into three dimensional
problems is still in the research stage and needs refinements (Habashi and Peeters,
1987 , Peeters and Habashi, 1987) for the solution of problems of wind flow around

buildings.
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In FDM there are different techniques such as Taylor series expansion, Fourier series
method and the method of weighted residuals for the discretization of the PDE.
Nevertheless, it is evident from the literature ( Pearson 1976, Gosman and Lai 1982,
Patankar 1980, Wilson 1985, Mathews 1987.a and Murakami, 1989. b ) that these
methods are not suitable for the application of wind flow problems. Thus it is decided to
select the Control Volume Method (CVM) as a suitable tool for the wind flow problems.
However, the Random Vortex Method (RVM) which had been used for the solution of

incompressible fluid flow equations, was also examined.

The RVM for the solution of the 2-D NSE was first developed and presented by Chorin
(1973). The incompressible flow of a slightly viscous fluid around a bluff body can be
often characterized by three main flow regimes {Summers et al. , 1985). Away from
the body, the flow is largely irrotational and may thus be formulated in terms of
potential flow theory. In the immediate neighbourhood of solid surfaces a boundary layer
is formed in which the Prandt! boundary layer approximation is assumed to be valid.
Beyond this boundary layer and in the downstream wake of the obstacle, the flow is
complicated. This area has concentrated vorticity generated by the viscous interaction of
the fluid with the obstacle. This representation has been numerically dealt with the

following steps:

1) solve the numerical equations for the entire flow field without the effect of viscosity.
The inviscid flow with scalar vorticity field, c, has been described by Chorin (1979)

as.
d§ ot
3 + U'é‘x— =0

J (3.14)
The above equation can be solved by first order differential equation procedures.
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2) inject the effect of viscosity into flow regimes as a random component to the motion.
This can be indirectly achieved by assuming a Gaussian random distribution having zero
mean and the variance as a function of Reynolds number. i.e.

¢ = 24
R, (3.15)

where At s the time step and Re Is the Reynolds number.

3) evaluate the pressure by coupling the equation of motion with a suitable stream

function (Summers et al., 1985).

The RVM is extremely good for fluid flow problems due to its grid free character. There
is no need for any initial guess of the pressure field or flow separation points.
Furthermore, the bluff body may have any arbitrary shape and its edges should not
necessarily be sharp. As discussed in the previous chapter, a systematic application of
RVM for two - dimensional wind flow problems is given by Bui and Oppenheim (1987).
However, the extension of this method to three dimensional problems is not trivial. The
other major drawback of this method is that it is not compatible with any standard
turbulence models. This creates many difficulties in predicting the recirculation zones

of the turbulent flow field.

The RVM has been improved over the years. One important improvement is the random
sheet method presented by Chorin (1978). In this method the Prandil boundary layer
equation was utilized instead of the NSE in order to eliminate singularity problems.
Nevertheless, the non-rotating vortex sheets cannot be valid for turbulent boundary
layer flows (Chorin 1986). With ali the above mentioned drawbacks, the wind flow field
for three dimensional buildings with high Reynolds numbers cannot be solved
successfully by the RVM. Further discussion on these matters are given by Baetke
(1986), Chorin (1980, 1986), Hanson et al. (1986) and Wilson (1985).
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From the above discussion, it is clear that based on both economical and computational
grounds the CVM is the best tool for the solution of the problem of interest.

3.3.2 Discretization of the Momentum Equati

The basic idea of the control volume formulation is easy to understand and lends itself to
direct physical interpretation. In this method, the computational domain is divided into a
number of non - overlapping imaginary control cells such that each grid point or point
of interest is surrounded by one control volume to compute the grid point properties.
Piecewise profiles or functions expressing the variation between two adjacent grid

points are used to evaluate the required integrais.

Consider a rectangular grid in order to derive the finite difference form for the
differential equations. Figure 3.1 shows a typical xy face of the control volume. The node
"P", with its neighbors labelled E, W, N, and S, represents the location at which the
scalar variables (k, € and p) are calculated. The three velocity components (u, v and w)
are calculated at points e, w, n, and s which lie mid-way between the grid nodes.
Similar notations are also provided for the xz control volume face shown in Fig. 3.2,
This grid arrangement, which allocates vectors at different locations from those of
scalars is known as a" staggered grid * configuration and has two main advantages.
First, velocities lie mid-way between the locations of pressure which drive them. Thus
the specification of pressure values on boundaries is not required by placing the
boundaries of the computational domain and the boundaries of the building envelope on
the velocity nodes of the staggered grid. Secondly, the velocities are directly available
for the calculation of convective fluxes across the face of the imaginary control volume
surrounding the central node. This eliminates the profile assumption of the reievant
velocity values between the grid nodes. These advantages have its own price. A computer
program based on the staggered grid must carry all the indexing and geometrical

information about the locations of the vectors and the scalars. It must also perform
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certain rather tiresome interpolations. However, the benefits of the staggered grid out-
right the disadvantages of this method (Vasilic-Melling, 1977, Patankar, 1980,
Paterson, 1986.b, Murakami, 1989.b).

For most practical situations, the grid is not uniform as shown in Fig. 3.3. Then the
pressure wiil not lie mid-way between the velocity components. This means that
velocities will not in general lie at the center of their own control volumes. However, to
keep the accuracy of the results high, it is important not to have a larger grid interval
next to a smaller interval. The number of neighbors for a grid point will depend on the
dimensionality of the problem. For the two dimensional situation shown in Fig. 3.3,
four u neighbors are shown outside the control volume whereas if the problem of
interest is three dimensional as in the case of the present study, then u would hold six

neighbors instead of four.

For simplicity a one - dimensional control volume is considered and the differential
equations are discretized into difference form. The various steps involved in the
discretization process are given in Appendix 1. Application of the Hybrid Difference
Scheme (HDS) is also shown in detail. In compact form, Eq. A.1.17 is written as:

nF
ap ¢P=[Zam ¢m] + S
m=1 (3.16)

in which:
P s the grid node where the dependent variable ®is computed;

Np is the number of nodes surrounding P;
a

S

P is the hybrid difference scheme coefficient and

L is the linearized source term.
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3.3.3 Discretization of the Gonfinuity Equali

In the previous section, the method for transforming five out of six PDE equations Is
given. The remaining equation is the one that fullils the condition of continuity and the
unknown {o be found is the pressure field. However, before discussing the discretization
form for continuity, it is worth referring to the inherent problems in the first three
equations viz., momentum equations. This may be used to establish a link among the
equations.

For the momentum equation

U%(u- = %(I‘ au)+ S

49x (A.1.1)
the source term, S is represented by:
__%
T ox (3.17)

If the pressure field is known then there is no particular difficulty in solving Eq. A.1.1.
However, determination of the pressure field seems rather obscure and there is no clear
direct method available for obtaining pressure (Vasilic-Melling, 1977, Patankar,
1980, Paterson, 1986.b and Mathews, 1987.a). The unknown pressure field can be
estimated by the following relationship:

Actual pressure = guessed pressure + pressure correction; or
p=p +p (3.18)

Then the response in velocity field can be written as:
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u=u +u
V=V +v
w=w +w (3.19)

where U', V' and W' stand for the imperfect velocity field based on the guessed
pressure field p* and WU,V and W' are respective velocity correction factors.

These factors can be derived from the pressure corrections as follows:

Ue=(Pp—Ppd, (3.20)

where:

ue is the velocity correction along the direction of east due to the difference in pressure
between nodes P and E and

4 AyAz

a,

o IS the proportionality factor =

Correction factors for other velocity components ( v and w) are derived in similar
fashion. Obviously these velocities will not satisfy the continuity Eq. 3.5 and its one -

dimensional version

a_g =0 (3.21)
u,-u,)AyAz=0 (3.22)
By combining Eq 3.19 and 3.20:

Ug=u,+ de(p'r_,—p'E)

Uy=Uy+ dy(Py=P}) (3.23)
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Using these expressions in the above discretized continuity equation, grouping and
rearranging, the following equation is obtained

ApP' =acpp+aupyt S,

(3.24)
where:
ag=d AyAz
a,, =d,AyAz
ap,=ag+a,
S =(u,—u,)AyAz (3.25)

The derivation given above is for the one dimensional situation. Three - dimensional
forms can be obtained by following the same procedure. The final discretization equation

for the condition of continuity or the pressure correction equation can be written as:

8pPp= AP+ APyt AP+ 2P+ AP+ 8P+ S| (3.26)

Note that the above equation can also be transformed in a compact form as Eq. 3.16 in

which ® becomes the pressure correction.

Treatment of boundaries is one of the most important modelling tasks during the
numerical evaluation of wind effects on buildings. Figure 3.4 shows the various

boundary locations for the calculation of 3-D turbulent wind fiow conditions around a
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building. In total there are ten locations where information of the variables has to be
transformed into the computational domain. However, based on their characteristic the
boundaries can be grouped under three categories - namely free boundaries {1, 2, 3, 4},
symmetrical boundaries {5} and solid boundaries {6, 7, 8, 9, 10}. In most of the
previous studies, a common approach is followed for the free and symmetrical

boundaries whereas differences in treatment are found for the solid boundary.

3.4.1 Free Boundary

Dirichlet boundary conditions are applied for the air-to-air boundaries during the
computational procedure. This can be easily done by transforming the values of the
variable from IMAX-1 to IMAX, JMAX-1 to JMAX and KMAX-1 to KMAX, if IMAX, JMAX
and KMAX are the total number of grid nodes in x, y and z directions respectively. A
similar exercise will also be performed for the values of all variables on the first node.

3.4.2 Symmetrical Boundary

The normal velocity v and the normal gradient for the other quantities (u, w, k, €) at

the axis of symmetry are assumed to have zero value.

3.4.3 Solid Boundary

Researchers follow a variety of approaches for the different variables in order to
identify the presence of the solid boundary in the computational procedure. For the
velocity variables (u, v, w) Vasilic-Melling (1977), Murakami and Mochida,
(1988,1989.a) and the present study use the wall-function approach of Launder and
Spalding (1974) to bridge the Viscous Sub - Layer - hereafter abbreviated as VSL -
with the outer region. In accordance with this method, the linearized source term of Eq.

3.16 is modified based on the wall shear stress calculated by:
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25 5

u [ c k]

P ~25 5 _ 1 B p
(%) C”k = meLdp v

w (3.27)
in which:
U .

P is the velocity at node P
K

P is the kinetic energy at node P
dp is the distance between P and the solid boundary
EL is the boundary layer constant, approximately equal to 9.0 for smooth wall
K is the Von-Karman constant and

v is the kinematic viscosity of the fluid.

Equation 3.27 assumes a region where local production and dissipation of the flow are

balanced, shear stress is uniform and the log-law of the wall

U
—L—J—’j- =',!¢'|n(ELY+) (3.28)

applies. This is valid for 11.5 < Y* < 10 3 , in which Y' is the local Reynolds number

or normalized wall distance given by:

25 5
Y= _C_’il(ﬂd
v P (3.29)
For 0 < Y+ < 11.65, a linear velocity profile is appropriate, i.e.
Up _ s
U, (3.30)
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Thus the wall shear stress is calculated based on the local flow behaviour and as well its

interaction with the solid surface.

For the turbulence kinetic energy k, the turbulence generation term, G of Eq. 3.12 is
calculated after Vasilic-Melling (1977) by:

G = 1_[val-a%(-\/u2+wa)d(vol)

vol (3.31)

in which, vol is the boundary control volume.

On the solid boundary, the dissipation rate of kinetic energy is evaluated by assuming a
linear variation of length scale of turbulence with distance from the boundary. Using U*

the wall turbulent viscosity can be written as:

vt=\cU.c:|P (3.32)

and by using the above relation in Eq. 3.4, the rate of dissipation of kinetic energy
becomes:

75, 15

C, k

€=
xd, (3.33)

Thus Egs. 3.28 to 3.33 are used as boundary conditions for all the solid boundary nodes

during the computational procedure.
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CHAPTER 4

DESCRIPTION OF THE DEVELOPED COMPUTER CODE

" Too much generality makes the program voluminous and inconvenient to apply for
simple problems. Too little generality restricts its use to a very few situations.
Initially, it is probably best to develop a rather restricted version of the program with,
however, a flexible frame-work so that the scope of the program can be enlarged " -
S.V.PATANKAR

4.1_lIntroduction

This chapter presents and discusses the details of computer code used in the present
study. The computer code has been developed as part of this current research and it has
been given the name TWIST to represent Turbulent Wind Simulation Technique. TWIST
is composed of modular structure. The main advantage of modular coding is that the user
can easily extend or modify the code for other problems of interest by adding new
modules. Stand alone test for debugging are also easier in modular fashion coding. In fact
there are three main modules in TWIST performing pre-processing, main computation
and post-processing respectively, as shown in Fig. 4.1. These three modules can run
individually or in sequence. ANSI Fortran-77 is used for coding of all three modules,
however, the post-processing module 3 frequently calls the NCAR graphics subroutines
(Clare et al.,1987) during its operations. Modules 2 and 3 need more storage in
comparison with module 1 whereas, module 2 takes the highest CPU time among the

three for its operations.
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Throughout this study, TWIST has been modified and used for various problems of
interest such as the case of wind blowing normal and at an angle to a single building and
the study of wind environmental conditions around a group of buildings exposed to
normal wind. The applicabllity of TWIST is also extended to various computer systems.
In fact versions of TWIST can run under VAX/6.3, VAX/1.2, AST Premium 386/20, Dell
286/20 and IPC 286/12. However, the following discussion is directly applicable to the
case of a single building exposed to normal wind conditions and running in the VAX/1.2
computer system. The necessary modifications for the other cases are presented in the
respective chapters.

42,1 Structure of Module 1

Module 1 performs the necessary pre-processing for the computation and produces a 3-
D staggered grid arrangement, the initial velocity and turbulence distributions. The
need for a staggered grid arrangement is presented in the previous chapter and further
details are well documented elsewhere (Patankar,1980). The unidirectional geometric
progression algorithm is used for computing the grid system. In this procedure the
intervals between each grid node expand in geometric progression away from the faces of
the building (Paterson, 1989.b). The module needs the dimension of the computational
domain in each of the three directions and the number of grid nodes required in each
direction as well as on the building envelope. Having this information the program
calculates the grid arrangement and stores the co-ordinates of the location of the nodes.

Revisions of the computed values are always possible.
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Module 1 also needs the wind speed, ug, at gradient height, zg, and the power law

exponent appropriate for the roughness characteristics of the terrain system and the
building. Based on these known parameters the longitudinal wind velocity component at

height z is calculated by using a power law profile as follows:

0o {_z_z;} (4.1)

Cl:

A 2ero magnitude value is assumed initially for the other velocity components v and w.
The semi-empirical formula of Launder and Spalding (1974) is used for the initial
distribution of the kinetic energy, k and its dissipation rate €. Necessary under-
relaxation factors are also fixed during the operation of module 1. The under-relaxation
factors always have values less than unity to ensure the stability of the iteration
process. The following values are used for the present study, as recommended by
Patankar and Spalding (1972) and Patankar (1980) for the calculations involving
SIMPLE algorithm:

Variable u v w p kK €
Factors .5 5 .5 3 .7 7
These factors are found to be satisfactory for various 2D and 3D recirculating flows

(Gosman and Pun, 1974). Attempts made by the present study in changing these standard

values have not resulted in any improvements of the solution.

48




42.2 Structure of Module 2

Having the grid locations and the initial velocity and turbulence distributions, module 2
performs the iteration process for specified convergence criteria. Module 2 has three
main sub modules, namely ASSEMBLER, BOUNDS and SOLVER which are internally called
for all six dependent variables (u, v, w, p, k and €). The structure of this module is

shown diagrammatically in Fig. 4.2.

The ASSEMBLER allocates the velocities (u, v, w) in coordinates different from those of
the scalars (p, k, €) in accordance with the staggered grid arrangement. The Hybrid
Difference Scheme (HDS) of Spalding (1972) is used to obtain the discretized
coefficients for the convective terms of the differential equations. These coefficients are
calculated for each grid node in a particular direction- say x direction, by considering
all the grid nodes lying on the other two directions y and z and then they are assembled
into Tri- Diagonal Matrix (TDM) form. The necessary details of the TDM assembly are
given in Appendix 2.

BOUNDS sub-module checks the location of the assembled coefficients and modifies these
coefficient values only, if the nodes lie at the boundary of the computational domain or
boundaries of the building envelope. As discussed in the previous chapter the standard
wall functions are applied, both for the velocity and turbulence variables. The
advantageous staggered grid arrangement eliminates the need for pressure boundary
conditions. During the application of boundary conditions first the local Reynolds
number is calculated and then the source term of each equation is modified. To bridge the
boundary cells which are inside the buildings with the outer cells a very large

coefficient value is used for the source term during the calculation. The symmetry of
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the building which is assumed along the lateral direction is also taken into account by
BOUNDS. Further description of the boundary conditions and the necessary equations
have been provided in section 3.4.

SOLVER uses the Alternative Direction Implicit (ADI) method to solve the arranged
system of algebraic equations and the solution vectors are copied into the old values of
the respective variables. Each direction is swept once for each iteration. However, when
sweeping along one direction for a particular variable all the nodes of the other
directions are visited. In the computational domain, the velocity gradients are higher
along the vertical (z) than the horizontal (x) and (y) direction. Hence the vertical
sweeps are carried out first by using the new values, followed by the longitudinal and
then the lateral directions. Thus the property of any particular variable is modified

three times during each iteration process.

At the end of each iteration for all variables, except pressure (p), module 2 calculates
the error levels immediately. For pressure, the SIMPLE algorithm of Patankar
(1980) is utilized to correct the assumed pressure field by using the computed
pressure correction value. A residual is calculated for each grid node by equating the
difference equation ( 3.16) to zero. Summation of these residuals for all grid nodes is
taken as the total error for the particular variable. This error will indicate how well
the discretization equations are satisfied by the current values of the dependent variable.
The initial error of the computation is used to normalize the total error and the
normalized error factors are monitored based on the specified level of convergence
criteria. Decisions are then made for terminating the computation or cycling for
another iteration. For the present study a convergence criterion of 0.2 (- ref: section
8.3, Eq.8.1) is used whereas the algorithm is said to be diverged when the normalized
error of any particular variable exceeds 20 during an iteration. Moreover, the

iteration process is terminated if no convergence is achieved after 200 iterations.
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However, this limit has never been reached in the present study for any computational
case. In other words, the iteration is always terminated based on the convergence
criterion. These values are selected after analyzing the sensitivity of the numerical
solution. Steps involved in the sensitivity study and other results are presented in
Chapter 8.

After solving the difference equations for all variables, the fluid turbulent viscosity is
computed based on the improved kinetic energy and its dissipation rate. Thus module 2
brings a new set of improved values to the computational domain during each iteration

process.

4.2.4 Structure of Module 3

MODULE 3 performs post-processing based on user needs and thus it is usually
activated after module 2 by using the converged solution values. Various existing options
in module 3 are pictured in Fig. 4.3 and they are grouped under three main headings
namely analyzing grid system, analyzing velocity field and a~alyzing pressure field.
The processed output can be viewed, printed or plotted based on the selected output
device. Comparing with the other modules, module 3 has a more user friendly character
which is helpful for the clear understanding and the interpolation of extensive numerical
output following the computation. The CPU time consumed by module 3 mainly depends
on the selection made by the user. However, for analyzing a particular variable with a
set of options, it takes approximately 15 minutes of CPU time in the VAX/1.2 computer

system.

Figure 4.4 shows the steps involved in analyzing the grid system. Selecting a 2D view

will provide the options of displaying plots under three major co-ordinate planes
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Fig.4.3:  Structure of Module 3
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Fig. 4.4: Flow Chart to Analyze the Grid System
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sectional view. The clustering of grids around the building and the relative locations of
the building with respect to the computational domain are observed by selecting the 3D

view option. Both 2D and 3D grid arrangements are obtained with and without including
the buildings.

The converged velocity field is analyzed by using the options shown in Fig. 4.5. The data
corresponding to a particular plane of computational domain can be extracted and
tabulated. Different kinds of plots such as Linear, Log-log or Semi-log can be obtained
by using the extracted data. These plots are useful in identifying the variation of a
velocity component at different locations. By following the same procedure the changes in
the velocities at different locations can be viewed and compared. Finally the dispersion of
a variable over a surface can be displayed by means of contour plots. The least square

distance method is used to interpolate the extracted data for contouring.

The flow distributions and changes in the flow directions are easily identified by using
the option of vector or streamline plots. Only 2D patterns are feasible and the following
convention is used for all the vector and streamline plots presented in the thesis:

- to obtain for xy plane (plan view) the components u and v are used,,

- to obtain for xz plane (side view) the components u and w are used.,

- to obtain for yz plane (sectional view) the components v and w are used.

The wind-induced pressure coefficients on the building envelope are also computed and
displayed. The options for analyzing the pressure field is shown in Fig. 4.6 which is
similar to Fig. 4.4. Conventionally the pressure coefficients on buildings are calculated
by normalizing the static pressure with dynamic pressure at the roof height of the
building. The post-processed coefficients are used for the evaluation of wind-induced

design loads for buildings and structures. The processed values always represent the
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worst case for each horizontal plane, however, options are also available to calculate the

coefiicients for any desired location on the building envelope.
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CHAPTER 5

COMPUTATION OF WIND FLOW CONDITIONS AROUND A BUILDING

" A good turbulence model has extensive universality and it is not too complex to develop
or use. Universality implies that a single set of empirical constants inserted into the
equations, provides close simulation of a large variety of flow. Complexity is measured
by the number of equations which the model contains " - B. LAUNDER

The prediction of three - dimensional turbulent wind flow around a single building is
described in this chapter. Based on the direction of the incoming wind both normal flow
effects and angled flow conditions have been studied. In the former, the flow bisects the
building width and the flow domain can be divided into two symmetrical regions. By
taking advantage of symmetry, only haif of the domain is included in the calculations.
Two parameters, namely wind-induced velocities around the building and wind-
generated pressures on the building, are derived from the computed numerical output.
The first section presents and discusses these parameters by comparing them with
respective measured data from boundary layer wind tunnels. Comparisons have also

been made with the results of the previous computational attempts.

Section two considers the oblique flow conditions for numerical modelling. This has been
carried out as a feasibility study to examine the flexibility of the developed code, TWIST,
for modifications. Moreover, the features of the angled flow conditions are identified and
compared with those of the normal flow case. The necessary modifications on the code to
account for angled flow conditions, the predicted flow behaviour and the comparison of
the computed results with experimental data are also presented in this section. It is
worth to mention again that computations have been performed by including the standard

k — € models for the turbulence in the flow field and the universal wall functions are



e

used to specify boundary conditions, both for velocity and turbulence variables.
Computations are made by using the VAX/1.2 computer system.

a1 Computing for Normal Wind Flow Conditions

511 Comparisops of the Velocities with Measured Data

The wind flow field developed around a single rectangular building is quite complex and
involves major difficulties in quantification even for the geometrically simple case of
wind blowing perpendicular to the building. A graphical display of the computed flow
streamlines may provide first hand information about the flow field for the professional
engineer. One such side view flow patiern is presented in Fig. 5.1, which also contains
the flow visualization photograph obtained from tests of a similar building model placed
in a boundary layer wind-tunnel (L.emberg, 1973). Overall, the computed flow pattern
compares well with the experimentally determined field. Clearly, separation from the
windward edge and recirculations behind the building are similar in both cases. Lemberg
observed a recirculation region extending approximately 2.5 to 3.5 building heights and
a separated flow region to a height about 1.5 building height above the ground. A
recirculation length of 3 H is obtained in the computation by considering the edge of the
recirculation zone at a point where the ratio of the longitudinal velocity to free stream
velocity takes a value close to zero, i.e. Uug = 0.0, (Vasilic - Melling,1977). A similar
exercise is also performed for the height of the separation region defined as the point
where U/ug = 0.75. As a result of the calculation, the height has been found equal to
1.75 H from the ground level. This is an encouraging agreement between measured and

computed overall features of the wind field around a building.

Figure 5.2 presents the time averaged longitudinal velocity component, (u). Data are
presented as percentages of velocity ratios referenced to free stream values of a

particular location and they are compared for a number of points, two locations at the
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building upstream, for flow normal to the building face. Due to symmetry, both
measurements and computations were made only for half of the flow domain at two
heights of approximately 5 and 16 cm representing 10 and 31 m respectively in full
scale from the ground level. Three curves on each set represent: the computed values of
the present study; the computed values of Summers et al, (1986); and the wind tunnel
data also reporied by them.

Note that the present study includes the standard k- ¢ turbulence model during the
computation whereas the computed values of Summers et al. (1986) were generated
without giving standard treatment for turbulence. The measured data are obtained from a
boundary layer wind tunnel. The incident wind was modeled by the power law form with
the exponent equal to 0.215 and the reference height equal to 38 cm. The building block
had the following dimension ratios: width: length: height = 4 : 2 : 3. Further details of
the measurements are provided in Everett and Lawson (1984).

From the comparisons it is clear that the computational tools can predict the overall
nature of the flow conditions. However, deviations from the wind tunnel values smaller
than those of Summers et al. (1986) are noted in the present study. A similar feature
appears in Fig. 5.3. which shows comparisons for two downstream locations, in the same
format as in Fig. 5.2. Poor agreement of both sets of computational values is evident near
the building. For the downstream side when the measurement height is 10 m from the
ground level, the numerical simulations determine negative values (i.e. a reverse flow
is calculated), whereas the wind tunnel measurements show at these locations a positive
(i.e. streamwise) flow. However, the values obtained in the present study are generally
closer to the wind tunnel data. As shown in the figure the solution grids are slightly
different and did not exactly correspond in the two studies but this makes little
difference in these comparisons. The pertinent question of Summers et al. (1986): "

Where the most obvious deficiency of the simulation - its failure to reproduce the
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compactness of the wake - could be improved by the introduction of a more detailed
treatment of turbulence, " is considered by the present study, in which the turbulent
nature of the flow is incorporated in the computation by using the well-known k-e
models. The better agreement of the present results with the experimental data is
attributed to this additional mathematical treatment of the flow.

Figures 5.4 and 5.5 display the results for the cross-stream component, v, in similar
fashion as Figs. 5.2 and 5.3 respectively. These velocity ratios have smaller magnitude
than the previous values. Again the comparisons are much better in the upstream
locations than the downstream ones (Fig. §.5). For both cases the, computed values of
Summers et al. (1986) deviate more than the computed values obtained by including the
turbulence models. Similar observations (not shown) are also noticed for the vertical
component, w. In any event, from the above comparisons there is no doubt that the

additional mathematical equations included in the modelling improve the velocities.

Fig. 5.6 compares the measured with the computed velocity fields around a building. The
measured values are taken from experiments carried out in a boundary layer wind
tunnel by Stathopoulos (1985). Velocity amplification factors i.e. mean wind speed in
the presence of the building divided by the mean wind speed in the absence of the building
at 10 m above the ground level are presented in contour form. Since both velocities are
measured at the same height, these ratios directly provide the changes in the local flow
conditions due to the presence of the building. Low velocity ratios on the windward side,
high ratios at the corner of the building and very low ratios on the leeward side are
evident from the figure. It is interesting to note that most of the measured high velocity
amplification values are also predicted well by the computer modelling. Aithough the
overall trends in both measured and computed ratios are similar, some differences may

be explained by the much denser grid used in the computation.
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gp_
( UA)computed

Fig.5.6: Comparisons of the Wind Speed Amplification Factors Measured
around a Building and Computed by using the Standard Turbulence
Models (H = 60 m)
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Fig. 5.7 presents and compares the velocity ratios for a 180 m tall building in the same
format as in Fig. 5.6. The effect of the building height on the velocity amplification
ratios is evident, i.e. the high velocity ratios at the corner region increase as the
building height increases. A similar trend in the velocity ratios has also been found in
the experiment of Kamei and Maruta (1979). For the 180m building an increase of
50% in the local velocity was measured. On the other hand, the computed ratios increase
from 1.1 to 1.7 as the building height increases from 60 m to 180 m. Note that for both

buildings, velocities were measured and computed at the same height of 10 m from the
ground level.

8.1.2 Comparisons of Computed Pressures with Measured Data

Comparisons between computed and measured pressure on the building envelope have
also been made to establish the adequacy of the computational approach. Pressures are
converted into the conventional form of non-dimensional pressure coefficients

normalized with the dynamic pressure at the building roof height.

Fig. 5.8 shows typical comparisons for the walls. The coefficients are plotted against the
ratios of z/H, where z is the height of the pressure tap or the grid location measured
from the ground level and H is the height of the building. Experimental values provided
in Stathopoulos and Dumitrescu-Brulotte (1990) are used as the measured wind tunnel
data. These data originate from the model of a 55 m high building tested in a turbulent
boundary layer wind tunnel. Pressures were measured by using SETRA 237 dynamic
pressure transducers (0.1 psid range) placed in a scanivalve., Measurements from
normal wind flow conditions are considercd for the comparisons. Overall the computed
pressure coefficients agree well with the measured values. There is little difference

between the measured and computed values for the front and leeward walls. However,
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1.2

Fig.5.7:

Comparisons of the Wind Speed Amplification Factors Measured
around a Building and Computed by using the Standard Turbulence
Models (H = 180 m)
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deviations are more significant when computed negative values are compared with

suctions measured on the side wall particularly near the bottom and the top of the wall.

Pressure coefficients of a 120 m tall building are shown in Fig. 5.9 in the same format
with the previous figure. The variation of positive pressure coefficients on the windward
wall and negative values on the leeward and side walls are shown along the centre line of
each wall surface. The measured data have been received from boundary layer wind
tunnel tests described in Zhu (1987). For this building configuration the agreement
between measured and computed values is also encouraging for the windward wall. The
pressure coefficient is maximum at about 3/4 of the windward height (stagnation
point). However, in the case of side and leeward walls, the induced suctions are
significantly underestimated by the computational procedure. The side walls are more
affected than the leeward wall. This discrepancy is attributed to the mathematical
equations based on the standard k — € turbulence model which may be insensitive 1o the

streamline curvature of the fiow.

Jansson (1987) computed the wind-generated pressure values on the roof of a square
building by using PHOENICS. To validate the computed results, measurements were
carried out by Jansson at various locations on the flat roof of a model tested in a wind
tunnel which had been operated with a free stream wind speed of 30m/s at the building
roof height. The velocity profile measured at the centre of tunnel working section, in the
absence of the building, can be derived by using a power law equation with exponent
value 0.2. To exclude the errors induced due to difference between the grids of
computation and measurement locations, computational grids were placed exactly at the
measurement locations. By providing the same input parameters to TWIST, computations
have also been performed in the present study and computed roof pressure values are
also converted into pressure coefficient form normalized with the dynamic pressure at

the roof height.

72




(w 021 = H) S[9POW @ousnqn | pIepuels ay} Buisn

£q paindwo? Buipyng B uo saINssald {BM Poonpul-puim  :6°G 614
do- n.O
80 90 ¥0 zo o Ol g0 90 vo zo
] 1 | 3 | | — — — ﬁ
/ AONIM
/ Y /
TIVM GUYMANIM
T
— sz L J/
L.ll.&
|
wPOTIFH
TIVYM n ' !
s ayvm3zd —| 98 '
(]
| E 7
| A
“ - Sl vlﬂl..-OQ"ﬂ._
|
I Q31NdW0D ————
TIVM-3aIS \ | ~ a3¥NSVIN
~
0oL

ST

06 9 H/2Z

1°72

oot

73




Figs. 5.10 and 5.11 respectively display the results of the comparisons for two

buildings of L/H ratios 6 and 3. Due to symmetry, both measurements and computations
were made only for half of the roof. Data shown are for two typical locations on the roof,
one close to the edge and the other near the centre of the roof. Computed values by using
PHOENICS form a steeper gradient from the leading edge in comparison to the measured
data for both locations. On the other hand data using TWIST are closer to the measured
values on the windward half of the roof, but this agreement breaks down in the leeward
part of the roof. However, it is equally clear that the present methodology yields better
predictions of wind pressure on building roofs than those obtained by Jannson (1987).
The present study computes higher suction values at the downstream side of the roof in
comparison to the measured data. As previously mentioned, this may be due to the
inadequacy of the K — € model in predicting the turbulence generated by smaller eddies

near separation and reattachment zones of the roof.

From the above presented comparisons and discussion it is clear that the present
computer code TWIST is capable of predicting the overall features of the flow over a
single building. Nevertheless, the standard k — € model included for the creation of
turbulence in the flow fails to capiure the details of the recirculation and the invoived
eddies. Moreover, the computed suction values on the building envelope are significantly
underestimated, particularly for the building side wall.

5.2 Computing the Wind Directionality Effect

In the preceding section and in most of the previous studies carried out in this field of
research, only wind blowing normal to a single building is considered. Some

computations for oblique wind conditions have been performed by Baetke (1986). In
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fact, his study is the first carrying out computation and comparison of results for an
oblique wind direction. However, only uniform inflow conditions have been considered
during the modelling. Paterson (1986.b) also computed the wind flow around a group of
buildings with a 20° inclined incoming flow but no attempts were made to validate the
computed results with the measured data.

it is clear that the normal flow computations are easier and economical in comparison to
the angled flow conditions. This is due to the fact that the direction of the flow is parallel
to the grid lines of the computational domain and it has the advantage of symmetry along
the wind direction for regular shape buildings. Moreover, the well - known false
diffusion ( rfdse ) will be minimum for the case of normal flow condition ( Raithby,
1976.b). This can be verified based on the foliowing approximate expression for false
diffusion coefficient for 2D situation which has been given by de Vahl Davis and
Mallinson (1972); it is

p+/ u? + v AxAysin 26
4(Aysin®0 + Axcos’0)

rfalse
(5.1)

in which v and v are velocity component along x and y directions respectively and 0 is
the flow angle with the x - axis. It is easy to see from this equation that no false diffusion
is present when the flow is along one sets of grid lines; on the other hand the false
diffusion is most serious when the flow makes an angle of 459 with the grid lines.

Further discussion of this issue can be found in Patel (1982).

Nevertheless, the wind may flow from any direction depending on the geographical
location and surroundings of the building. Thus to generalize the present computer code,
it is also necessary to compute and validate the results for other directions in addition to

the normal flow conditions. To accommodate wind directionality changes, the present
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computer code is modified and computations are performed for various wind directions.

A building 60 m high having a square cross-section of 30 x 30 m is selected as a test
case. A typical example for the above considered case with 459 inclined wind is the Hall
building of Concordia University exposed to westerly wind, the principal wind direction
for Montreal. Moreover, experimental data for this particular case are available which
can be used for the purpose of comparisons. Three different wind directions (09, 30° and
450 ) are considered during the modelling.

TWIST has been modified to account for the wind directionality effect. The desired wind
direction can be obtained in either of the following ways: The building may rotate from
its original position similar to the wind tunnel approach. Provisions are available in
the literature for performing computations by rotating the building. This can be
achieved by using advanced grid generation techniques such as the Body - Fitted Co-
ordinate system (BFC) as explained in Thompson (1986, 1980) or by the adaptive grid
generation approach of Anderson (1983). These techniques however, have not been

tested for wind flow conditions around buildings.

Another way of changing the wind direction is to do it as it happens actually. In this
procedure, the grid lines coincide with the surface of the building envelope and hence it
has various advantages such as specification of wind inclination for the calculation and
application of boundary condition during the computation. Moreover, no control volumes
are excluded from the calculations which ensures the conservation property of the
control volumes. In addition, this approach is practically easier to adapt in the existing

computer code, which is developed based on a regular rectangular grid.
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In fact, two major modifications are necessary to implement in TWIST to test oblique
wind directions: the calculation of initial inclined flow distribution and the specification
of the boundary conditions. The first is in module 1 and the other is in the BOUND
submodule of module 2. The inclined wind conditions can be obtained by recalling Eq. 4.1
as:

a
i:‘_g ={?z;} (4.1)

where u Is the velocity component along the longitudinal direction, x, at a distance, z,
from the ground level. ug and zq are the gradient velocity and height respectively of a

power law profile with exponent, .

Let i, j and k represent unit vector in rectangular cartesian co-ordinate system for the
directions x, y and z respectively . If U is a vector in space having components u, v and w

in x, y and z directions respectively, then:

U=iu+jv+kw (5.2)

The magnitude of U is

Ul = vVui+ v+ w? (5.3)

The directional cosines of U are:
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I=cosa =]—Gl-
m::cosB:ﬁ[

n=Ccosy =

Cl=

(5.4)

Only a two-dimensional flow distribution is assumed for the initial condition and by

using Eqs 4.1 and 5.4, the following expressions are implemented in the computer code:

a
u {—5-} coso.
gy 2
g
o
Zz
”g{zg} cosp

w =0 (5.5)
The initial conditions of the other variables remain as before.

u

v

Secondly, BOUNDS in module 2 (ref: section 4.3 and Fig. 4.2) needs modifications for
the non - symmetrical nature of the flow. In other words, the symmetrical boundary
condition is removed and the whole flow field is solved without setting the normal
velocity, v, as zero along the axis of symmetry. For other variables, the cross-stream
gradient conditions are also calculated (ref: section 3.4 and Fig. 3.4). Since the whole
flow field is considered, one more free boundary is added in the computation, for which
the Dirichlet conditions are specified. Eventhough, the flow lines will be inclined to the
grid lines, only the Hybrid Difference Scheme (HDS) is used for the sake of simplicity.
However, Raithby (1976. a) critically evaluated the false diffusion problem that can
ari¢? due to the inclined nature of the flow to grid lines and suggested a new powerful
numerical scheme named Skew Hybrid Difference Scheme (SHDS) to minimize the

likelihood of occurrence of the false diffusion.
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Leonard (1979) also presented the quadratic upstream weighted interpolation scheme
(QUICK) to modify the conservation processes. Recently, a set of thiteen numerical
schemes (i.e., interpolation techniques that account for the non-symmetrical phenomena
of convection processes) have been reviewed by Patel (1982), in order o evaluate the
accuracy and the practicality in implementing the various schemes. Nevertheless, the
present study used the HDS for the convective term interpolation and extended the
existing code for predicting the directionality effect. Implementing the existing powerful
schemes or developing a new solution scheme are excluded due to time limitations. Thus
no attempts were made to change the structure of ASSEMBLER sub-module of module 2 (
ref: section 4.3).

5.22 Predicted Flow Behavi

A staggered grid arrangement having 40 x 40 x 32 grid nodes is used and the computed
results are analyzed in this section whereas the comparisons with the measured data are
presented in the next section. Fig. 5.12 displays the plan view of the grid arrangement.
The figure shows the relative location of the building with respect to the computational
domain. The extent of computational domain in various directions is decided based on a
sensitivity study (-ref. chapter 8) carried out for the normal wind flow conditions.
Moreover, the grids are distributed to form better continuity between the control
volumes even when there is a steep gradient for a variable. This can be clearly viewed

from the dense grid distribution near the windward faces of the building.

As an example, the plan view of the initially assumed velocity field near the ground level
for a 450 oblique wind direction is shown in Fig. 5.13. These values are given to the
computer code by using Egs. 5.5, as previously explained. A power law profile having
exponent 0.16 and a wind speed of 12 m/s at the wind-tunnel gradient height of 60 cm is

used. These data are implemented in the computer modelling, since measured
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Fig.5.12: Plan View of the Grid Arrangement for Oblique Flow Modelling
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experimental data are available for this particular velocity profile. No initial attempts
are made to identify the presence of the building for the incoming flow. This can be

clearly seen from the figure where a uniform distribution of the vectors are shown.

The converged velocity distributions and streamline plots are shown in Figs. 5.14 and
5.15 respectively for three wind directions, namely 00, 300 and 45°. The flow field at 2
m from the ground level is used to obtain these figures. A clear separation of the flow
from the windward face(s), the recirculations and the reverse flow at the leeward
side(s) of the building are evident. The wind directionality effect on the building and

changes in the flow recirculations are clearly predicted by the present code.

The size of the recirculations and involved eddies are shown in the streamline plots. The
recirculation zone is considerably more pronounced for the normal flow as opposed to
the oblique flow. Due to symmetrical conditions only half of the flow field is shown for
00 and 45°. No concrete rules are available to quantify the extent of the recirculations,
however, an exercise has been performed based on the approach of Vasilic-Melling
(1977), by fixing the edge of the recirculation at u/ug = 0.0 from the leeward side of
the building along the longitudinal direction. As a resuit, the calculated length of
recirculation (Igyis 2.5 L, 1.6 L and 1.7 L for 09, 300 and 459 respectively . Also
changes in the flow distribution among 0° , 300 and 45° conditions are evident from the

figure.

Figure 5.16 and Figure 5.17 show the flow distribution at 10 m height from the ground
level. The size of the eddies and recirculations are reduced for all three directions of the
fliow in comparison to the previous plot. This is not surprising due to the fact that only
interaction due to building is affecting the flow at this level, whereas the flow field at

lower level will interact both with the ground and the building surfaces. This shows the
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Fig.5.15: Streamline plots of the Computed Velocity Field around a Building

for Different Wind Directions, (h = 2 m)
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turbulence levels will be reduced as one moves further away from the ground level. The
calculated IR is approximately 2.2 L for the normal flow and 1 L for other directions.
Thus the reduction in recirculation length is found to be more pronounced for the case of
angle flow as opposed to normal flow conditions. This may be due to the upward diffusion
of the wake from the ground level as it proceeds downstream but this qualitative

observation needs further examination with data from wind tunnel testing.

Comparisons of the computed results with the measured wind-tunnel data are made both
for wind velocities around the building and wind-induced pressures on the building
envelope. Both for computation and measurements, the conventional velocity ratios are
calculated by dividing the velocity at a particular location in the presence of a building to
the velocity value at the same location in the absence of the building. Since both
velocities are taken at the same height (h =10 m), these ratios directly identify the
building influence on the local wind environmental conditions. Figure 5.18 compares
such computed ratios with the experimental data. Both sets are presented in the form of
contours. The models used for the wind-tunnel study was made by wood and a geometric
scale of approximately 1:400 was adapted for its fabrication. All velocity measurements
around building models were carried out by using a TSI 1056 linearized hot-film
anemometer and a TSI 1076 digital mean and RMS meter. The included experimental
values are taken from Stathopoulos (1985) where the details of the experimentation can

also be found.

The previous results of normal wind flow are also included in the figure to analyze the
wind directionality effect on the velocity ratios. Due to symmetry only half of the flow

field is compared as well as measured. Some of the small computed velocity ratios
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Fig.5.18: Comparison of the Computed Velocity Ratios with Measured Data
for Different Wind Cirections (h = 10 m)
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behind the building are also compared well with the measurements for the skew wind
conditions. The maximum ratio increases from 1.1 to 1.2 when the wind direction
changes from 0° to 45° during the measurements and the corresponding values of the
computation are 1.1 to 1.3. In measurement, the building increases the local velocity
(UP/UA > 1.0) up to a distance 1.5 L from the leeward side of the building whereas this
trend has been extended up to a distance 3 L in the case of computation. A similar
observation has also been made for normal flow conditions. Overall the comparison
between the measurement and computation is found to be better for the normal flow
condition as opposed to the 450 oblique flow and this is due to the difficulties involved in

the numerical modelling of the skew flow conditions.

Fig. 5.19 compares the ratios in the same format as that of Fig. 5.18 at 2 m from the
ground level. Since axperimental data are not available for normal flow, the
corresponding set is excluded from the comparisons. Near the ground, the velocity ratios
are higher in comparison to the 10 m from the ground level so as the difference between
the measured and computed values. The difference near the ground level can be
attributed to the assumed power law profile behavior in the numerical modelling for the
initial velocity distribution. Assuming a linear variation for the velocity near the
ground, may minimize the error due to computation. The uncertainties are also involved

in the experiments when a single hot film sensor is used for measurements near the
ground level. It has been estimated that this error will be about 13 % for 50 %

turbulence intensity and less than 2 % for an intensity at 20 % level (TSI, Inc.). More
accurate measurements may be carried out by using a more sophisticated measurement
system or a Laser-Doppler anemometer but none of them were available for the present

study.

Based on the above discussion, it is clear that the present code can predict the basic wind

environmental conditions around a building for different wind directions with the
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Fig.5.19: Comparison of the Computed Velocity Ratios with Measured Data
for Oblique Wind Direction (h = 2 m)
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minimum inodifications as explained in section 5.2. Despite the differences in the grid
arrangement of the computation and measurement locations, the overall agreement of the
velocity ratios around the building is satisfactory. The computed results are further
analyzed for the wind-induced pressure values and are also compared with the
experimental data. The results from the normal wind flow conditions have also been
included to identify the wind directionality effect.

Figs. 5.20 and 5.21 compare the pressure coefficient in contour form of 0.1 equal
intervals for the windward and leeward wall respectively. The 60 x 60 m building
considered is 55 m high. Extensive experiments were performed by Dumitrescu-
Brulotte (1987) at the Centre for Building Studies' boundary iayer wind tunnel for this
geometry. A power-law velocity profile with exponent 0.15 and free-stream or gradient
velocity approximately 13 m/s was simulated in the wind-tunnel. The dynamic velocity
of the fiow at the boundary layer height (60 cm) was monitored for the determination of
the pressure coefficients which are referenced at the roof height. Further details of the
wind tunnel parameters and other inforn-ation were well documented in Stathopoulos and
Dumitrescu-Brulotte (1990).

Figure 5.20 compares the experimental data with the computed values for windward
wall. It consists of results from normal as well as angled flow conditions. When the flow
is normal to the building the axis of symmetry can be formed alorg the center line of the
building and hence only half of the pressure field is shown. For the skew wind,
symmetrical flow conditions are assumed along the building diagonal and the four walls

are grouped into two major areas as windward walls and leeward walls.

Agreement of the pressure coefficients is better for normal flow than for inclined wind

condition. Some small negative pressures values near the edge of the wall are also
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measured in the experiments due to the flow separation from the building. The
computer model fails to capture this complex flow region and hence no negative values
are computed on the front wall. Baetke (1986) also observed similar difficulties when
computing 450 uniform flow condition around a cube. This may be due to the false
diffusion problem which can be conveniently eliminated by using higher order schemes
in the numerical modelling. In addition the considered standard turbulence model is
well-known for its insensitivity towards flow streamlines and for its low dissipation
rate near the solid boundaries. Figure 5.21 displays the comparisons for the leeward
wall in the same format as that of Fig. 5.20. For both directions negative pressures are
measured and computed. It is interesting to note that this constant suction is also
predicted well by the computer modelling.

From the above limited discussion on the pressure and velocity values, the feasibility of
the present code in predicting the wind directionality effect is examined and the

following features are formulated:

1) the present code with only minor modifications as discussed in section 5.2, can
provide encouraging results for various directions of the inflow conditions.

2) overall, the basic characteristics of the flow and changes in its patterns are
computed well by the numerical modelling.

3) computed velocities and pressure values agree well qualitatively and quantitatively,
at least for some cases, with the measured data.

4) implementing some of the higher order interpolation scheme for the convective part
of the differential equations may reduce the differences between the measured and

computed values.
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CHAPTER 6

COMPUTATION OF WIND EFFECTS FOR MULTIPLE BUILDING CONFIGURATION

" Of course the flow of wind with a prescribed velocity profile, and with an arbitrary
direction of incidence over even a single building is a problem of considerable physical
complexity: when this problem is extended to an arbitrary configucation of buildings,
this complexity is obviously compounded *- T.HANSON, D.M.SUMMERS and C.B.WILSON

A literature survey shows that only very few studies were made on the numerical
computation of wind flow conditions around more than one building. Hanson et al.
(1986) attempted the prediction of the wind flow field between two parallel buildings
without including standard treatment of turbulence conditions. Haggkvist et al. (1989)
used the commercially available software PHOENICS developed by Spaiding (1981) for
the non-quantitative study of wind flow conditions around a house surrounded by a group
of similar houses. Significant differences found between the computed pressure values
and measured data are attributed to the specification of the boundary conditions when
using PHOENICS. Murakami and Mochida (1989. a) also presented the flow field around a
group of buildings. However, no attempts were made to validate the computed results by

comparison with wind tunnel test data.

The present study examines the feasibility of extending the developed computer code,
TWIST, to evaluate wind environmental conditions around multiple building
configurations. Therefore, an attempt has been made to simulate the wind environmental
conditions around an existing downtown location of Montreal. This chapter has three
sections: the first section describes the specifications of the selected multiple building

configuration and the surroundings; section two presents and discusses the computed




results whereas section three is dedicated to the experimental measurements and the

comparisons of computed results with measured data.

A downtown Montreal region, in which the central (Hall) building of Concordia
University is located, has been selected. Fig. 6.1 shows the area under consideration as
well as the wind direction assumed in the analysis. This direction reflects SW winds. Fig.
6.2 shows probability estimates for the excedance of mean hourly wind speed from
different directions at a height equal to 300 m above Montreal. The estimates originate
from data measured at Dorval airport at 10 m height for a 10 year period during winter
daylight hours. It is apparent from the figure that southwesterly winds are the strongest
followed by northeasterly winds. Assuming that the same conditions prevail for
downtown locations, the SW winds are likely to be critical for wind environmental

studies.

The clusier of buildings A, B, C, D, E and F around the Hall building, X, under
consideration is shown in Fig. 6.3. These are the major buildings in the so-called
proximity region, which have been modelled for the numerical computation as well as
for the experimental measurements. These buildings have been assumed to have
rectangular cross-sections. Approximate dimensions of all these buildings and the exact
locations of the points of measurements of wind speeds are also shown in the figure. The
selected points are at the sidewalks or corners of the building under consideration to
monitor the local wind environmental characteristics. Furthermore, the boundaries of
computational domain are indicated. The size of the domain are selected based on the

previous experience of computing normal wind conditions around a single building (ref:
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Downtown Montreal Highiighting the Region of the Building
Under Consideration

Fig.6.1:




Fig.6.2:

NE
P(»i)per 22;°

100

3

Probability Distributions of Hourly Mean Wind Speed at 300 m over
Montreal for Daylight Hours (07:00 - 19:00) During the Winter.
(Derived from Data Obtained at 10 m Height at Dorval Airport for the
Period 1974 - 1983).
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chapter 5). The domain extends from Guy street to Drumond street and for the lateral

direction, it goes from north of St.Catherine to Sherbrooke street.

A computational grid mapping of the domain is shown in Fig. 6.4 which displays the
relative building location as well. Both the plan view and the side view of the buildings
are shown. In the plan view there are 82 nodes along the wind direction and 69 nodes
along the lateral direction. Module 1 of TWIST (see: Fig. 4.1) is used to develop this grid
system and the non-uniform distribution of the grids point is evident. In the side view it
is clear that there are 48 nodes in the vertical direction. The size of the computational
domain in each direction is also shown. The grid distribution is denser in the proximity
region and the arrangement contains in total 267,648 nodes. From the figure it is also
clear that the assumption of symmetrical conditions are not valid, even for the normal
(SW) wind flow conditions. This makes the size of the computational domain different
from the study of wind flow around a single building. More over available computer
resources do not permit any increase in the number of nodes. However, attempts made to
reduce the number of nodes to 52 x 55 x 42 led 1o divergence of the computational
algorithm. This is because with the reduction of number of nodes the grid spacing
increases and this creates larger discontinuities of the calculated variable which in turn
causes divergence in the computation.

TWIST has been modified suitably for the evaluation of wind conditions in the case of
multiple building configuration. Major modifications were carried out in the sub-
module of BOUNDS which specifies the details of boundary conditions for the computation
(see: Fig. 4.2). In fact three new sub-modules were added to BOUNDS 1o take care of the
boundary specification for buildings in the blocks surrounding the Hall building of

Concordia University. The implemented algorithm is converged after 61 iterations by
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taking around 10 hours of CPU time in VAX /1.2 computer system under batch mode
operation.

Figure 6.5 shows the plan view of the computed velocity fields around the buildings at 2
m from the ground level. This 2-D velocity plot was obtained by using the post-
processing module of TWIST and considering the longitudinal u and lateral v components
of the velocity veciors. The arrows in the figure indicate both the magnitude and
direction of the velocity for the respective location of the building surroundings. Flow
separation points, changes in wind directions along the two sides of the Hall building, X
and wake regions are clearly shown in the figure. The velocity components are smaller
in the recirculation area and also at the centre of the building front. The changes in the
wind flow direction around the surrounding buildings are also clearly indicated. Vector
plots, such as this of Fig. 6.5 are useful as preliminary information for the designer -
architect or engineer. Quick derivation by the computer and flexibility in incorporation
of changes are features sufficiently impressive to stimulate enthusiasm about computer
evaluation of wind effects on buildings as opposed to the traditional physical modelling
approach.

To evaluate the changes in the local wind environmental conditions, the calculated
velocities are converted into conventional velocity ratios. These velocity ratios are
obtained by dividing the magnitude of the velocities around the building under
consideration by the velocities in the absence of the building. Since the velocities are
taken at the same height for a particular location, these ratios will directly indicate the
influence of the building under consideration on the local wind conditions. Values greater

than unity indicate an increase in the velocity due to the presence of the buildings. On the
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other hand ratios less than one indicate reduction of local velocity when the building is
added. Contours of velocity ratios computed at a height of 2 m above the ground, i.e. the
normal pedestrian level, are shown in Fig.6.6 which displays high velocity ratio values
along the two sides of the Hall building with a maximum of 1.6 at one corner. A 40%
increase is also found near building D (top of the figure). These ratios can be further
used to evaluate pedestrian comfort around building X and to examine the impact of the
construction of building X, if this is a proposed building, on the wind environmental
conditions in the area.

To validate the discussed computed results, experiments were conducted at the boundary
layer wind tunnel of the Center for Building Studies, Concordia University. The wind
tunnel is of open return circuit type and itis 12 m long with a cross-section of 1.8 x
1.8 m. The roughness of the wind tunnel floor can be changed to simulate open country,
sub-urban and urban environments. The diameter of the turntable is 1.21 m and this
serves as the working section for the tunnel, where the model buildings are set. Any
desired wind direction can be obtained by rotating the turntable either manually or
electrically. A speed control system operating manually can produce variable speeds to a
minimum of about 4 m/s through outlet volume control. Further details of the wind
tunnal parameters and necessary information regarding the simulation criteria can be
found in the paper by Stathopoulos (1984.b).

A typical experimental set-up used for velocity measurements is shown in Fig. 6.7
diagrammatically. The temperature of the circulating air is monitored and the tunnel
operates only if the Huctuation is within 19C. A vertical probe with a hot film sensor

connected to the TSI 1034 anemometer is used for the measurements. The location of the
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Fig.6.7: Experimental Set - up for Velocity Measurements
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probe is controlled by a traverse gear arrangement. Collected velocity signals are

passed through a low pass filter and the filtered signal is then analyzed in an IBM
286/12 computer systern with data acquisition board. The signal is discretized at the
rate of 500 samples/seconds over a sampling period of 30 seconds, during which
various statistics such as maximum, minimum, mean and rms velocity values are stored
into a file. Collected data files are then transfered to the VAX/1.2 computer for further
post-processing by using the kermit network system. This permits a faster analysis of

data in comparison 1o using the IBM-AT system.

In the present study a suburban exposure is considered appropriate with velocity and
turbulence intensity profiles shown in Fig. 6.8. The normalized velocity and height from
the ground level can be correlated by using the conventional power law profile with
exponent 0.25. The turbulence condition is maximum near the ground with a value
higher than 20 % and reduces to about 5 % at the gradient height level. The wind tunnel
operates using its maximum speed of 13 m/s. Based on the simulation criteria a
geometric scale of 1: 500 is used to fabricate the wooden models which are glued on a
masonite board in their appropriate location. The set up is placed at the center of the
wind tunnel working section such that the Hall building, X, lies at the center of the
turntable. Note that only major features are considered for the representation of
buildings and details are not included. A variety of low-rise buildings on each side of
the Hall building are replaced by a single long low-rise structure and the height of the
all surrounding buildings are assumed to be one third of the height of the Hall building
for simplicity, This is not exactly representative of the actual buildings but an identical

configuration was considered for the numerical modelling.

Wind velocity signals are collected by using the experimental set-up shown in Fig. 6.7.
For each location six velocity records are gathered and the arithmetic average of their

mean value is calculated as the representative value of the velocity at the location. The
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vertical hot film sensor, when placed against the flow will provide a combined effect of

the longitudinal u and lateral v components of the velocity at this location. Therefore, the
computed velocities are also evaluated as (u2 + v2)1/2 It should be mentioned
however, that the experimental velocities are mainly obtained at points of high

turbulence intensity, such as locations very close to the building surfaces. Therefore,
the hot film anemometer technique used involves an error in the measured values. As
mentioned in the previous chapter, it has been estimated that this error will be about
13 % for 50 % turbulence intensity and less than 2 % for an intensity at 20 % level
(TSI, Inc., Lomas,1986). More accurate measurements may be carried out by using a
more sophisticated measurement system or a Laser-Doppler anemometer but none of
them were available for the present study.

Velocity ratios (amplification or reduction factors) similar to these presented in Fig.
6.6, are shown in Fig. 6.9 for each considered location of the multiple building
configuration. Each ratio of the wind velocity in the presence of the building over the
velocity in the absence of the building shows directly the effect of the building on the
wind environmental conditions. Both measured and computed ratios are included for the
comparisons. The magnitude of the ratios are higher at the building corners in
comparison to the other locations. The results show generally good agreement within 30
% discrepancy with the exception of points 3 and 8 on which measured and computed
values differ more significantly. Note that both these points are in locations of highly
complex recirculating flow regions. Consequently, neither measured nor computed

values are considered accurate in these locations.

For overall performance evaluation of computation, the same data are plotted in different
format as shown in Fig. 6.10. The points above the 450 line indicate that the computed
ratios are higher than the measured values for that particular location, whereas points

below the common line correspond to the lower velocity ratio of the computed values. A
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point on the line represents no difference between the two sets of data. Most of the points
are closer fo the 459 line indicating good correlation between the measured and computed
velocity ratios. Excluding points 3 and 8, a least square best fit straight line seems to

fit the data quite adequately, as Fig. 6.10 shows.
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CHAPTER 7

IMPROVEMENTS ON THE TURBULENCE MODELS AND BOUNDARY CONDITIONS

* Should a computer code which provides numerically accurate solutions to the k-€
equations be regarded as validated ? or is it the k-€ model of turbulence that is
properly in need of validation ?. In the view of the author, the latter is the case " - D.
SPALDING,

Computations for normal as well as angled flow conditions over a single building have
been carried out in chapter 5. By making necessary modifications on the computer code,
TWIST is further extended for the evaluation of wind environmental conditions around a
cluster of buildings. All the computations have been made by using the standard k- €
model to mimic the turbulence in the flow. The conventional wall - functions are used as
boundary conditions for all six variables involved in the computation. Comparisons of

the computed results with respective wind tunnel data reveal the following:

- mathematical equations and boundary specifications incorporated in TWIST, can
predict overall flow features around buildings;

- computed velocity fields at the downstream of the flow and the length of recirculation
zones behind the building are significantly underestimated;

- induced suction values on the building envelope have not been computed accurately
particularly on building side walls and near the downstream side of the roof where

usually the flow is complex in nature.

To improve the predictions, two kinds of refinements have been performed In the

numerical modelling process. These are modifications on the standard k- € mode!




(section 7.1) and the application of a new zonal treatment method for the boundary
specification of the turbulence variables (section 7.2 and 7.3). Section 7.4 compares
simulated results based on the new method with the measured data from boundary layer
wind tunnels. To generalize the procedure computations and comparisons have also been
made for a variety of buildings .

L1 Modification on the Turbulence Models
71.1 Streamline Curvatura C i

For the computation of wind flow conditions around buildings, fluid viscosity is

calculated based on the eddy - viscosity concept by using Eq. 3.4,

(3.4)

in which k and € are the kinetic energy and dissipation rate of kinetic energy
respectively. The empirically determined proportionality factor, Cn has a value 0.09,
as recommended by Launder and Spalding (1974) along with other universal constants
involved in the standard turbulence model, as discussed in section 3.3. However, based
on experimental observations, Rodi (1975) has shown that turbulent shear stresses are
very sensitive to the streamline curvature of the flow and the viscosity calculated by
using the constants of standard k - € turbulence mode! does not reflect this sensitivity.
He also experimentally found that CP will vary from 0.03 to 0.7 depending on the flow
region.

An algebraic relation has been derived for the Reynolds stress with a correction that can
account for the variation of CP. This adhoc modification attempts to reflect the

variations of the streainline curvature to the turbulent shear stresses and it is named as
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streamline curvature correction, Gibson (1978). For the calculation of flow in parallel

jets, Leschziner and Rodi (1981) included the streamline curvature and found that the
discrepancies between the computed results and measured data are reduced. Influence of
the modifications on three numerical schemes namely Upwind Difference Scheme (UDS),
Skew Upwind Difference Scheme (SUDS) and Quadratic Upwind Difference Scheme
(QUDS) have also been analyzed and the SUDS performed well for the application
considered.

The algebraic equation balancing the rate of production v

ne & i} of the Reynolds stress
(U, , pressure-strain and dissipation can be collectively written, following

Leschziner and Rodi (1981), as

uu, - B )

i) 2 f
T= 473 ’Yii‘s'&'("—a"'ﬁ) (7.1)
in which 8” is the well-known Kronecker delta. For local equilibrium of turbulence
energy, expressed by Tk - €, the constants O and B are equal to 1.5 and 0.6

respectively.

C

Converting (i, j) into streamline coordinates (s, n) the expression for ~ # can be
rewritten as:
C. = "K1K2
" 057“2(8 s e )Ys
+0.57=| 5+ 5
e\ 9N R JR, (7.2)
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Note that Y is the velocity along the streamline s with the radius of curvature equal to
Rc and K1 and K2 are constants equal to 0.27 and - 0.49 respectively. The velocity
vector, Us consists of two components which may be u and v or u and w or v and w. The
combination which provides the maximum vector has been considered. This is different

from the 2-D approach of Leschziner and Rodi (1981), in which only u and v were used
to determine Us.

This expression is evaluated for each grid node during the computation. However the

negative velocities at the recirculation zone produce a negative c

C

# which is not feasible.
To overcome this difficulty, ~ K is not allowed to take a value less than 0.09 (the same
as in the case of the standard k- € model). Similarly, varicus values for - K{K2 are also
numerically examined by running different computer runs and an empirical value of
0.09 was used in the final computation instead of the actual value which is 0.13 (Durao

et al., 1987). Therefore, the equation used in the present study takes the form:

¢, =Max[0.09, 0.09 ]

2(ou Uu.\u
1+O.5755(—a—5+ ﬁi)ﬁij
e\ on ¢/Ne (7.3)

In addition to the streamline curvature correction, a second modification on the
dissipation rate of k, originally proposed by Hanjalic and Launder (1979), has also been
implemented. Let us reconsider Eq. 3.13 :
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ye_2 ("t Je 2

o _ o f 't dE E ¢ £
3% = 3 Ggaxj)+C1Gk C.%

(3.13)

The second term on the RHS of the above equation can be viewed as production or
generation and it is defined as:

=C Gt
m.=C,Gy (7.4)

where a value of 1.44 is used for the constant C1 in the standard k - € model. Since me
is a positive term in Eq. 3.13, an increase in C4 may leads to a direct increase in €.0n

the other hand, recalling Eq. 3.12 as:

(3.12)

in which € appears as negative source term and thus any increase in € may indirectly
reduces the turbulence level, k. Due to this combined effect, the turbulent viscosity (Eq.
3.4) may be reduced, i.e. the flow will become less viscous. In order to enhance the
diffusion process by promoting the formulation of smaller eddies, on which the normal
siresses are more effective than the shear stresses, Leschziner and Rodi (1981)

suggested the use of

' " 27¢
m.=[C,G-C’v, 8% ]2 7.5)

|
where 61 (=2.24)and Cq (= 61 . C1) are modified constants to be used instead of C4,

The shear strain in the direction of streamline, Spg is given by:
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Sns =0.5{S, - S,}sin20 +8,,cos26

(7.6)
where 0 is the angle between the velocity vector and the x-axis, and
du
Sy = Za—x
ov
S, =25
ou , ov
Sy =3+ x (7.7)

Eventhough the above modifications are derived by Leschziner and Rodi (1981) so far
they have not been tested for the numerical modelling of wind flow conditions around
buildings. In addition, the influence of these modifications has not been analyzed when
using the Hybrid Difference Scheme (HDS) in the computational procedure. In the
present study utilization of these modifications shows significant improvement in the
computed pressure values (ref: section 7.1.3). This may be due to the better modelling
of the separated fiow characteristics. By including these modifications the general
equations for wind flow conditions around buildings are regrouped in Table 7.1, itis
clear that the modifications not only influence the turbulence properties ( k, €), but
they also affects the momentum equation through the proportionality factor, r@. Thus
the inter - linkage among the PDE's helps for the improvement of the solution
regardless of the difficulties involved in the numerical modelling. Careful examination

C

of the streamline curvature correction reveals that the new ~ * vaiue also affect the

boundary specifications and the calculations involved (ref: Egs. 3.27, 3.29 and 3.33).
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Both modifications discussed in the previous subsection have been utilized in the present
study in an attempt to better represent the separated flow characteristics. Computations
were repeated by keeping all the other parameters such as inlet velocity profile,
number of grids on the computational domain and its size as constant. The new results
were then compared with those obtained by using the standard k- € model. This
subsection presents two such comparisons for pressure coefficients. More comparisons,
to demonstrate the combined influence of these modifications and the newly developed
boundary treatment method are given to the following section.

Figures 7.1 and 7.2 present the newly computed pressure coefficients along with the old
values and the measured data respectively for buildings of 55 m and 120 m high. These
pressure coefficients are normalized with respect to the dynamic velocity pressure at
the building roof height. The modifications implemented in the k- € model reduce the
differences between the experimental data and the computed values for all walls.
Although pressure coefficients are marginally affected on the windward wall, there is
significant improvement in computed suctions on the side wall. Remarkable reductions
in the differences between the methods, particularly for nodes that are near the ground
and at the top of the building (H = 55 m) are obtained. This can be related to the
improved mathematical representation of recirculation zones and involved eddies.
Improvements in the separation of the flow on the side of the building and the modified
curvature of the shear - layer also increase suctions on the leeward wall. The inclusion
of two additional equations { equations (7.3) and (7.5) } in the computer coding
naturally demands more computer resources. Nevertheless, the improvements in the

predicted pressure would justify these additional resources.
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When comparing the results of Figs. 7.1 and 7.2, it is clear that the agreements between
the measurement and computation are better for the 55 m high building in comparison
to the 120 m high building, in particular for side wall, eventhough L/B = 1.0 for both
cases. It is interesting to note that the implemented streamline curvature is developed
based on 2-D flow (u,v) assumption whereas only 1-D flow field is considered for the
derivation of preferential dissipation correction. For tall buildings the contribution
from the vertical velocity component (w) may be significantly important near the
building envelope. it is also difficult to separate and identify the reasons due to the

strong non-linear nature of the problem.

To evaluate the building height effect, additional computational runs are performed by
keeping L/B =1 for two other dilding (H = 24 m and 145 m) with slightly different
grid arrangements. Comparisons of the computed pressure coefficients with measured
data have not shown consistent changes with respect to the building height. In conclusion,
an overall assessment of tests indicated that modifications alone cannot improve the
numerical results as whole; therefore the attention was turned to the influence of

boundary conditions.

In numerical modelling processes boundary specifications for the involved variables
play a major role in the computed results. This section introduces a new boundary
tfreatment method for two variables involved in the computation of 3-D wind flow
conditions around buildings. Comparisons of the computed results made with the
measured wind tunnel data indicate that wind velocities, turbulence properties and

wind generated pressures are significantly improved when the new method is applied.
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In the previous section Egs. 3.12 and 7.8 are used to compute the turbulence properties
of the flow. The conventional wall functions are incorporated to account for the presence
of the building in the fluid. This fails to reproduce the details of the local viscous effect
and also creates numerical stiffness problems - see Spalding, (1982). Numerical
stiffness occurs when the source term is forced to take full burden of transforming the
presence of building to computational domain. Moreover when the grids near the solid
boundaries are not fine enough the computed wall shear stress is not realistic and this
can induce numerical divergence during the computational procedure. Naturally, this
unwanted situation demands a very dense grid layout near each solid surface which is
practically not feasiblie.

In addition, Egs. 3.12 and 7.8 have been developed, basically for high Reynolds
number fluids and they are referenced as High Reynolds number Turbulent Models,
hereafter abbreviated as HRTM. These are used as engineering tools to simulate only the
gross features of turbulence and they do not pay much attention in identifying the
interactions between the various scales of motion {Spalding, 1982 and Bernard, 1986 }.
Moreover, for the laminar flow validity of these equations is questionable. For
numerical computation of flow with low Reynolds number and to reproduce the local
laminarization phenomenon the so-called Low Reynolds number Turbulent Models,
hereafter abbreviated as LRTM, have been developed by Jones and Launder (1972), Ng
and Spalding (1972) and subsequently modified by Hoffman (1975) and Chien (1982).
An excellent review of the LRTM used for near wall fluids is presented by Patel et al.
(1985). Thus two sets of equations, one for the fully turbulent zones and the other for
near wall fluids appears as an ideal solution when the wind flow conditions around
buildings are considered. However, this approach increases the number of variables to

handle and it also demands more computer resources.

126



s b NeosER N\

To overcome the numerical stiffness problems and to reduce the computational cost, a
new zonal treatment method is presented for the solid boundary treatment of k and €. In
the present approach the HRTM are used only (in discretized form) for fully turbulent
regions where they are valid. In order to account for the thin VSL the following

procedure is developed and incorporated into the computer code.

7.2.1 Treal { for Kinetic E

The kinetic energy, k, for isotropic turbulent motion can be expressed as:
IR G v s
-z(u + Vv +w) (7.9)

where u', v and w' are the fluctuating velocity components along x, y and z directions

respectively as shown below:

z

By using the Taylor series expansion for fluctuating velocity components near the wall
it can be shown - see Jones and Launder (1972) and Chien (1982) - that the kinetic

energy of the fluid varies with the square of the distance from the solid boundary.

127




2

K=
d P (7.10)
where dp is the distance of the considered grid node from solid boundary as shown below:

solid boundary

One can then obtain the following expression for k within the VSL:

2

d
ke=ke—

d, (7.11)

in which ke and kg are the kinetic energy at the edge and within the VSL respectively. It
is worth mentioning that ke is evaluated as previously and ks can be calculated for all
grid nodes in the VSL.

722 Treatment for Dissioation Rate of Kinetic E

As previously explained the HRTM is not valid to calculate € within VSL and hence
attempts have also been made to formulate algebraic equations for the computation of €.
The total dissipation rate is not zero near the wall due to isotropic part of the energy
dissipation, as explained by Jones and Launder (1972) and Markatos (1986). The
wall dissipation, D is given by the equation:
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(7.12)

Near the solid boundaries the fluctuating vertical component is presumed negligible. For

instance along the lateral direction at y = 0, the fluctuating component v' can be assumed

as zero and therefore the kinetic energy can be deduced from equation 7.9 as:

—2 2
K u +w

y=0" 2 (7.13)

Assuming a linear variation of the velocity with distance from the wall and combining
Egs. 7.12 and 7.13, the following relationship is obtained:

D= 2k
y (7.14)

Within the VSL, the wall dissipation (D) is equal to the flow dissipation rate of kinetic
energy ( € ) and thus the dissipation rate of kinetic energy can be expressed by:

2v_k

d,

€ =
(7.15)
where Ve is the fluid viscosity at the edge of the VSL.

The algebraic equations 7.11 and 7.15 are used to calculate k and € within the VSi..
Equations 3.12 and 7.8 (ref: Table 7.1) are used only for 2zones outside the VSL. The
problem of fixing the edge of VSL is effectively handled by using the conditions from Egs.
3.29 and 3.30 ( ref: section 3.4).

129




Eventhough considerable difficulty exists for application of the zonal treatment
methodology in the computation, its utilization has been found advantageous over the
current approach. The new procedure is physically valid and it also alleviates the
source term burden in transforming all the information about the presence of solid
boundaries into the computational domain. Thus the new approach is not numerically
stiff. Most importantly, improvements are made in the computed values so that better
agreement with the experimental data is achieved.

7.2.3 Predicled Flow Behavi

Before comparing numerical resuits by using the new approach with experimental data,
it will be informative to examine the computational evaluations obtained with two
boundary treatment methods (wall functions, zonal treatment). Compared parameters
include the kinetic energy (in terms of turbulence intensity of the flow), its rate of
dissipation, pressure and the improved velocity field around the building. They are
presented in Figures 7.3 to 7.13 where the flow distribution represents a side view

passing through the middie of the building.

Figures 7.3 and 7.4 present the distribution of turbulence intensity around buildings
55 m and 120 m high respectively. The square-root of the computed k values normalized
with streamwise velocity at the gradient height is used to represent turbulence
intensity. Results are plotted in contour form. Values obtained by using the conventional
wall function approach and those computed with the new boundary treatment method are
compared. It is useful to recall that for the wall function method the source term of
equation (3.14) is modified for all the five variables (u, v, w, k, €) when solid
boundaries are identified during the computational procedure. However, in the new zonal
treatment approach only velocity variables are modified based on the local Reynolds

number. In contrast, the kinetic energy k and its dissipation rate € are calculated using
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Fig.7.3:  Computed Turbulence Intensity around a Building
(Side view, H = 55 m)
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Fig.7.4: Computed Turbulence Intensity around a Building
(Side view, H = 120 m)
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the algebraic equations (7.11) and (7.15) within the VSL whereas for the turbulent

2one, discretized equations are modified using the wall function approach .

In comparing the turbulence intensity obtained by using the two approaches, it can be
observed that the zonal treatment method provides higher k values near the fiow
separation region and above the roof surface. In addition, the intensity is also higher in
the wake reglon in comparison to the data obtained by the wall function approach. The
peak value of the intensity dies down more slowly in the case of zonal treatment and this
is consistent with previous experimental observations discussed in Vasilic-Melling
(1977). Figure 7.5 and 7.6, show the distribution of dissipation rate of k of the same
buildings. Increased k near the boundary provides higher € values in the zonal
treatment method - see Equation (7.15)- and these are found to be more representative
of the fluid interaction with the solid surface, as explained by Patel et al. (1985) and
Rodi and Scheuerer (1986).

Figures 7.7 and 7.8 show the pressure distribution around the buildings for normal
wind conditions and in dimensionless form. Increasing positive pressure in the upstream
and constant negative pressure at the downstream of the building with a zone of zero
pressure near separation are clearly shown. Only marginal differences are found
between the two methods for the upstream pressure field. However, differences in the
generated negative pressures both on the leeward wall and on the roof of the building are
evident. The zonal treatment method yields results showing higher suctions on the
windward portion of the roof and constant suctions maintained further downstream in the
wake. This will be further discussed in the comparisons of computed pressure

coefficients with respective experimental data.
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Fig.7.5:

Computed Dissipation Rate of kinetic Energy around a Building

(Side view, H = 55 m)
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Fig.7.6: Computed Dissipation Rate of Kinetic Energy around a Bullding
(Side view, H = 120 m)
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Fig.7.7: Computed Pressure Field around a Building
(Side view, H = 55 m)
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Fig.7.8: Computed Pressure Field around a Building
(Side view, H = 120 m)
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Velocity vectors representing the combined influence of the streamwise and vertical
velocities are displayed in Figures 7.9 and 7.10 again for H = 55 m and 120 m
respectively. The values are taken for a vertical section passing through the centre of
the building. The direction of the fluid and its speed locally are clearly shown by the
vector plots. Comparing the vectors obtained using the wall function approach and the
zonal treatment method, more clear separation from the leading edge and uniform
mixing in the recirculation regions are evident when the latter method is used. The
vectors plots ( H = 120 m) based on the wall function approach provide a steep vertical
flow behind the building and a strong reverse flow on the roof which do not appear
realistic.

The streamline plots around the buildings are obtained by using the velocity values of the
previous figures and they are shown in Figs. 7.11 and 7.12 for the 55 m and 120 m
high building respectively. The changes in the fluid path relative to the computational
domain are clearly shown in the figures. Comparing the computed streamline patterns,
the length of the recirculation zone behind the building is larger and the eddies are more
uniformly distributed in the case of new method. However, the modifications
encountered for streamiine curvature correction and dissipation correction on the

standard k- € HRTM are also contributing for these improvements.

From the above discussion two features become clear: The first is that the turbulence
properties seem to improve when the new boundary treatment is used. The second
feature, which is based on the vector and streamline plots, is that without proper
modelling of the local flow conditions, unrealistic numerical predictions may be
obtained. A more instructive picture emerges when the computed pressure coefficients

and turbulence properties are compared with the respective measured wind-tunnel data.
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Fig.7.12: Comparison of the Streamline Plots around a Building
(Side view, H = 120 m)




This section presents and compares the computed velocities, turbulence intensities and
pressure coefficients with the respective data obtained from the various boundary layer
wind - tunnels. Figure 7.13 presenis one such comparison for the streamwise velocity
profile. The measured data have been taken from the experimental study of flow over
surface- mounted cubes by Castro and Robins (1977). Both uniform and turbulent flow
conditions were considered in the experiments. However, computations and comparisons
are made for a turbulent boundary layer profile described by a power law exponent equal
to 0.25. The vertical velocity profile normalized by the gradient velocity is shown for
three different locations. The location x/L = 0.5, corresponds to the centre of the roof
and the other two locations are in the wake of the building. For all three locations the
computed results agree well with the measured wind-tunnel data. The new boundary
treatment provides better results in the near wake region (x'L = 1.5), whereas both

approaches show similar results in other areas.

Figure 7.14 compares the computed and measured turbulence intensities in the same
format with Figure 7.13. All curves are normalized by the free stream velocity. There
are significant differences between the measured and computed results in most locations.
On the other hand differences also exist between experimental results as well, In order
fo stress this experimental uncertainty, additional measured data taken from Hunt and
Smith (1969) and Hunt (1970) are also inciuded. Note that they correspond to building
models of similar dimensions with some variation in the exposure conditions. The range
of these experimental data is highlighted in the figure (cross-hatched area).
Nevertheless, it is quite clear that the data computed by using the new zonal treatment
approach follow the measured results much closer than those computed by the wall

function methodology. This is particularly true for areas near the solid boundary such as
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right above the roof of the building. Clearly these are areas in which the considered
characteristics of VSL have more influence on the computation.

Comparison of the pressures for the building walls are shown in Fig. 7.15 and 7.16
which contain three sets of curves taken from buildings 24 m, 55 m and 120 m high.
These building heights may typically represent the teatures of wind effects on a low,
intermediate and high-rise building respectively. For each set, three curves
representing the measured data, the computed values based on the zonal treatment
method and those derived by the conventional wall function approach are depicted. The
experimental values are taken from Stathopoulos and Dumitrescu-Brulotte (1990). All
the values are presented in the non-dimensional pressure coefficient form i.e.
pressures normalized by the dynamic velocity pressure measured or computed at the
building roof height. Each point in the curves provides the maximum value that has been
recorded during the measurements or calculated in the computation at the considered
height level of the relevant building. Note that these pressure coefficients are different
from those shown in Fig. 5.9, which have been measured and computed along the centre
line of the each wall. These values can be directly used for evaluation of external wind
generated pressure loads on the building envelope. These loads are necessary for design
purposes. Windward wall positive pressure coefficients and suction coefficients on the
side and leeward walls are presented in the x - axis whereas the vertical axis indicates
height normalized by the building height.

Small differences are found for the front wall in the cases of 55 m and 120 m building.
However, irrespective of building height, significant improvement in the leeward wall
and better agreements between the computed and measured data for side wall are evident
when the new boundary treatment is applied. It is also equally clear that improvements
on the leeward walls are better than side walls. It appears that the side wall of the low
building is more benefited in comparison to the other building walls. This will be

further discussed when the new zonal treatment is validated for various H/B values.
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Figure 7.17 compares the computed roof pressure coefficient values with the available

measured data. For the 55 m building height, the measured values originate from two
boundary layer wind-tunnel studies, namely Stathopoulos et al. (1981) at the
University of Western Ontario and Stathopoulos and Luchian (1989.b) at the Centre for
Building Studies of Concordia University. Close similarities exist hetween geometrical
and exposure characteristics in both studies. For the comparison of 24 m building the
experimental data are taken from Baskaran (1986). In the case of 120 m high building,
note that the experimental values are available only for a building of 96 m high and
those values used for the comparison. All building models have a square cross-section
and the exposure simulates open country terrain conditions. The x - axis is normalized
by the building length and the mean pressure coefficients are presented in the vertical
axis. Since the building is exposed to normal wind, only half of the roof is considered for
the computation. The values used in the comparisons are taken from the central roof

location of the respective buildings.

For all buildings the results obtained via the boundary treatment method are found to
be more satisfactory in comparison to the results of the wall function procedure, so as
the agreements with the measured data. This is justified by the improved turbulence
conditions above the roof ( ref: Figs 7.3 and 7.4). The analysis based on the common
wall function approach yields to significant underestimation of the pressure coefficients
on the roof. On the other hand some overestimation of pressure coefficients produced by
the zonal treatment method near the windward edge of the roof may not be problematic

due to the variability of the measured data in this region.

In order to validate the zonal treatment method in a general way, a more systematic
parametric study has been carried out and the results are compared with the measured

data. The wealthy of experimental results available from Stathopoulos and Dumitrescu-
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Brulotte (1990) are used for the comparisons. Computations have also been performed
both by using the wall function approach and zonal treatment method, for each building
configuration and exposure condition. Computed and measured pressures are transformed
into non-dimensional pressure coefficient forms refarenced to the respective building
roof height. From the pressure coefficients computed or measured the maximum value
that has been found on each horizontal wall section is retained. The arithmetical mean of
all these values provides an average critical pressure coefficient for each wall. Thus a
single parameter i.e. average pressure coefficient for each wall is obtained by post -
processing large amounts of available data in order to judge the general accuracy of the

numerical predictions.

Figure 7.18 shows comparisons of such average pressure coefficients for ali three walls
of a square planform building with different H/B ratios. Computed results by using the
new zonal treatment method are mostly in good agreement with the measured data.
Clearly encouraging improvements are obtained for the building side wall irrespective
of the building heights. The measured suction values of the leeward wall increase as
H/B increases. in the computational approaches this trend breaks down for H/B > 2 and
at H/B = 2.4 a significant difference can be noticed between the computed and measured
values. This discrepancy may be also due to experimental uncertainties involved in the
measurements including differences between the location of pressure taps and
computational grid points. Overall the zonal treatment method is preferable in

comparison to the wali function approach.

A similar exercise has also been performed for the roofs of the different buildings by
taking the maximum value for each section along the flow direction and Fig. 7.19
compares the computed results with the measured data. Experimental data have been
taken from Baskaran (1986) who measured the wind loads on fiat roofs with and without

parapets. Experimental results are also available for different wind directions and
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exposure conditions. However, the present comparison is limited to normal flow
conditions under open country exposure. Measured values generally increase when H/B
increases, whereas the averaged pressure coefficient derived based on the new zonal
treatment is approximately constant for all aspect ratios. Nevertheless, the difference
between the results of computation and measurements are small when the zonal

treatment method is included in the computer code.
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CHAPTER 8

SENSITIVITY STUDY FOR THE NUMERICAL SOLUTION

" Numerical Simulation can not be entirely free from various numerical errors and its
reliability must be confirmed by means of experiments. The diagnostic system for
assessing the results of numerical simulation should be developed from the viewpoint of
engineering application " - S. MURAKAMI

Any iterative procedure is said to be converged when the difference between the exact
solution and the successive approximation tends to approach zero as the number of
iterations increases. The performance of the iterative procedure can be characterized
by using two key wlements namely stability and sensitivity. A stable numerical solution
means that errors made at one stage, say roundoff errors of the calculation, do not cause
increasingly large errors as the computation continues, but rather they will eventually
damp out. This concept is mostly applicable for time marching problems (Smith,
1984). Since the present focus is on the steady-state behaviour of wind flow conditions
around buildings, the stability criterion is excluded from the analysis. The second factor
namely , sensitivity is defined from the behaviour of the system output for variations in
the system input. Thus this chapter is dedicated to the sensitivity of the numerical

solution under steady - state conditions.

The sensitivity issue is addressed by considering mainly three factors - extent of the
computational domain, number of nodes and criteria of terminating the iteration
process. Eventhough the first two aspects can be grouped based on the grid spacing, for
the sake of clear understanding these are analyzed separately. Sensitivity of the

numerical solution due to the changes in the computational boundaries is presented in the




first section whereas the second section discusses the influence of the number of nodes on
the computed results. The third section addresses the issue of convergence criteria. In
all cases, variations in velocities, turbulence and pressures have been considered. The
required CPU time has also been monitored in order to quantify the computational
economy of the considered problem. The recorded CPU time corresponds to the
computational time required for module 2 operations only, as explained in section 4.2.
A trade-off between the computational cost and the changes in the numerical solution has
also been established at the end of the discussion.

A single building of about 14 cm high and 15 x 15 cm cross-section (56 x 60 x 60 m in
full-scale) is considered as the test case. Computations are performed for a power law
inlet velocity profile having exponent 0.16 with a free stream wind speed of 12 m/s at
a wind-tunnel gradient height of 60 cm. All computations have been made by using the
modified turbulence models along with standard wall functions for the boundary
specifications of the velocity variables. For the case of turbulence variables the newly
formulated zonal treatment method is applied to bridge the boundary nodes with. the
computational domain. Necessary details of the numerical methodology have been
presented in Chapter 3. The developed computer code - TWIST is used for the

computation and its description has been given in Chapter 4.

Figure 8.1 shows the grid cluster for the considered test case both in plan (xy) and
sectional (xz) views and the distances 9X:8y,and 8z 4o ooy equal. indeed the use of
non-uniform grid is often dasirable. The misconception that non-uniform grids lead to
less accuracy th.'n uniform grids has no sound basis and, in general, an accurate solution
can be obtained only when the grid distribution is sufficiently fine. But there is no need
to emphasize a fine grid in regions where the dependent variable changes rather slowly

such as the velocity above the gradient height. On the other hand a fine grid is required
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near the (windward) wall or the roof of a building for numerical approximation of the
high gradients. These basic ideas are well taken into consideration during the grid
generation as it can be clearly identified from the figure. Moreover, by using less grid
spacing near the solid boundaries and arranging for non-uniform spacing in other

regions, the efficiency of the present computation increases.

An Up-Stream Distance (USD) from the windward wall and a Down-Stream Distance
(DSD) from the leeward wall define the boundaries of computational domain along the x
diraction. For other directions distances DS and DT are used as shown in the figure. Note
that (NXj, NYj) is a node in the plan view (xy direction) which has (NX*NY) total
nodes. Similar explanations aiso apply for the side and sectional views. The co-ordinate
system used in the computational procedure is also indicated in Fig. 8.1. The x - axis
carries the streamwise velocity whereas the lateral and vertical velocities are directed
in the y and z directions respectively. All the computations have been performed in the
Computer Aided Building Design (CABD) laboratory of the Centre for Building Studies by
using the VAX/1.2 computer system. A typical run takes approximately 150 minutes of
CPU time for about 40 iterations.

The influence of the domain distances are analyzed first because experimental data are
available which can be used as preliminary information for the numerical solution. The
other two factors will be scrutinized only subsequently. Systematic studies { Hunt
(1969), Hunt and Smith (1970) } had been initiated during early 70's for the
understanding of the wind generated wakes around the building and continued by Lemberg
(1973), Gandemer (1975), and Woo, Peterka and Cermak (1977). Research efforts
have also been made by Beranek and Koten (1978) and Corke et al. (1973) for wind
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flow conditions around buildings. Beranek (1979) grouped some of those results for the
determination of the influence area for wind flow around 1tall slender buildings, tall
buildings of transition type ( building which has significantly smaller dimension along
the flow direction than the other two directions) and long buildings. These general
guidelines are well taken into account by the present study for the calculation of the

computational boundaries.

As listed in Table 8.1 four domain sets are considered in the present analysis. The
extent of the computational domain along the x, y and z directions is shown for each
domain. During this exercise the other parameters namely the total number of nodes
(81,600) and the convergence criterion (0.2) are kept constant. The DD2 set is
selected based on the 2-D experimental study by Antoniou and Bergeles (1984) and
Bergeles and Athanassiadis (1983) and it is consistent with the previous computational
work of Paterson (1986.b) and Murakami and Mochida (1988, 1989.a). Having DD2 as
the base, the effects on the computed results by increasing as well as decreasing the
domain size are analyzed. Detailed examinations could have been performed even by
changing individual distances - say DSD -, however, due to time limitations it has been

decided to analyze the overall changes of the computational domain.

Figure 8.2 shows the streamline plots for the four considered cases. These plots show the
side view pattern of the flow distribution for a plane that is passing along the center of
the building which is exposed to normal wind flow conditions. The plots are obtained
using the converged velocity components u and w. In all four figures the inéoming flow
separates from the leading edges and then forms recirculations behind the building.
Overall no significant differences are noted among the four figures. However, the
recirculation zone of DD4 is found to be smaller in comparison to the others. To quantify
these changes, the length of recirculation is calculated as explained in Vasilic - Melling
(1977), by specifying the distance from the leeward wall, where u/ug - 0.0. These
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Number of Nodes : 81,600
Convergence Criterion ;0.2

X y z
SET
uUsD DSD DS DT
DD1 3L 6L 3B 3H
DD2 6L 12L 5B 4H
DD3 10L 20L 88 6H
DD4 13L 26L 10B oH
Table.8.1 Specification of the Different Computational Domain Considered

in the Present Study
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locations can also be easily identified from the streamline plots and the respective
recirculation lengths have been found equal to 2.2 L, 22 L, 2 L and 1.8 L for DD1, DD2,
DD3 and DD4. Increasing the domain from DD2 decreases the length of recirculation,

whereas the value of DD1 is found to be the same as DD2. This is not surprising and can
be explained as follows.

Increasing the size of the domain by keeping the number of grid points constant,
increases the grid spacing. Refer to the two exploded views that are qualitatively
sketched in Fig. 8.3 representing part of DD2 and DD4 from the previous figure. in DD2
there are 8 nodes for the longitudinal and 4 in the vertical directions and the nodes
reduced as 4 and 3 respectively in DD4. This reduction occurs when the domain distances
are increased by keeping the total nodes constant as 81,600. The reduced node set of
DD4 fails to capture the reverse flow that occurs on the node 7 of the DD2 set due to the
large discontinuity between the nodes and this may be one of the reasons for the
reduction in the recirculation length. On the contrary for DD1 set the domain distances
are reduced by keeping the same number of nodes. Thus the details are predicted as in
DD2. From this discussion it is evident that an increase in the quantity (size) of the

domain without increasing the number of nodes will reduce the quality of the computed
results.

The induced pressure values are also analyzed for the variation in the domain distances
as shown in Fig. 8.4. The windward wall positive pressures and suctions induced both on
the leeward and side walls are shown in the figure. All the resuits are presented in the
form of pressure coefficients, normalized by using the dynamic pressure at the building
roof height. Maximum difference among the four sets is found for the pressure nodes
which are near the ground level of the front wall. Nevertheless, the DD1 curve is always
away from the others irrespective of the building wall and the pressure coefficient

values are not significantly affected when the domain distances are increased to DD2 and

162




e = T s

vaQ@ Pue gaq 4o} uonnquisig moj4 ayl Jo malA papojdx3 g g Diy

14 € @ (I

13S v¥ad

12L=050 IJ_\

i3S eaa

163



sutewoq feuoneindwo) jusiaiqg

yum siiem buiping ey uo setos0) einssald peindwon 4 g big

do- do
szl o't Sl oS’ [~ 0 Szl ol Gl os’ Gz
Iy A A 1 | ] A c
a3ynsvaw | o
w raa X
H €aa 0,
i 7 zag v
% K4
q A lga a
s TO8NWAS |35
[ \ 1
,.u“ .& (%) H/Z
[} )
\ .._ \ T Om
3P ;
i
b &/
bW
& A T "GL
/.%M,ﬂ/
6 b O .. o
TIvmM 3a1S TIVM a4VM3a TIVM  GHYMANIM
0oL

<t

16



beyond. When comparing the observations of this figure including the experimental
results, selecting DD2 domain specifications for further examination of the problem
appears as a good choice. In addition to the changes in the numerical solution, the

economical aspects of the computation are analyzed and discussed below.

Figure 8.5 compares the CPU time requirements which are obtained under batch mode
operation of VAX /1.2 computer system. The figure also contains the number of
performed iterations for a specified convergence criterion of 0.2 ( this will be discussed
in detail at the end of the chapter). Basically two features are evident from the figure.
The first Is that an increase in the domain distances increases the necessary CPU time
requirements and the second is that the number of iterations are also increased as the
boundaries of computational domain are moved further away from the building. By
keeping the total number of grid nodes constant, increasing the domain size will increase
the grid spacing which in turn may cause large discontinuity between the nodes. So, the
numerical procedure needs additional time (CPU) and effort (lterations) to obtain a
converged solution. Thus increase in the domain not only increases the number of

iterations for convergence but also increases the CPU time.

In the previous section the effect of computational domain is studied by analyzing the
computed velocities and pressures. From the discussion it is clear that the numerical
solutions are rather insensitive for the domains beyond DD2. The CPU time requirement
also favours the DD2 domain selection. Thus by keeping the domain constant as DD2, this
section presents the influence of the number of grid nodes on the numerical solution.
Four sets of grid systems are generated as shown in Table 8.2 by increasing as well as

decreasing the grid set NN4 that is used in the previous section (retf: Fig.8.1). Table 8.2
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Fig.8.5: CPU Time or Iteration Requirements for Different Computational
Domains
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Domain Specification : DD2
Convergence Criterion : 0.2

; SET NX NY NZ TOTAL
NN1 38 20 28 21,280
NN2 48 22 32 33,792
NN3 58 26 36 54,288
NN4 €8 30 40 81,600
NN5 78 36 40 112,320

Table.8.2 Specification of the Different Computational Grid Distribution
Considered in the Present Study
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also provides the number of nodes for each direction. As the total number of nodes of the
computation increases, the number of nodes on the each direction also increases.
However, the number of nodes along the longitudinal direction (x) are increased more

than on the other two directions.

A side view of the converged velocity fields for various grid sets is shown in Fig. 8.6.
This view represents a plane passing through the building center and the components u
and w are used for plotting. Since only minimum differences are noticed between the
vector plots of NN2 and NN3, the former is not included in the figure. However, other
results of NN2 will be further considered and discussed. The small number of vectors
displayed for set NN1 is due to the small number of grid nodes in comparison to the
others. The respective values of the recirculation length are calculated as explained
before, and marked on the figure. The length of recirculation zone increases when the
nodes increase from NN1 to NN3 and shows approximately a constant value for sets
beyond NN3. On the other hand, a very small recirculation zone is calculated for the
NN1 set and this may be explained as discussed in Fig. 8.3. Nevertheless, to support this
description of the expected flow behaviour, experimental evidence of flows over

building, such as flow visualization techniques will be necessary.

A typical location near the windward wall of the building is selected to analyze the local
effect of nodes on the velocity and turbulence and the resuits are shown in Figs. 8.7 and
8.8. respectively . The vertical axis of figures shows the node distance from the ground
level normalized by the building height. Longitudinal velocity and square root of the
kinetic energy are normalized by the gradient velocity. Such non-dimensional values are
shown in the horizontal axis. In both cases the differences due to grid are diminishing as
one moves away from the ground. Maximum turbulence values occur at z/H =1.0, where
the flow has high gradients due to its separation from the leading edge. The effect of the

number of nodes on the velocities is clearly shown in Fig. 8.7 and this effect has direct
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Fig.8.7:  Computed Longitudinal Velocity on the Building Upstream

for Different Number of Computational Nodes
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Fig.8.8: Computed Turbulence Intensity on the Building Upstream

for Different Number of Computational Nodes
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influence on the computed turbulence values (see: Fig. 8.8) which are increased when an
increase in the nodes are made. On the other hand, for both variables only minimum
changes are observed when the grids increase beyond NN4. Similar observations have
also been made for the other locations of the flow domain.

Pressure values in coefficient form have also been computed for different grid systems
and presented in Fig. 8.9 in the same format as that of Fig. 8.4. Among the three walls,
the influence of the nodes is pronounced significantly for the side wall where flow is
complex in nature. As noted for the velocities and turbulence, here also the set NN4 is
found to be numerically optimum if one considers all the walls. When comparing various
grid set values with experimental data, even the NN3 grid set may be considered
sufficient for the computations. However, further investigations and repetitive runs are

necessary to generalize these above observations.

Figure 8.10 displays the CPU time requirement of the above discussed case. The plotted
CPU times are obtained based on the batch mode operation of the VAX/1.2 computer. The
number of iterations required to yield a converged solution for different grid sets is also
shown in the figure. The iterations are increased with an increase in the nodes since the
process needs additional iterations to settie down. A similar increase is readily observed
for the CPU time and this can easily be explained by considering the increased number of
arithmetical operations required. Moreover, the required CPU time is a'so influenced by

the number of performed iteralions, which itself increases with the number of nodes.
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Fig.8.10: CPU Time or iteration Requirements with Different Number of

Computational Nodes
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8.3 Effect of Error Level on the Computed Solution

For pressure - coupling schemes such as SIMPLE, the convergence of the numerical
solution mainly depends on the under-relaxation factors or acceptable error ievel of the
solution. As discussed in section 3.2, the former group will be excluded from the
discussion since the used values are optimum. Before presenting an acceptable error
level for the numerical solution, it is useful to explain the inter - relation of the term
with the iterative procedure.

Conventionally, an iterative process is said to have converged when further iterations
will not produce any changes in the values of the dependent variables. Such a criterion
may sometimes be misleading (Patankar,1980 and Habashi,1988). When a heavy
under-relaxation factor is used, intentionally, the change in the dependent variable
between successive iterations is slowed down. This may create a false image, eventhough
the current working solution is far away from convergence. One way to overcome this
numerical illusion is by monitoring how well the discretized equations are satisfied by
the current value of the dependent variable and this can be conveniently performed as

follows:

Recalling the discretized equation

nP
a0, = Xab, + S,
m=1 (3.16)

¢

node under consideration, P, a's are the HDS coefficients of the respective nodes and S|

where 'P is the dependent variable, which takes values of u, v, w, p, k and € for the
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is the lineralized source term, the residual of a particular iteration for node P can be
obtained by

n

R¢ = Zamq)m + SL-ap¢p
m=1 (8.1)

For a fully satisfied discretized equation the L.H.S of Eq. 8.1 has zero or near zero
value. When q)P takes the velocity variable (u, v and w) the calculated R¢ represents
an imbalance in conservation of momentum. Since for the present study the continuity

condition is soived by using the SIMPLE algorithm, Rp will represent an imbalance in

the conservation of mass. Similarly with the turbulence variable (k or € ),R¢,

represents an imbalance in turbulence quantities.

For the present study the convergence criterion is obtained, based on the normalized

error. Using Eq. 8.1, R

R

¢ for each node is calculated and at the end of each iteration the
summation of "¢ for all nodes is obtained. This is the total error of the iteration for the
respective variable. The total error obtained for the first iteration is called the initial
error of the computation. Then the normalized error is obtained by dividing the total
error of each iteration by the initial error. For example a normalized error of 0.7

reveals that the iteration process reached a stage wheie the initial error is reduced by
30%.

Such error levels are displayed in the vertical axis of Fig 8.11 which has three curves
representing the maximum value among the velocity variables (imbalance in the
momentum), the error in pressure (imbalance in the conservation of mass) and the

maximum value between the turbulence quantities. For the considered building
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eometry, the error in pressure is always higher than the other variables. The same
trend has also been found for other buildings that are tested and this is probably due to
the fact that a zero value is initially assumed for the unknown pressure field (ref:
section 3.3.3). This is why most of the studies using the SIMPLE aigorithm follow a

convergence criterion based only on the imbalance of conservation of mass.

Another interesting feature also observed in Fig.8.11 is the reduction in error factor
during the initial stage of the iteration process. A significant reduction of about 60% is
found within the first 20 iterations and this steep gradient in reduction tends to slow
down for further iterations. Additional increase of about 30 iterations (from 50 to 80)
reduces only about 0.05 the normalized error. Therefore, a decision of terminating the
process after 50 iterations is found to be reasonable. However, its consequences on the

changes in the numerical solution as well as on the computational cost must be discussed.

Computations were performed based on four convergence criteria namely 0.4, 0.2, 0.1
and 0.05 without specifying any upper limit on the number of iterations. The DD2
computational domain and the NN4 grid set have been used. The computed pressure and
velocity values are analyzed as previously and found insensitive for the factor 0.1 and
beyond. Differences are noted between the resuits of 0.4 and 0.1 and only marginal
changes are found in the computed results for 0.2 and 0.1 sets.

On the other hand the convergence criteria are more pronounced on the computational
cost as shown in Fig. 8.12. Both the iterations and the CPU time increase when the
normalized error levels are reduced. Based on the available limited data points the curve
can be divided into two segments at a point 0.1 on the x - axis. The curve is steeper for
the x axis region up 1o 0.1 in comparison to the other part. This reveals that the

computational cost will increase significantly if one requires an error level less than
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0.1. On the other hand no changes are observed in the computed results beyond this point.
Thus it can be concluded that selecting 0.1 as the normalized error factor is acceptable
by considering both the computed results and the cost. However, further research efforts
are necessary to validate this observation by changing the other parameters such as
building height and inlet velocity profile.
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CHAPTER 9

APPLICATION OF THE PRESENT COMPUTER CODE

“ A survey of 1250 practicing engineers indicates that 87 % of respondents are using
microcomputers whereas only 9 % have access lo a mainframe *“ - ASCE, (1989).

9.1 Evaluation of Wind-Effects on Microcomputers

Advancements in microcomputer hardware technology prcvides not only large storage
Space but also high computational speeds at a moderate cost (see: Table 9.1). Research
efforts have thus been undertaken to modify current mainframe codes or to develop new
computer codes for the solution of various engineering problems in microcomputers.
One recent study by Filiatrault and Cherry (1989) has produced a Friction Damped
Braced Frame Analysis Program (FDBFAP) which is adaptable to microcomputer
environment. This structural analysis program compares well with DRAIN-2D (Kannan
and Powell, 1973) which runs exclusively on mainframes. Table 9.2 shows the CPU
time required to run the new program, FDBFAP, in different computer systems. Along
the same lines, microcomputer program versions (Herron et al., 1981) are now
available for the well-known building energy analysis program BLAST (Hittle, 1977).
Figure 9.1 compares the CPU time requirements by different computer systems for

annual heat calculation of a particular dental clinic.
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COMPUTER Foec)” | Pertormance
Micro,4.77 mHz PC (with 8087) | 1254.6 1,00
Micro, 10 mHz AT (with 80287) | 4185 3.00
Mini, Sun 3/260 50.9 24.65
Main frame, Amdahl V8 11.9 105.43

Table.9.2 Comparison of CPU Time for FDBFAP (Filiatrault and Cherry,1989)
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Software evaluating wind effects on buildings would be an attractive too! for the design
process particularly if appropriate for microcomputer environments. This will be a
useful tool for the practicing engineer to carry out design. Nevertheless, it appears fromn
the literature review that no studies have been made along this line of research. As an
application of the present study a version of TWIST for the evaluation of wind effects on
buildings has been developed and implemented in various microcomputers. This chapter
analyzes the influential parameters of the computation for wind velocities around

buildings and wind - induced pressures on buildings.

A 120 m high building having a sGuare cross-section of 60 m X 60 m has been used as a
test case for the comparisons. A power law profile with gradient wind speed of 12 m/s
and an exponent equal to 0.16 (corresponding to open country terrain conditions) have
been considered for the modelling. Due to memory restrictions only the standard
turbulence models along with the conventional wall functions are used in the numerical
modelling and computational runs have been carried out in three different
microcomputers, namely AST Premium 386/20, DELL 286/20 and IPC 286/12. The
computed results have been compared both with measured data obtained from boundary
layer wind tunnel experiments as well as with computed results from VAX/1.2 and
VAX/6.3 computers. The specification details of the different computer systems used in

the present study are given in Table 9.3.

9.2 Computed Results and Discussion

The number of computer grid nodes plays a major role in the CPU time required for the
numerical evaluation of wind effects on buildings. Keeping the extent of computational
domain corstant, the number of control volumes inside the domain has been varied to
establish the parameters for economical computation. Runs were made on the different
computer systems based on feasibility, i.e. capacity limits. Figure 9.2 presents the

results in which the CPU time needed only for module 2 is plotted as function of the
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Word Clock Hard Disk
Length Speed Access
Model (Bits) (Mhz) Time Accessories
(ms)
MS-Dos Operating
IPC System V3.3
AT 286 MS-Fortran
(1986) 16 12 24 Compiler V4.0
Linker V5.1
287 Math
Co-processor
DELL
AT 286
(1988) 16 20 29 .
MS-Dos Operating
System V3.3
érse-lr-nium MS-Fortran
Compiler V4.0
386 32 20 16 '0mp
(1 988) Linker V5.1
387 Math
Co-processor
VMS- Operating
VAX System V5.01
11/785 32 1.2MPS]  NA | yMS-Fortran
Compiler V4.8
Linker V5.1
Single Procession
VAX 8550 32 6.3 MIPS N/A "

Table.9.3

Present Study
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Fig.9.2: CPU Time taken by TWIST for Test Runs with Different Grids
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number of grid nodes. The CPU time corresponding to microcomputers represents the
direct, continuous access time whereas the CPU time for VAX machines is taken under
batch mode operation. Microcomputers with longer word length and higher clock speed
consume less CPU time, as expecled. On the other hand, the hard disk access time does
not affect the CPU time due to the iterative nature of the problem. Both IPC/12 and
DELL 286/20 have the same Intel 286 microprocessor but the high clock speed DELL
takes less CPU time. It is also interesting fo note that both DELL and AST have the same
clock speed but the AST with longer word length consumes less CPU time.

The VAX machines operate with the unique page faulting and virtual memory address
technology. However, the difference in MIPS (Millions of Instructions Per Second) is
not directly affecting the CPU time. The following relationships have been formulated

for the CPU times required to run the considered test case:

t[VAX1.2] = 3 *t[VAXs.3]
t[386/20] =~ 9 *t[VAX#.3]
t[286/20] = 24*t[VAXS.3]

t[286/12] =~ 36*t[VAX®.3]

Note that the test case takes about 20 minutes (CPU time) to run in the VAX / 6.3 with
54,288 grid nodes.

Another significant parameter of the computation is the error level of convergence.
Conventionally, a normalized error level is used for terminating the iteration process.
As discussed in section 8.3, this error level shows the deviation of the approximated
difference equation from the exact differential equation. Fig. 9.3 displays the largest
normalized error level value among the six variables (u, v, w, p, k,€ ) for the

respective iterations. From the figure it is clear that the required CPU time for
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different computers increases when the error levels are reduced. Furthermore, it is
clear that the smalier the computer system the more drastic this increase appears to be.
Comparing with Fig. 8.11, it can be concluded that the error levels have direct

influence on the number of iterations required and hence the CPU time.

Based on the previous observations about the computation of wind effects on buildings in
different computer systems the following can be noted:

1. Microcomputers require a CPU time which is 9 to 36 times higher than

the respective time necessary for the same run in the VAX machines.

2. Among the various computational parameters, the CPU time required for

computation increases quasi-linearly with the number of grid nodes.

3. Since the considered problem is iterative in nature, the disk access time
has only marginal influence on the total CPU time required for the
solution. This has been found true of all three microcomputer runs

examined.

4, Economical computations can be achieved by using 32 bit machines with

high clock speed.

Grid density naturally affacts the computed wind velocities and pressures. Differences
in the computed results have been analyzed for various grid arrangements. Figures 9.4
and 9.5 show typical data for the computed longitudinal velocity and turbulence
intensity, both normalized by the free stream velocity on the upstream of the building in
the location indicated. Four different grid sets in the same compui. tional domain have
been examined. These have 24,640; 33,792; 54,288 and 79,200 nodes respectively.
In section 8.3, only marginal changes are noticed in the computed results when the

convergence criteria is reduced from 20 % to 10 %. On the other hand the CPU time
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increases significantly. So for the present exercise the iterations are terminated with a
convergence criterion of 20 %. As evidenced by the variation of the velocity shown for
this particular location, there is little difference in the results obtained from the
various grids. Some discrepancy however, is apparent with the lowest density grid.
Grid density affects the turbulence values more than the velocities, particularly near
the building top. This may be expected because of the high velocity gradients formed
when the flow separates from the leading edge. These gradients increase the turbulence
intensity values and a very dense grid is necessary to capture the changes. For example
at z/H = 1.0, the computed turbulence intensity increases approximately from 0.13 to

0.20 when the grid nodes change from 24,640 to 79,200.

The accuracy of the compuled results is also examined based on comparisons with
measured experimental data and Fig. 9.6 shows one such comparison. Experimental
values are taken from Zhu (1987), in which the details of experimentation and the
properties of the boundary layer wind tunnel are provided. For each wall there are five
curves representing the measured data and the computed values obtained by using the
four different sets of grids, as previously explained. The curves represent the maximum
value that has been measured or computed at the different levels of each wall. For the
windward wall this occurs at the stagnation point which is about at a height equal to 3/4
H. Differences with the experimental data are more significant for the leeward and
particularly for the side walls for which the computed suction values are smaller than
the measured data even when the grid with 79,200 nodes is utilized. This implies again
that the separation of the flow and the involved eddies demand better mathematical
treatment in the computation. Irniplementing the newly developed zonal treatment along
with modifications on the standard turbulence model may enhance the agreements.
However, for the other walls the comparison of the computed values with the
experimental data is encouraging. It appears that the computed results are reasonable

even for the grid with 33,792 nodes.
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TWIST runs under MS_DOS operating system for different microcomputers as specified
in Table 9.3. The MS_DOS operating system has the disadvantage of 640 K limited base
memory size. This permits only runs which have grids with less than 60,000 nodes.
However, the same computer code can be implemented under OS/2 operating system as
explained by Kogan and Rawson (1988). The OS/2 operating system by-pass the 640 K
base memory restriction and allows the user to use the hard disk memory up to 16 MB
or perform simulations even with 100,000 nodes. Thus the micro computer version of
TWIST can be extended for other cases such as computation for multiple building

configurations and modelling of angled flow conditions.

1956



CHAPTER 10

CONCLUSIONS AND RECOMMENDATIONS

" At the bachelor's level our knowledge is broadened, deepened and refined. But it is
usually only at the graduate level that we are, in a sense, left alone to explore,
experiment and make a personal contribution to the advancement of knowledge " - M. E.
SZABO

10.1 Summary of the Present Contributions

A systematic approach for the numerical evaluation of wind effects on buildings has been
attempted in the present study. The time - averaged NSE and the k - € turbulence models
are grouped in a compact form. The control volume technique is used to discretize the
differential equations into difference form. For simulations, fluid viscosity is

calculated by applying the eddy - viscosity concept.

A computer code named TWIST - Turbulent Wind Simulation Technique - has been
developed as part of this research. As the new code is modular in fashion, it has several
advantages: stand alone tests for debugging are easier and modifications for different
problems of interest can be performed without making extensive changes in the basic
code. To validate the newly developed code, initial computations were made for a
geometrically simple case of a single building exposed to normal wind conditions.
Comparisons of the computed results were not only made with measured data from

boundary layer wind tunnels but also with the results from other computational studies.




Systematic attempts are also necessary for the evaluation of turbulent wind effects on
buildings for different wind directions. As a first step towards this approach, a
feasibility study is presented in the thesis for the simulation of wind directionality
effect. This has been achieved by suitably modifying the developed computer code.
Comparisons of the computed velocities and pressures with the measured data reveals

that TWIST can predict overall flow characteristic for different wind directions.

Successful attempts are also reported in predicting the wind environmental conditions
around a cluster of buildings in the computer. A typical downtown location of Montreal is
selected for the exercise and simplified conditions are used in the numerical modelling.
To validate the computed results, experimental work has also been carried out in the
boundary layer wind tunnel at the Centre for Building Studies of Concordia University.
Computed as well as measured data are converted into conventional velocity ratios.
Comparisons of these ratios indicate generally good agreement with the exception of
points which are very close to the buildings.

The standard k - € model was used in all previous studies to create turbulence in the
flow field. However, it was found to be insensitive to the streamline curvature of the
flow and it computed a low rate of dissipation of kinetic energy. Moreover, to transfer
the boundary information, the conventional wall functions are used during the
computation for all six variables. Since wall functions were suitable only for velocity
variables, the computed turbulence properties are found to be underestimated. To
improve the predictions, two kinds of refinements are made in the present numerical
modelling process: modifying the standard k - € turbulence models and applying a new

zonal treatment method for turbulence variables.
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Identified modifications are the streamline curvature correction and the preferential
dissipation correction. These modifications are included in the code to predict the
condition on flow curvature regions more accurately. In the new zonal treatment
method, based on the calculated local Reynolds number, the edge of the Viscous Sub Layer
(VSL) is determined. For inner zones of VSL, new algebraic equations are derived and
used for calculating the kinetic energy and the dissipation rate of kinetic energy ,
whereas for outside zones, modified k - € equations are applied in discretized form. A
variety of computations have been made after implementing these modifications and the
new zonal treatment method. Computed results of the new approach are significantly
improved and they also agree remarkably well with the measured data from various

boundary layer wind tunnels.

Input parameters may affect the numerical solution. In the present study, changes in the
system output have been studied systematically by varying three major input
parameters, namely the size of computational domain, the number of nodes in the
domain and the criteria of convergence. From the computed results it has been shown
that the number of nodes affects the accuracy of numerical solution more than the other
two parameters. The computational cost is also analyzed by recording the CPU time of the

different cases.

To make a wider use of the present research a version of TWIST is developed for
microcomputer environments. Computations have been performed in various micros for
a building exposed to normal wind conditions. It has been noted that the micros require a
CPU time which is 9 to 36 times higher that the respective time necessary for the same
run in the VAX machines. Moreover, the CPU time required for computation increases

quasi-linearly with the number of grid nodes used.
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10.2 Recommendations for Future Research

As the Computational Wind Engineering state of the art is not wealthy, many interesting
and innovative topics are readily available for further research. This section
recommends some of these works under two main categories. Studies related to the first
group can be attempted by extending the present code TWIST, without performing major
changes in its basic structure. The second category of recommendations may need

different solution algorithms or numerical schemes.

For a single building exposed to normal wind conditions, TWIST needs validation for
buildings with predominant geometrical dimensions such as low long buildings, tall
slender buildings and buildings of very low height. In order to do this, one may have to
perform experiments and/or collect relevant measured data for velocities and
pressures. Keeping the flow direction normal to the building, extensive research can be
performed for more than one building configurations. Achievements are made by the
present study in predicting the wind environmental conditions around a typical multiple
building configuration. A useful next step is validating TWIST, for wind-induced
pressure loads on the different buiidings. Application of the modified turbulence models
and the inclusion of the newly developed zonal treatment method are worth considering
for these multiple building configurations. Efforts are also needed to gather error free
velocity measurement data by using some sophisticated measurement systems or Laser -
Dopler anemometry. It is also worth extending the present code such that it will be
flexible to accommodate different building clusters. The implementation of these
recommendations requires changes only in Module 1 and BOUNDS submodule of Module 2

whereas the other structure of TWIST may remain as is.
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In the case of second category, further research is also required in computing the wind
directionality effect, in predicting wind-induced instantaneous parameters and in
modelling the wind effects for buildings of different shapes. For the wind directionality
effect, a feasibility study has been made by the present study in Chapter 5 and it has
been found that the inclusion of a powerful humerical scheme such as the Skew Hybrid
Difference Scheme (SHDS) or the Bound Skew Hybrid Difference Scheme (BSHDS) is
necessary for the interpolation of the convective term. This can be included in the
ASSEMBLER submodule of Module 2. Another way of addressing this issue without
making changes in Module 2 is by introducing advanced grid generation techniques. Body
Fitted Coordinate systems (BFC) or Adaptive grid systems are worth considering along

with suitable boundary treatment procedures.

To compute wind-induced peak pressure coefficients on buildings and to calculate
instantaneous velocities around buildings, the time dependent form of differential
equations needs to be solved. The standard or modified turbulence models and the SIMPLE
iterative algorithm are suitable for steady state conditions. One could consider " direct
solvers " for the solution of NSE by introducing either the Large eddy simulation
technique or by using the Aigebraic stress models. Obviously, time dependent
simulations need more computer resources (speed and storage) and faster post -

processors than those used in the present study.

Studies have not been attempted, even with powerful numerical codes such as PHOENICS
to evaluate the wind effects on different building shapes such as circular chimneys and
buildings with multilevel roofs. No doubt, this type computer simulation is an ambitious
and useful undertaking. One way to approach this problem is by developing a suitable
grid generation technique. Significant amount of research effort is also needed in

developing a flexible computer code to account for variety of building shapes.
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APPENDIX 1

DERIVATION OF DIFFERENCE EQUATION FROM DIFFERENTIAL EQUATION

This appendix provides the details for the discretization of a differential equation into
difference form. The differential equation has been considered with a general
variable, ¢, which may be either velocity (vector) or turbulence property (scalar).
Thus the following procedure is equally applicable for the momentum equation ($=uv
and w ) as well as for the turbulence models ( ® = kand € ). During the derivation
only essential features are given, however, further details are well documented by
Vasilic-Melling (1977) and Paiankar (1980).

Let us consider the one dimensional version of Eq. 3.8:

(A.1.1)

where:

U is the velocity vector

¢ s the dependent variable
T4is the ditfusion proportionality factor of ¢ and

S is the source term.

A control volume has been employed to derive the discretization equation - see Fig.
A.1.1. Consider a grid point P which has the grid point E and W as its neighbors ( E
denotes East side i.e., positive x - direction while W denotes West or the negative side of
the x - direction). The dashed lines shown in the figure are the faces of the control

volume. The exact locations are unimportant, however, the interface is assumed midway

222




+X

. ey .m_
wa|qoid jeuoisuswig-auQ e Joj 191sn| juiod PUY jeoidA} 11y 64

XV

=0

X

223



between the nodes. Some other interpolation factors would have appeared for the
differently located interfaces. For this one - dimensional case, the thickness in y and 2z
direction is unity and the volume is Ax x 1 X1,

Integrating Eq. A.1.1 over the control volume:

(U) -(Ug) = (Ré—ai)e - (né_ai)); -Lgdx (A.1.2)

To proceed further, a profile assumption or interpolation formula is needed. Let us
consider a piece-wise linear profile as shown in Fig. A.1.2. Here linear interpolation
function is used between the grid points. With this in mind the discretization equation
can be re-written as follows:

(Pe=%) . (%= |

Uo) ~(Vo) =T 55 0, 0, S ax

(A.1.3)
where: (¢ ¢)
_y %t %)

o) =Us—> (A.1.4)
(¢ +¢w)

(Uq’) =U, (A.1.5)

In Eq A.1.3, S is the average value of S over the control volume. To arrange the

equation in a more compact form, two new symbols F and D are defined as follows:

F=U=xArea; D=(T /distance ) Area
e, F=U*1 ; D=(T 7/ 8x) 1 (A.1.6)
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Fig.A.1.2: Piece-Wise Linear Profile for the Variation of the variable
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F stands for the strength (Force) of convection of the flow whereas D stands for the
Diffusion conductance. It should be noted that D always remains positive, but F can take
either positive or negative values depending on the direction of the flow. With the new
symbols the discretization equation becomes:

F F _
_22(4’5"' *p) "_2!(%*' O =De(0g-9p) ~ D95 -9y + SAX

(A.1.7)
Rearranging and using the continuity condition (Fe = Fw) yields:
aP¢P= aE¢E+ aw¢w+ SAx (A.1.8)
where:
= _ £
a_=D, 5
Fw
aw= Dw+ ?
a,=ag+a, (A.1.9)

Often the source term is a function of the dependent variable ¢ itself and it is then

desirable to construct the discretized equations by assuming that

S=§,+S,0 (A.1.10)
where Sy stands for the constant part of S while Sz is the coefficient of ¢P.

Using Eq. A.1.10 in Eq. A.1.8 and rearranging:

ap0p=agbp+ apdy+ S, (A.1.11)

where:
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1 (A.1.12)

The discretization equations represent the implication of the piece-wise profile for ¢,
This form is also known as the Central Difference Scheme (CDS) due to the fact that P is
assumed as the centre node for the determination of the ¢ value. If another scheme is
used - say Upwind Difference Scheme (UDS) or Hybrid Difference Scheme (HDS), then
the above discretization equations need more treatment. An excellent review of the
various schemes are given in Raithby (1976.a) and Patel, (1982). The essence of UDS
is given as follows “The value of 9 at an interface is equal to the value of 9 at the grid

point on upwind side of the face." Thus

%
%

¢p if Fg>0
9. if F <0

(A.1.13)

The value of O can be defined similarly. Based on these considerations the parameters
of Eq. A.1.11 are defined as:

1 (A.1.14)
(Note: The new operator [[ A, B]] denotes the bigger value of A and B.)

In UDS, always the diffusion value of the node in the forward direction is assigned to P
and thus it overestimates the diffusion (ref: Fig A.1.2, AP = Ae). On the other hand
the CDS does the reverse (ref: Fig A.1.2 AP = Ae/2). So a new scheme by combining
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the CDS and UDS, named the Hybrid Difference Scheme (HDS), has been formulated by
Spalding (1972). The new equation set which is formed by blending Eqs. A.1.9 and

A.1.14 can be written as follows:

Feo
ag = -F.D, -?,0

H F..D P o]]
Aw= wlwt 3 (A.1.15)

It should be remembered that this formulation is valid for any arbitrary location of the
interfaces between the grid points and it is not limited only for mid-way interfaces.

Then the parameters of Eq. A.1.11 become:

ap=ag+a,, - San

F
A= Max(%IFeI'De) - —22

a, =Max(3F,.D,) + fz—‘”
S, =8 M
Fo=U_,*1
Fuo=U,*1
D = I, *1
° (8x),

Fw*1
D= (5x)

w (A.1.16)

By following a similar procedure, the 3-D difference equation can be written as follows:

adp = a@+ap,ta o tadstrad tagd,+S, (A.1.17)

where:
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ap=ag+a,+ay+ags+a.+a;~ S,AxAyAz

a_=Max(3FJ.D,) - -—2—*’-
a,,=Max(F J. Dw)+?"‘
a, =Max(3F |.D,) - %‘
a = Max(5F/,.D.) +—2—‘-
F
a,=Max(3F|.D,) -2
F
ag=Max(;[F|.D,) +—29
Fe=U, *AyAz
F,=U,*AyAz
F.=U,*AxAz
F.=U,*AxAz
F,=U, *AxAy
F,=U,*AxAy
', *AyAz
(8x)
r, *AyAz
W (Sx)
D _r, *AxAz
" (3y),
b _ T *AxAz
= (3y),
T, *AxAy
D= (82
I, *AxAy
(82)
S =S ,AxAyAz

D,=

D

b
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APPENDIX 2

TRI DIAGONAL MATRIX (TDM) ALGORITHM

The solution of the sets of discretized equations along a particular direction can be
obtained using Tri Diagonal Matrix Algorithm which is algebraically equivalent to the
Gaussian Elimination method. It requires computer storage and time proportional to
number of equations, NE, rather than NE® or NE* which is needed for other matrix
methods (Peacman and Rachford 1955, Spalding 1972 and Patankar 1980). However,
the diagonal element has to be the dominant element of the matrix and equations which
are arranged in a suitable form can only be solved. This counts for the pay-off of this

procedure. The details of the derivations are given as follows:

Consider the general discretized equation:

a,0p,=a,0.+3,, 0, +a0\+a0+a.0 +30,+S (A.1.17)

When this equation is swept along x direction (East to West) the contributions from
other directions are assumed to be known - say a constant "d" . Therefore the above

equation becomes:

ap¢p=ag o +ay ¢, +d (A.2.1)

Letting the grid " P * as I, its L.H.S and RH.S becomes 'i-1' and 'i+1' respectively as

shown below:

i-1 i i+1
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Having that in mind equation A.2.1. can be transformed as

a; ¢,=b, ¢, ,+c;, ¢0,,+0d, (A.2.2)

where:
a; is the value at P
bi is the value at E

C is the value at W

Moreover, these coefficients are constant for a particular sweep. Moving from the grid
point P to W in the forward direction a relation between the value at P to that at W can
be written as :

0=kt 1, (A.2.3)
Again k and I's are constants and letting i = i-1 in Eq. A.2.3
0, =K 0 +li, (A.2.4)
Using Equation A24 in A.2.2 and rearranging
0, {a,-bk_}=co,,+d;+b]
i.e.,
c, d+bl_,

q’i:{a -bk }‘biﬂJr a-bk

i i1 i i1 (A.2.5)
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Equation A.2.5 resembles equation A.2.3 where the new k and I's have different values as

follows:
k %
' a;-bk,,
| - dl + blli 1
i a, - bk, (A.2.6)

Equation (A.2.5 ) is a recurrence relation as it gives the values at'l' in terms of ‘i-1'.

Steps involved in the TDM are grouped as follows:

1) find the value of k1 and |1 by using ,i=1in Eq. A2.6

2) form the recurrence relations for various k & I's by letting i = 2,3,.... (n-1) and n (

where n Is the last grid node).

3) refering Eq. A.2.3, for the boundary nodei.e.,i=n, kn =0 and hence lo = O,

4) using the value of %, in Eq. A.2.3, solve for i = n-1, n-2,....3, 2, 1 which give the
values of ®n1r 902 "”¢1.

Same procedure can also be followed while moving along y and z directions. However, it

is understood that when one moves along y, it is assumed that
(aE¢E+ APyt A0+ Bgdp+ SL) is a known constant, whereas for the z
direction the term (aE¢E+ APyt APyt Bsbs + SL ) is assumed to be a known

constant.
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B
Cp
C.C,C.C.

dp

de, dw, dn, ds, dt,db
D

e, w,ns
E,W,N,S

EL

APPENDIX 3

LIST OF SYMBOLS AND NOTATION

hybrid difference scheme coefficient at node P
building width

mean pressure coefficient

turbulence model constants: 0.09,1.92,2.24,0.8
distance from node P to the solid boundary

proportionality factors for pressure correction
wall dissipation

velocity nodes surrounding P

scalar locations

constant used for log-log formula: 9.0

turbulence generation term

probe he:, it

building height

components in tensor notation

turbulence kinetic energy

constants: 0.27 and -0.47

turbulence kinetic energy at the edge and within VSL
turbulence kinetic energy at node F

Prandti's mixing length scale of turbulence
recirculation length from leeward side of the building
building length

modified rate of dissipation term

streamline co-ordinate

number of nodes surrounding P

number of equations
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NX, NY, N2

uv,w

[}
u, v, w

X,¥,Z

fotal nodes on x, y and z directions

fluid pressure
guessed pressure

pressure correction
radius of curvature of streamline

Reynolds number

imbalance in the conservation of mass
residual source

streamline co-ordinate

source term of the differential equation
constant used for discretation

linearized source term

shear strain

time

mean velocity components along x, y, z direction
fluctuating velocity components along x, y, z direction
velocity at gradient height

mean velocity along streamline coordinate
velocity at roof height

velocity vector

velocity at node P

friction velocity

velocity vector

Reynolds stress

distance along the co-ordinate axis
normalized wall distance

height of the boundary layer

power law exponent

constants: 1.5 and 0.6

rate of production of Reynolds stress
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Ty diffusion proportionality factor of ¢
ox,0y , 6z grid distances between nodes

8"/ Kronecker delta

At time step

Ax,Ay,Az cell dimensions

€ dissipation of turbulent kinetic energy
€s dissipation of turbulent kinetic energy within VSL
6 flow inclination to the x-axis

LY Von-Karman constant: 0.4

p density of the fluid

v kinematic viscosity

Vo kinematic viscosity at the edge of VSL
Vi turbulent viscosity

o variance

TwOe universal constants: 1.0, 1.3

w vorticity fluctuations

§ scalar vorticity

¢ dependent variable, i.e., u, v, w, k , €
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APPENDIX 4

COMPUTER CODE UTILIZATION

TWIST is developed to compute three - dimensional, turbulent wind effects on buildings.
Its present status is more suitable for further research than for commercial design
purposes. However, it can be well executed by researchers without prior knowledge of
the code. In this appendix instructions are presented to help the usage of TWIST. On
screen menus showing the necessary inputs from the user are listed in pages 237 to

239 and the used numerical values are given in Table A.4.1,

The first input needed by TWIST is the building dimensions. It is understood that all the
values are given either as full - scale dimensions (m) or as wind - tunnel values (cm).
TWIST can read a generated grid arrangement from a file or it can also create its own
grid system. For the latter, computational domain values (USD, DSD, DS, DT; ref: Fig.
A.4.1) and number of nodes on the building envelope are needed. For an example to get
approxmately 50,000 total nodes in the computation, one may use values as 8,4 and 7
for the NH (Number of nodes along the Height), NW (Number of nodes along the Width)
and NL (Number of nodes along the Length) respectively. Similary to get about
2,40,000 total nodes, the corresponding values of NH, NW and NL may be 10, 8 and 11
respectively. For the envelope, inputing the same number of nodes as the number of
pressure taps on the wind - tunnel model, may be helpful for future possible

comparisons.
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! *%% WELCOME TO TWIST**x# ||

DO YOU WANT SOME HELP WITH THIS PROGRAM
Y

H
B/2
L

BUILDING HEIGHT
BUILDING HALF WIDTH
BUILDING LENGTH

TYPE H,B/2,L
13.75 7.6 15.2
DO YOU WANT TO:

1) USE THE GRID GENERATION ROUTINE
2) READ THE GRID LOCATIONS FROM A FILE
1

USD = DISTANCE FROM BUILDING FRONT TO INLET OF GRID: (3L < USD < 12L)
DSD = DISTANCE FROM BUILDING BACK TO OUTLET OF GRID:(5L < DSD < 15L)
DS = DISTANCE FROM BUILDING SIDE TO SIDE OF GRID: (B < DS < 5B)
DT = DISTANCE FROM BUILDING TOP TO TOP OF GRID: (H < DT < 7H)

TYPE USD,DSD,DS,DT
100 200 40 90

NH = NUMBER OF GRID NODES ON THE BUILDING IN " z " DIRECTION
HW = NUMBER OF GRID NODES ON THE BUIDING 1IN " y " DIRECTION
NL = NUMBER OF GRID NODES ON THE BUILDING IN " x " DIRECTION

TYPE NH,NW,NL
EXAMPLE : TO GET TOTAL NODES AS 54,000 ; USE 8,4,7
TO GET TOTAL NODES AS 2,40,000; USE 10,8,11

8 4 9

NGF = NUMBER OF GRID NODES IN USD : NL < NGF < 2NL
NGB = NUMBER OF GRID NODES IN DSD : NL < NGB < 4NL
NGS = NUMBER OF GRID NODES IN DS ¢ NW < NGS < 2NW
NGT = NUMBER OF GRID NODES IN DT : NH < NGT < 2NH

TYPE NGF,HNGB,NGS,NGT
812 7 8

DGF = DISTANCE FROM BUILDING FRONT TO NEAREST GRID NODE
(L/10NL <DGF< L/2NL)

DGB = DISTANCE FROM BUILDING BACK TO NEAREST GRID NODE
(L/1ONL < DGB < L/2NL)

DGS = DISTANCE FROM BUILDING SIDE TO NEAREST GRID NODE
(W/20NW < DGS < B/4NW)
DGT = DISTANCE FROM THE BUILDING TOP TO NEAREST GRID NODE

(H/10NH < DGT < H/2NH)



TYPE DGF, DGB,DGS,DGT
0.51.0 0.5 0.5

DO YOU WANT STORE GRID DETAILS ?
Y

TYPE THE FILE NAME
GRID
DO YOU WANT :

1) CALCULATE THE INITIAL FLOW FIELD
2) READ THE INITIAL FLOW FIELD FROM A FILE

1
POWER LAW VELOCITY PROFILE

ALPHA POWER LAW EXPONENT,ZREF =
UREF VELOCITY AT GRADIENT HEIGHT

GRADIENT HEIGHT.

nn

TYPE ALPHA,ZREF,UREF
0.16 60.0 12.0

DO YOU TO STORE INITIAL FLOW FIELD
N

MAXIT = MAXIMUM NUMBER OF ITERATIONS
RESMAX = MAXIMUM NORMALIZED ERROR FOR CONVERGENCE
DIVERG = MINIMUM NORMALIZED ERROR FOR DIVERGENCE

TYPICAL VALUES 200, 0.2, 20.
TYPE MAXIT,RESMAX,DIVERG

200 0.2 20.0

Entre the output file name

The output file is unformatted.
numerical values.

EXAMPLE

Thanks for Waiting ..........

1 87996.39 42845.70 53371.41
35961.00 22113.08

1 1.000000 0.4869029 0.6065182
1.000000 1.000000

2 79601.56 32392.37 43326.24
48730.28 38269.38

2 0.9046003 0.3681102 0.4923639
1.355087 1.730621

3 65832.29 23711.75 32646.24
26732.04 21349.34

3 0.7481249 0.2694628 0.3709952
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Use "FORMAT" program to get

7976.111
1.000000
7073.164
0.8867936
6753.624

0.8467315




0.7433621 0.9654620
15 0.1995210 4.5448620E-02 9.3192644E-02 0.3660646
9.3228526E-02 0.106959)
16 16298.11 3342.137 7289.622 2762.448
2437.128 1615.002
22 0.1856031 3.4403604E-02 5.4187160E-02 0.2335499
6.7771427E~02 7.3033772E-02
23 16566.51 2915.535 4647.668 1778.448
2313.398 1584.961
23 0.1882635 3.3132438E~-02 5.2816574E-02 0.2229718
6.4330742E-02 7.1675263E-02
24 16618, 36 2727.798 4725.437 1717.520
2179.546 1543.186
24 0.1888528 3.0998977E~02 5.3700346E-02 0.2153330
6.0608599E-02 6.9786087E-02
25 16502.81 2546.433 4746.468 1653.814
2047.678 1500.272
25 0.1875397 2.8937927E-02 5.3%39346E-02 0.2073459
5.6941640E~02 6.7845426E~-02
26 16307.31 2407.319 4749.797 1585.560
1924.954 1465.121
26 0.1853179 2.7357023E-02 5.3977177E-02 0.1987886

5.3528935E-02 6.6255830E~02
FORTRAN STOP
$ EXIT
BASS job terminated at 5-SEP-1990 16:55:28.78

Accounting information:

Buffered 1/0 count: 88 Peak working set size: 2715
Direct 1/0 count: 154 Peak page file size: 14920
Page faults: 2754 Mounted volumes: 0
Charged CPU time: 0 00:25:33.78 Elapsed time: 0 00:29:12.79
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VARIABLE

INPUT VALUES

H, B/2, L

13.75, 7.6,15.2

usD, DSD, DS, DT

100, 200, 40, 90

NH, NW, NL 8,4,9

NGF, NGB, NGS, NGT 8,12,7,8

DGF, DGB, DGS, DGT 05,1.0,05,0.5

ALPHA, ZREF, UREF 0.16, 60.0, 12.0
200,0.2, 20

MAXIT, RESMAX, DIVERG

Table. A.4.1: Numerical Values for the Sample Input
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Fig. A.4.1: Parameters of the Computational Domain for Wind Flow Conditions

around Buildings
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The program also needs the number of velocity nodes on the computational domain for all

directions. Normally, more grid nodes (NGB) are used on DSD in comparison to the other

places. This will be useful to capture the recirculations and eddies. TWIST uses the

following equation for the calculation of nodes for each direction.

x direction: IMAX = 2"(NGF+NL+NGB+2),
y direction: JJIMAX = 2*(NW+NGS+2) and
z direction: KKMAX = 2*(NH+NGT+2).

For computations which require more than 100*100°100 (IIMAX*JJMAX*KKMAX)
nodes, the array dimensions has to be increased. This can be easily performed by
changing only the "INCLUDE" files without performing changes in the main program. To
make the grid distribution denser near solid boundaries, distances of the first grid node
from each surface are also needed (ref: Fig. A.4.2). During this inputing, TWIST

displays some constraints in order to calculate an optimum grid expansion factor.

A staggered grid arrangement is generated using the above parameters and it may be
stored in a file if needed, as listed in Table A.4.2. To compute the initial flow distribution
TWIST asks for the conventional parameters of power law velocity profile. These are the
power -law exponent value, the free stream velocity and the boundary layer height.
Calculated initial distributions can be stored in a file or the program activates Module 2
directly. The criteria for convergence are needed to terminate the iteration process.
TWIST displays a set of typical optimum values that are obtained based on the sensitivity

analysis carried out in this study.

Based on the above input conditions, the computation process is activated and error

levels for all six variables are calculated. The error of the first iteration is used for

242




Side view

Intet

Qutiet

Ground

/ Inlet

Plan uleuf

Side

Qutlet

Fig. A.4.2: Distance of the First Grid Node from Solid Boundaries
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normalization. For each iteration, both the normalized factors and the respectively
error levels are displayed. The presented test case converged after 26 iterations by
taking about a minute of CPU for each iteration. Converged parameters are stored in a
file for post -processing. Samples of the outputs for velocities (u, v, w), turbulence
properties ( k, &) and pressure (p) are respectively given in Table A.4.3, A44, A4.5,
A.4.6, A4.7, and A.4.8.

Fig. A.4.3 shows the various options available in Module 3. These are more user friendly
than the other two modules and hence easy to use. Examples of the post-processed figures
for grid (Fig. A.4.4), u-velocity contours (Fig. A.4.5), turbulence intensity contours
(Fig. A.4.6), velocity vectors (Fig. A.4.7) and computed pressure coefficients on the
building walls (Fig. A.4.8) have also been appended. Additional technical information for
TWIST is provided in Chapter 4, which contains the detailed description of the developed
code.
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