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ABSTRACT
Subway Station Diagnosis Index (SSDI):
A Condition Assessment Model

Nabil Semaan

Condition assessment of subway stations is a major issue facing public transit
authorities worldwide. In 2002, the Société de Transport de Montreal (STM)
valued its subway station replacement cost at 2.6 CAD Billions. While its stations
are becoming aged, the STM requires a rehabilitation budget of 643.6 CAD
Million between the year 2006 and 2010. Nevertheless, the STM lacks a planning
strategy reflecting this increase. The principal obstacle to the development of
effective planning strategies is the lack of condition assessment models of
subway stations.

This research develops a condition assessment model, the ‘Subway Station
Diagnosis Index (SSDI), and a scale. The SSDI model is used to diagnose a
specific subway station and assess its condition using an index (0 to 10). Based
on the SSDI, the condition scale describes the station’s condition state, its
deterioration level (%), and proposed consequent actions.

The new model identifies and evaluates the different functional/operational
criteria for subway stations; mainly structural, architectural, mechanical,
electrical, security and communications criteria. It uses specific decision analysis
tools in order to evaluate a ‘Functional Diagnosis Index’ -(FDI), and a global
‘Station Diagnosis Index’ (SDI). In other words, the SSDI model uses the
Analytical Hierarchy Process (AHP) in order to de{ermine the criteria weights. It

also utilizes the Preference Ranking Organization METHod of Enrichment

il
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Evaluation (PROMETHEE) in order to aggregate the multi-criteria. Finally, the
SSDI applies the Multi-Attribute Utility Theory (MAUT) to determine the FDI and
the SDI values.

Data were collected from experts through interviews, phone calls and
guestionnaires as well as STM inspection reports. The targeted interviewees
were transit authority experts in both Canada and U.S.A. Statistical and
sensitivity analyses were performed on the collected data. Analyses show that
structural and security/communication criteria are the most important (36.1% and
27.3%, respectively).

The newly developed model is applied to seven stations from the STM network.
Results show that these stations are deficient, with an average SDI of 4.4 out of
10. Ranking of the seven stations is compared to that of PROMETHEE, which
shows similar results. In addition, the SDI values are confirmed by STM
engineers with 80% agreement. This research is relevant to industry practitioners
(management, engineers, and field inspectors) and researchers, since it
develops, a multi-criteria condition assessment model and scale for subway

stations.

iv
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1 Introduction

1.1  Problem Statement and Research Motivation

The goals of every subway transit authority are to augment the level of reliability,
public safety, and achieve a better level of service. The goal behind these
objectives is to attract more users and to ensure their safety. The ‘Société de
Transport de Montréal’ (STM) has estimated the replacement value of its network
at 4.6 CAD Billion in 2002, out of which 2.6 (56.5%) CAD Billion are only
assigned to stations. Therefore, stations represent a major section of any subway
transit network. A significant number of subway stations are aging and hence
surpassing their functional life. If stations are showing serious deterioration, they
become unsafe to the public. In 2002, the STM estimated a maintenance budget
of 81 CAD Million in order to maintain the stations at a minimum level of repair.
According to the STM president, Mr. Pierre Vandelac, in an interview in La
Presse newspaper (2006), it was confirmed that the STM stations “will
deteriorate rapidly in the next five years, with a decrease in the level of public
safety, coupled with more metro stoppages”.

The major problem that faces STM and most transit authorities is the lack of
proper rehabilitation planning for their stations. This includes budget allocation,
investment plans, and financing. The lack of proper rehabilitation planning is
directly linked to the lack of assessment tools stations’ condition. Although transit
authorities have typical inspection reports, models for interpreting these reports

and assessing stations’ condition are not available. Previous research in this field
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has provided ranking methods for the stations, prioritizing stations for
rehabilitation, but these methods fail to provide a condition index (level of
deterioration) to each station. Therefore, there is an urgent need to develop an
index in order to assess the condition of subway stations, and rank them

according to a unified and universal scale.

1.2 Research Scope and Objectives

The research focuses on the functional condition assessment of subway stations,
which is applicable to any transit authority. The main objective of this research is
to develop a condition assessment model and scale for subway stations: the
Subway Station Diagnosis Index (SSDI). In order to fulfill this main objective, the
following sub-objectives are identified:

1. ldentify the functional/operational criteria.

2. Develop a model to evaluate the weights of these criteria.

3. Design a Station Diagnosis Index (SDI) and Functional Diagnosis Index

(FDI) models.
4. Perform sensitivity analysis for the elements of the developed model.

5. Develop an automated tool to implement the new developed model.

The new developed model has a key role in managing maintenance and repair
activities for subway stations. It is developed in such a manner that it is easy and

fast to implement.
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1.3 Methodology of the Research

The methodology adopted in this research is divided into four main steps, as

illustrated in Figure 1.1:

Model Development

AHP Lower, Upper MAUT
Method Boundaries Method
Criteria PROMETHEE Functional
' Multi-Criteria
H| erarchy MethOd Agg regati on
Criteria Functional Global Station
Weights Diagnosis index [— Diagnosis Index
FDI SDI
—

Data Collection Data Analysis
Criteria Criteria Critical Tolerance Statistical Sensitivity|
Weights | | Values Threshold] | Threshold Analysis Analysis

Model Application to STM
Output Sensitivity|
Analysis Analysis
Model Model Model
Input Application Output
PROMETHEE Qutput
Ranki Validation

Figure 1.1 Research Methodology
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I. Model development:

a. Define the criteria and their hierarchy.

b. Apply the Analytical Hierarchy Process (AHP) in order to evaluate
the criteria weights.

c. Apply the Preference Ranking Organization METHod of Enrichment
Evaluation (PROMETHEE) outranking method. PROMETHEE
results in a rank on an ordinal scale.

d. Introduce lower and upper limits. This transforms the floating
ranking of PROMETHEE into a rank between two absolute limits

e. Aggregate the functional multi-criteria according to the
PROMETHEE method and the two boundaries. This comprises the
use of the pseudo-criteria concept, which involves the Ciritical
Threshold and the Tolerance Threshold and a Generalized
Preference Function.

f. Evaluate the Functional Diagnosis Index (FDI) according to the
PROMETHEE method.

g. Apply the Multi-Attribute Utility Theory (MAUT) to FDI and evaluate
the global Station Diagnosis Index (SDI).

ll. Data Collection:

a. Collect criteria values and weights from inspection reports, and
guestionnaires, respectively.

b. Collect critical and tolerance thresholds from the same

questionnaires.
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[ll. Data Analysis:

a.

b.

Perform statistical and sensitivity analyses.

Revisit and complete the FDI and SDI condition scale tables.

IV. Model application to STM:

a.

Introduce the data collected in the SSDI model application as the
input.
Apply the SSDI model to seven STM stations.

Analyse the results of the SSDI model for the seven stations.

. Compare the ranking of the seven stations from the SSDI model to

the ranking from the PROMETHEE outranking method.
Perform sensitivity analysis.

Verify the SSDI model.

1.4 Thesis Overview

The thesis is divided into six chapters:

» The first chapter consists of the introduction.

» The second chapter is the literature review. It is divided into two parts. It

describes some of the existing condition assessment methods for different

transit authorities, as well as for bridges, pavement and underground

water pipes. In addition, it describes the different methods used in the

SSDI model concerning the decision analysis, chiefly AHP, PROMETHEE,

and MAUT.

= Chapter three illustrates, in detail, the SSDI model. It identifies and defines

the functional criteria of the model, and the corresponding hierarchy. This
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is followed by the evaluation of the criteria importance weights using AHP.
In addition, the mathematical process of PROMETHEE is described with
the introduction of the boundaries. This is followed by an evaluation of the
ranking procedure. Finally, using MAUT the evaluation procedure of
Diagnosis indices is performed. The chapter concludes with the SSDI
theory.

* Chapter four analyzes the data collected for the SSDI model. The data
were collected from questionnaires, interviews, phone calls, inspection
reports, and a description of the STM rehabilitation programs. The
collected data comprise the criteria weights, the Critical Threshold and the
Tolerance Threshold. This chapter also presents statistical and sensitivity
analyses.

» Chapter five comprises the application of the SSDI model to seven STM
stations, and an analysis of the results. A comparison to PROMETHEE is
performed and model verification is presented.

* Chapter six presents the SSDI model as an automated tool.

= The thesis ends with the conclusions and recommendations chapter.
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2 Literature Review

2.1 Condition Assessment Models for Transit System

Although metro stations in major cities worldwide are aging, a unified condition
assessment model has yet to be developed. Each transit authority, depending on
its need, developed preliminary rating methods according to their own
management plans. An overview of the condition assessment strategies is listed
in the following sections, for the most important cities in Canada, U.S.A. and

Europe.

2.1.1 Société de Transport de Montréal (STM)

The maintenance of STM stations is performed through a specialized team,
known as the ‘planification team’. This team connects between a maintenance
unit composed of different trade technicians and an engineering unit. It also runs
day-to-day minor inspections related to trades (architectural, plumbing,
mechanical, electrical, water, etc...) and planify the daily work of the
maintenance technicians unit. The engineering unit amends the bigger scale
inspection to outside consultants. It also designs, plans and coordinates with the
planification team for larger maintenance and/or renovation jobs. This
configuration of responsibilities can change from one year to another and
depends greatly on the decisions taken by the planification and engineering
teams.

The Montreal metro system is showing signs of aging, and needs proper

rehabilitation planning and execution. In the 1990’s, a program was implemented
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to renovate the old stations done in the 60’s only. This program was called
‘Réno-Stations I', and was managed solely by the engineering unit. Its main
purpose was the structural and architectural renovation of the stations. A ranking
was needed at this time, since the program included all stations. Another
program has started in 2005, which represents a continuation of ‘Reno-Station 1",
and is named ‘Réno-Station II'. This latter program consists of the renovation of
the remaining stations (24 in total). It is also mainly a structural/architectural
renovation work directed by the engineering unit only, and coordinated with the
planification team. It neither has a condition assessment procedure, nor ranking
norms between the different stations (Reno-Station report, 2005).
Simultaneously, another group in the STM runs a ‘Réno-Systémes’ program.
This program calls for the repair or replacement of all major equipment
(mechanical stairs) and systems directly related to operations (communication
and security systems). These systems are controlled in a centralized location,
where all information relating to underground network activities converge via a
communication system (Reno-Systémes report, 2004). On occasion, these two
programs interfere with each other, or conflict in the prioritization of their
rehabilitation plans. Hence, an important action in one program is delayed due to
a need for the implementation of another urgent job in the other program.

STM maintenance and operation planification is not based on any condition
assessment method, but simply a selection procedure depending solely on the
age of the station. In addition, the Ministry of Transportation of Quebec (MTQ)

has no condition assessment guideline for its metro systems.
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2.1.2 California Train Transit System (Cal Train)
The Cal Train transit system, inaugurated in 1864, is one of the oldest systems in
the United States. In the 1990’s Cal Train had set objectives to improve its
stations and thus initiate the station planning process. In 1994, Cal train has
developed a specific system for the evaluation of stations and ranking from
excellent to poor: (1) Excellent; (2) Good; (3) Average; (4) Below average; (5)
Poor.
The criteria used for the evaluation of the stations are:

i) Ease of access to and from the station.

i) Location of the station and proximity to amenities.

iii) Availability of parking capacities.

iv) Ability to use other modes of transportation.

V) Appearance and cleanliness of the stations.

vi) Physical and structural condition of the stations.

vii)  Public information, signs, telephones.

viii)  Ticket vending machines.

ix) Security.

X) Safety.
The evaluation method adopted was a weighted average of the criteria values

(Abu-Mallouh, 2001).
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2.1.3 Metropolitan Transit Authority of New York Transit (MTA NYCT)
The MTA NYCT was built in 1904. It is the largest transit authority in the eastern
United States (Abu-Mallouh, 2001). In 1995, the MTA NYCT faced many
problems with respect to some of its old stations, which forced it to re-evaluate
the aging infrastructure develop a ranking system for condition assessment.
Each station is ranked in order of priority, by allocating points to each of the
factors considered, depending on a rating system:

i) Structural conditions (up to 51 points).

ii) Daily usage (up to 25 points).

iii) Felonies (up to 2 points).

iv) Terminal station (up to 2 points).

V) Intermodal American Disabled Agreement ADA (up to 2 points).

vi) Automatic Fare Control AFC (up to 2 points).

vii)  Secured outside funding (up to 2 points).

viii)  Potential developer funding (up to 2 points).

iX) Point of interest (up to 2 points).
Points for each factor are added by for each station. The condition of the station
assignment depends on total points, as shown in Table 2.1 (Abu-Mallouh, 2001).

Table 2.1 MTA NYCT Stations Condition Point Allocation

Scale Condition Assignment Maximum Points
5 Severe deterioration 51
4 Deteriorated condition 41
3 Moderate deterioration 31
2 Minor deterioration 20
1 No repair required 0
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Abu-Mallouh (2001) improved the condition assessment point allocation model of
MTA NYCT, and developed a Model for Station Rehabilitation Planning (MSRP).
The MSRP considers functional factors (structural, mechanical, communications,
water condition, and safety) and social factors (daily usage, safety, and Level Of
Service). MSRP uses the Analytical Hierarchy Process (AHP) to assign weights
for each station, and then uses Integer Programming IP to optimize the fund
allocation for rehabilitation. Stations that have a certain weight and budget above
certain thresholds assigned by management are eligible for instant rehabilitation
(Abu-Mallouh, 2001). MSRP is a model for ranking the stations and not
evaluating an index for the station on a fixed condition scale. And since it
considers many factors, it is very lengthy to implement. Furthermore, Abu-
Mallouh’s application of MSRP in his research work was based on purely
fictitious data, and thus it was never validated nor applied to real life.

2.1.4 London Transport

In 1990, London Transit's main objective was to improve its system. It developed
the Key Performance Indicator (KPI), which evaluates the performance of the
station from the point of view of its customers (Tolliver, 1990). Surveys and
interviews were performed in order to obtain a direct evaluation of customer
satisfaction. Customers were asked to rate 23 items on a scale from 0 to 10,
based on the following criteria:

i) Cleanliness.

ii) Information services.
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iii) Information on trains, i.e. station services (ticket gates, ease of access
to platforms, buying a ticket and the degree of platform crowding.
iv) Safety and security.
V) Train services (crowding, journey time, smoothness of the ride...).
vi) Staff helpfulness and availability.
KPI is an overall weighted average of the 23 measures of evaluation based on

the user’s satisfaction (Abu-Mallouh, 2001).

2.1.5 Paris Rapid Transit Authority (RAPT)

In 1982, RAPT made a considerable effort in order to develop a selection
procedure of the stations that should be renovated. A study was delegated to
LAMSADE, University of Paris-Dauphine in France (Roy et al., 1986). The study
resulted in a selection procedure that used seven criteria:

i) Platform users.

i) Transit passengers.

iii) Coordination of works.

iv) Maintenance of wall and roof tiles.

V) Visual aspect of the station.

vi) Level of discomfort.

vii)  Environment (RAPT wish to favour stations in rapidly changing and

low-income areas).

LAMSADE used the ELECTRE Il decision support model and software to rank
the stations according to the criteria listed above (Roy et al. 1986). The result of

the study is again a rank and not a fixed index for condition assessment.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



13

2.2 Condition Assessment Models for Pavement

Pavement diagnosis and assessment as part of Decision Support System DSS
has been studied, developed and even established by authorities. The US army
corps of Engineers introduced the ‘Pavement Condition Index’ PCI, and it
received wide acceptance and has been formally adopted as standard procedure
by many highway agencies (Sinha and Knight, 2004).

The PCI is a numerical condition-rating index, ranging from 0 for a failed
pavement to 100 for a pavement in excellent condition. PCl is evaluated by
considering the degree of pavement deterioration, distress severity, and amount
of density of distress. Assigning one index that considers the three factors is
difficult since they are interconnected, so ‘deduct values’ are introduced. ‘Deduct
values’ are a type of weighting factor to account for efforts caused by the
combination of the three factors. The ‘deduct values’ are used to derive the PCI

(Shahin, 1994), (Sinha and Knight, 2004).

2.3 Condition Assessment Models for Bridges

The Condition assessment of bridge infrastructure has always been an integral
part of the ‘Bridge Management System’ (BMS). BMS has the purpose of
predicting: 1) future bridge conditions, 2) maintenance and improvement needs,
and 3) the state of bridge deterioration. The bridge condition assessment aims at
evaluating the degree of damage in the bridge components, and their effect in
the overall performance of the bridge (DeStephano, 1998). In the U.S.A., the

Federal HighWay Association FHWA in its ‘recording and coding guide’
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formulates a scale called the Sufficiency Rating (SR) (from 0 to 100 percent) for
the appraisal of selected structural and functional elements of each bridge.
Bridges with SR less or equal to 50% are considered for replacement or
rehabilitation, while bridges with SR between 50% and less or equal to 80% are
eligible for rehabilitation only (Infrastructure Condition Assessment, 1997). In this
bridge condition assessment system, the bridge is classified according to the
design type: steel girder, steel truss, monolithic concrete and separate concrete.
Each type is divided into different components: superstructure, substructure,
deck and wearing course. Afterwards, each component in turn comprises
different elements: a) wearing surface, b) deck elements; c) superstructure
(primary and secondary elements), d) substructure (abutments, piers, columns,
pier cap beam, etc.). Finally, for each these elements, a condition rating is
assigned as indicated in Table 2.2.

Table 2.2 Bridges Condition Rating

Condition Rating Description
10r2 Potentially hazardous
3 Serious deterioration
4 -
5 Minor deterioration
6 -
7 Excellent

Several models are used to combine the hierarchy of factors described above

with the Condition Rating, in order to produce the SR (DeStephano, 1998).
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2.4 Condition Assessment Models for Underground Pipes

The underground pipeline infrastructure is most susceptible to decay. This is due
to insufficient quality control, little inspection and maintenance and a general lack
of uniformity and improvement in design, construction, and operation practices
(Yan and Vairavamoorthy, 2004). The main constraint in pipeline infrastructure is
that reconstruction of a piping system is not financially realistic. And for this
reason, research concentrated in developing a system of monitoring the
condition of underground pipes. Therefore, reliable cost-effective pipeline
assessment methods are a must in order to develop long-term cost effective
maintenance and repair programs (Infrastructure Condition Assessment, 1997).
After the inspection, an assessment is done and then a condition rate is assigned
to each pipe. The goal of a condition rating system is to objectively rate, by
means of a scoring system the current condition of pipelines. It may seem easy,
but it is not the case, since a standard procedure has not been developed (as in
the case of pavement). An attempt has been made at the Center for Advanced
Trenchless Technology, CCATT, to develop a rating system for the municipal
sewer system. The CCATT rated the sewer condition based on general defect
criteria including crack pattern (transverse or longitudinal, minor or major), joint
conditions (minor, major, or multiple), lateral conditions and structural defects
(sagging, collapsing, or crushed).

Yan and Vairavamoorty (2004) developed a procedure to screen the conditions

of pipelines using Fuzzy Set theory (Zadeh, 1965). The criteria used in their
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model were: 1) piping age; 2) pipe diameter; 3) pipe material; 4) road loading; 5)
soil condition; and 6) surroundings.

Al-Bargawi and Zayed (2006) developed another condition assessment model,
using an Artificial Neural Network (NeuroShell software), applied to water mains
in Canada. The authors used 8 factors similar to the above: 1) type of soil; 2)
type of road surface, 3) pipe cover, 4) pipe diameter, 5) pipe material, 6) pipe
age, 7) number of breaks, and 8) the C-factor. His work resulted in a pipe

condition scale table.

2.5 Multi-Criteria Decision Analysis Tools

The Multi-Criteria Decision Making (MCDM) process consists of the following
(Fulop, 2004):

1. Identifying the problem.

2. Establishing the goal.

3. ldentifying the function-based factors or criteria.

4. Establishing the rules or choosing the most appropriate mathematical
Multi-Criteria Decision Analysis (MCDA) tool that best aggregates the
criteria with the goal.

5. Validating the solution adopted.

This Multi Criteria Decision Making (MCDM) process is not always simple. The
complex process of decision aiding goes beyond pure mathematics. It aims at
comprehensive support in order to reveal the subjective preferences between
distinct criteria scores. This underlying subjectivity is naturally beyond a strictly

logical or mathematical analysis (Geldermann and Rentz, 2000). Figure 2.1
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presents the different trends of Multi Criteria evaluation methods depending on

the criteria aggregation procedure (Petrie et al. 2006).

MCDA Evaluation methods
MCDA Aggregation Procedures

i
Elementary Unique Synthesis Outranking Interactive
Criterion
Weighted Sum MAUT PROMETHEE | Goal Programming
MAVT PROMETHEE Il Archimedean
Pre-emptive
Min-Max
Lexicographic Utility Theory Additive UTA ELECTRE | STEM
ELECTRE Il
ELECTRE lii
ELECTRE IV
Conjuctive | | AHP | | ELECTE TR [ IMGP
Disjunctive Simple Multiattribute MELCHION PRIAM
Rating Technique SMART
Maxmin Technique for Order by ORESTE Etc...
Similarity to Ideal
Solution TOPSIS
Etc.. Fuzzy Weighted REGIME
Sum
Fuzzy MaxMin ETC...

Figure 2.1 Schools of MCDA

Recent research has been done on MCDA tools, including Multi Attribute Utility
Theory, Outranking methods, Fuzzy set theory outranking methods, Neural
Network methods and statistical methods. This thesis concentrates on the Multi

Attribute Utility Theory (MAUT), the Analytical Hierarchy Process (AHP), and
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PROMETHEE Il (Preference Ranking Organization METHod of Enrichment
Evaluation).

According to researchers (Geldermann and Rentz 2000; Kangas et al. 2001;
Vincke 1992; Doumpos and Zopounidis 2002; Belton and Stewart 2002), two
philosophies are being distinguished for MCDA, the North American School, and
the European school. The North American school assumes that the decision
maker has an exact conception about the utility of the scores and the weights of
the different criteria, which are to be discovered and to be interpreted by the
means of decision support. Well-known approaches are the Multi Attribute Utility
Theory MAUT, the Multi attribute Value Theory MAVT, first developed by Keeny
and Raifa (1976), and the Analytical Hierarchy Process (AHP) first developed by
Saaty (1980). On the other hand, the European school supposes that the
preferences are not apparent to the decision maker. Therefore, decision support
is necessary for structuring the decision situation and for giving insight into the
consequences of different weightings in the decision problem. The emphasis
here is on the recognition of the limits of objectivity. Thus, the researcher should
help to build a value judgement model by seeking working hypotheses for making
recommendations. The method PROMETHEE is among the most prominent
examples for this philosophy.

The formation and the existence of these two philosophical schools is often
subject of fierce discussion, mainly because researchers have not been able to
agree on a shared view about a philosophical ‘correct’ method of modelling

human value judgement. It has been stated that without a generally accepted

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



19

paradigm, there are only competing schools and sub-schools, where each
researcher feels obliged to build up his work from anew, from the foundation
(Tompkins, 2003). In addition, cross-cultural differences in management and
decision styles are given as a reason for the formation of the different schools of

MCDA.

2.5.1 European School of MCDA: Outranking Methods

As an outcome of the European school, outranking methods serve as one
alternative for approaching complex MCDA procedures. Outranking is based on
the degree of dominance of one alternative over another. In outranking methods,
it is not necessary to assume that a utility function exists, or that it can be
described with in a certain functional form. The main question is whether there is
enough information to state that one alternative is at least as good as another.
Outranking takes into account that preferences are not constant in time, or are
unambiguous, and are independent of the process of analysis. Therefore,
outranking could be thus defined: alternative a; outranks ay, if there is a
sufficiently strong argument in favour of the assertion that a; is as good as a,
from the decision maker's point of view. Accordingly, the outranking relation is
the result of pairwise comparison between the alternatives with regard to each
criterion. The ability to deal with uncertain and fuzzy information is an
indisputable advantage of outranking methods. The criteria are treated as so
called pseudo-criteria (Brans et al. 1986; Hokkanen and Salminen 1997). The
values of the pseudo-criteria may be descriptive and/or quantitative, thus

containing uncertainty or fuzziness. The pseudo-criteria can be evaluated either
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by probability distributions (random variation) or fuzzy zones (uncertainty due to
ignorance, etc). In order to reflect this concept of pseudo-criteria, European
researchers defined two thresholds for each criterion, the indifference and the
preference thresholds. The Indifference Threshold for any criterion is a difference
beneath which the decision maker is indifferent between two management
alternatives. The Preference Threshold for any criterion is a difference above
which the decision maker strongly prefers one management alternative to
another. Between these two thresholds, there is a zone where the decision
maker hesitates between ‘indifference’ and ‘strong preference’, therefore creating
a zone of weak preference (Kangas et al. 2001).

Outranking methods have many limitations, especially when dealing with the
techniques by which the preference information is calculated, which are
complicated and hard to explain to non-specialists. In addition, as with many of
MCDA tools, rank reversal is a common problem associated with outranking
methods. Nevertheless, flexibility and ease of use, coupled with an
understanding of the method, and interpretation of the results, are important
qualities of these methods. The outranking method PROMETHEE offers a means

of MCDA characterised by simplicity and clarity to the decision maker.

2.5.2 PROMETHEE Method

The Preference Ranking Organization METHod of Enrichment Evaluation
(PROMETHEE) technique, developed by Brans and Mareschal (1986), belongs
to the class of outranking approaches. It is one of the best-known and most

widely applied outranking method because it follows a transparent computational
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procedure and can be easily understood by actors and decision makers. This is

evident by its widespread use in decision-making situations in Europe (Hyde et

al. 2003) such as assessing water resource management problems (Abu-Taleb

and Mareschal, 1995; Al-Kloub et al. 1997; Al-Rashdan et al., 1999; Al-Shemmeri

et al.,

1997; Ozelkan and Duckstein, 1996; Raju et al., 2000; Raju and Pillai,

1999), energy planning (Georgopolou et al. 1998; Haralambopoulos and

Polatidis, 2003), and waste management (Hokkanen and Salminen, 1997).

The MCDA process utilizing the PROMETHEE technique has the following

sequence:

1.

Identifying decision makers (final decision makers), actors (people
involved in the decision analysis process), and stakeholders (anyone who
might be affected by the decision).

Selecting criteria.

Formulating management alternatives.

Weighting the criteria.

Assessing the performance of alternatives against the criteria.

Selecting a generalized preference function and associated indifference
and preference thresholds for each criterion.

Applying PROMETHEE aggregation of criteria.

. Analysis of results and making the final decision.

The foremost difference between the PROMETHEE method and other outranking

MCDA techniques is the utilization of generalized preference functions. Figure

2.2 shows an outline of the PROMETHEE method. The PROMETHEE outranking
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method allows only the ranking of the alternatives according to their strength

(best or worst condition) relative to each other, thus provides a ranking solution

not on a final ordinal scale.

PROMETHEE
Method

/
Criteria

]

Hierarchy

Criteria ’ Pseudo-Criteria ’
Weights
Criteria Criteria
Thresholds gpf

!

Multi-Criteria
Aggregation

!

Multi-Criteria

" | Preference Index

Net Flows

Y
Ranking

of
Alternatives

Figure 2.2 PROMETHEE Outline
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2.5.21 Definition of the decision makers and actors.
The decision makers consist of management group or individual. The actors
consist of the engineers, inspectors and the decision analysts, in the case of a

condition assessment, for example.

2.5.2.2 Selection of criteria.

The criteria (C;, i = No. of criteria = 1...n; n= total No. of criteria) are all the factors
that affect the decision or choice of alternatives. The management and/or the
actors select them by analysing the physical aspects of the problem.

A hierarchy of the criteria is the best way to present the different aspects in the
decision problem, i.e. to build a hierarchy table of upper level criteria and lower

level sub-criteria, as illustrated in Figure 2.3.

Criteri
a

Sub-Criteria

Sub-Sub-Criteria

Figure 2.3 Criteria Hierarchy
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25.23 Formulation of the management alternatives.

The alternatives A; (j= No. of alternatives = 1...k...m; m=Total no. of alternatives)
are set by the management itself. The alternatives indicate the different solutions
to the problem.

25.24 Evaluation of the weights of the criteria.

The importance weight of each criterion W; [C; (A;)] can be directly assigned
either by the decision makers (management) themselves or by some of the
actors (engineers, inspectors, or decision analysts). Brans and Mareschal (1986),
the researchers behind the PROMETHEE, did not specify any definite method to
evaluate the weights. Nevertheless, their only condition was that the sum of the

weights, for a given alternative A;, should always be a unity, as in Equation 2.1:

n

> WG (A)] =1 (2.1)

i
The literature provides several ways to evaluate weights. Hokkanen and
Salminen (1997), who worked intensively with PROMETHEE, suggest assigning
a score from 1 to 7 to the criteria. The least important criterion has a score of 1,
and the rest are assigned scores relative to the least. The scores are then
divided into their sum, in order to normalize the raw weights.

Roberts and Goodwin (2002) have summarized their extensive research on
weight elicitation in decision-making, and have found three main streams. The
first is the direct rating method, developed by Von Winterfeldt and Edwards
(1986). It uses a ‘direct numerical ratio judgement of relative criterion
importance’. There are number of ways of implementing this method; one of

them is the scale 1 to 7 proposed by Hokkanen and Salminen. An alternative
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approach involves arbitrarily assigning a raw weight of 100 to the criterion where
switching from the worst to the best on that criterion is most desirable. The
desirability of making similar worst-to-best switches on each of the other criteria
is then assessed relative to this, yielding raw weights on a scale with a maximum
of 100. Finally, the weights are normalized to sum to either 1 or 100 (Goodwin
and Wright 1998).

The second method consists of point allocation. Here, the decision maker has a
‘budget’ of points to allocate between the criteria in a way that reflects their
relative importance. For example, the decision maker may be asked to allocate
100 points between the five criteria that are relevant to a particular decision.
Clearly, in this method, there is no need to normalize the weights since the sum
of 100 is already prescribed. Doyle et al. (1997) declared that the point allocaﬁon
method is a more difficult task since it is easier to take 100 as the weight for the
most important criterion and then allocate weights relative to this 100 starting
point as the weight of successive criteria. Doyle et al. (1997) pointed out that
although this method of determining weights and the direct rating method would
seem to be minor variants of each other, in practice they produce different
profiles of decision weights, a result that surprised Jia et al. (1998).

The third method is the rank ordering of criteria. Baron and Barrett (1996) proved
that evaluating weights is not an exact science, but the weights generated by
most of the methods previously used are influenced by the method itself, and
hence there is no way of directly identifying the ‘true’ weights. They argued that

decision makers are more comfortable in ranking the importance of the criteria
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rather than assigning weights. This has led to the development of a number of
methods that allow for importance ranking to be translated into ‘surrogate’
weights. These methods include the ‘Rank Order Centroid (ROCY, the ‘Rank
Sum (RS), and the ‘Rank Reciprocal (RR)’ weights. In all three methods (ROC,
RS, RR) the weight is a function of the reciprocal of both the rank and the total
number of criteria (Roberts and Goodwin 2002).

Kangas et al. (2001) and Macharis et al. (2004) are the sole researchers who
indicated that weights incorporated in the PROMETHEE outranking method,
could be evaluated using the Analytical Hierarchy Process AHP. Nevertheless,
they did not present a real application. Macharis et al. (2004) noted that AHP
may be used to evaluate the criteria weights for the PROMETHEE method as
long as the pairwise comparison matrices are consistent, and the whole decision-
making problem is defined in a hierarchical model.

25.25 Evaluation of the criteria.

The PROMETHEE method gives the freedom to evaluate the criteria (or the
performance of the criteria) in any available manner (Fernandez-Castro and
Jimenez, 2005). Thus the evaluation can be quantitative for objective criteria, i.e.
using expert formulae and/or field test results. It can be also a qualitative
evaluation for subjective criteria. So the actor here has the freedom to evaluate
the subjective criteria using Fuzzy Set theory, developed by Zadeh (1965).
There exists a significant difficulty in the estimation of the required qualitative
criteria. The Fuzzy Set theory, as developed by Zadeh (1965), allows the

representation of a qualitative description in a quantitative fashion. Zadeh (1965)
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demonstrated a remarkable method of dealing with vague and approximate
situations when he identified classes of objects, which may not be
compartmentalized into watertight sections. Zadeh called such sets ‘Fuzzy’, and
defined them as those sets “which have a continuum of grades of membership
ranging between zero and one”. Goumas and Lygerou (1998) introduced the use
of Fuzzy Set Theory in the evaluation of the criteria using the PROMETHEE
outranking method. They proved that subjective criteria can be defined as a fuzzy
number and then in order to use it in PROMETHEE, it needs only to be de-
“fuzzified”, using proper methods in Fuzzy Set Theory. The use of the Yager
(1981) Index is strongly suggested.
The actor may also use a scale to measure the performance of subjective
criteria, and this method is powerful for field inspection. It is important to note that
PROMETHEE allows for the use of different means of criteria evaluation in one
decision-making model. And this is viewed as an advantage, since it leaves the
actors the freedom and flexibility to use available simple input for every criterion
separately.
2.5.2.6 Evaluation of the pseudo-criteria.
The PROMETHEE method uses the concept of pseudo-criteria. This concept
consists in transforming the true criteria performance into pseudo-criteria. This
concept is used in the outranking method, in order to take into account the three
following phenomena that affect the criteria performance value:

1. Imprecision: because of the difficulty of determining the value, even in the

absence of random fluctuation.
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2. Indetermination: because its method of evaluation results from a relatively
arbitrary choice between several possible definitions.

3. Uncertainty: because the value involved varies with time.
Various solutions exist for modeling any one of these phenomena, including
probability distributions, interval of confidence and fuzzy numbers. The concept
of the pseudo-criterion and its two thresholds allow all three phenomena to be
taken into account (Roy 1987). Pseudo-Criteria principle enhances the
preference or performance when comparing each criterion between two
alternatives (A; and Ax). And this is translated mathematically in PROMETHEE
into a preference threshold, an indifference threshold and a general preference
function.
PROMETHEE considers the simplest method in comparing the same criterion for

two alternatives, by taking their difference defined in Equations 2.2a and 2.2b:

AC = Ci(Aj) - Ci(Ak) (2.23)
Or more generally AC =min [C; (A)), Ci (A)] (2.2b)

The preference threshold ‘p; (C;)’ points to the limit where the value of the criteria
Ci in alternative A; is strictly preferred over the value of the same criteria C; in
alternative A, defined in Equation 2.3:

Ci(Ay) - Ci(AW) 2 pi (Ci) (2.3)
Means that A; is strictly or strongly preferred to Ak regarding the criterion C; only.
The indifference threshold ‘q; (C;)’ points to the limit where the value of the criteria
Ci in alternative A; is strictly indifferent to the value of the same criteria C; in

station Ay, defined in Equation 2.4:
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Ci(A)) - Ci(Ax) = g (Ci) (2.4)

Means that A is strictly indifferent to A, regarding the criterion C; only.
Now p; and q; are related in a mathematical function expressing the preference
model. The purpose of the function is to facilitate the inclusion of the inherent
uncertainty in the criteria performance values in the decision analysis process.
However, the selection of the function for each criterion is a complex and
ambiguous task for decision makers and actors and therefore adds another
element of uncertainty into the decision analysis process. Thus the generalized
preference function gpf [C; (A)] can be defined for any set of criteria either fuzzy
or crisp as follows (Goumas and Lygerou, 1998):
A. For a general fuzzy definition where C; is a fuzzy set of criteria:

*  Foryin C;set; gpf [x,y] is a non-deceasing membership function of x

. For x in C; set; gpf [x,y] is a non-increasing membership function of x

. For z in C; set; gpf [z,Z] = 1
Thus, gpf [C] is a reflexive, complete, semi-transitive fuzzy semi-order, and every
a-cut of gpf [Ci] is a crisp semi-order (Fodor, 2000) and the general formula

would be in Equation (2.5) and shown in Figure 2.4:

0t [C(A) CilA]= P(CA) = MIn[C(Ax) - C(A), p(C(A))]
” P(C{A;)) - min[Ci(Ax) - Ci(A), i Ci{A7))]

(2.5)

Where j and k from 1 to m; m = total No. of stations
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PXA)

[PALAK). _ P(Aj,Ak)=P(Ak,Aj) —~— PAKA)__

T : T % T T # anll
Ci(Ak)-pi Ci(AK)-gi  Ci(Ak)  Ci(Ak)+qi Ci(Ak)*pi  Ci(Aj)

Figure 2.4 Generalized Preference Function

B. For a crisp set of criteria, Brans (1986) has developed 6 types (or 6 forms) of
general preference functions (Figure 2.5) that represent most of the
preferences types in decision-making, and left for the actor to decide which
best apply to a specific criterion, and even the flexibility for the actor to create

his own general preference function (Geldermann and Rentz 2000).

P(A) P(A) P(A}
S, e
[ AC 0 + = AC 0 + ac
q P
Type 1 Type 2 Type 3
Usual Criterion Quasi-Criterion Pseudo Gaussian

with Linear Preference

P(A) P(A} P(A)
o4 4 ac 0 AC [ AC
q P q P o
Type 4 Type 5 Type 6
Level Pseudo-Criterion with Pseudo Gaussian
Pseudo-Criterion Linear Preference and Criterion

Indifference Area

Figure 2.5 Types of gpf
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The preferences are defined as follows:

P = Strong Preference; A« P A; = A strictly preferred to A;

Q = Weak Preference; Ak Q A; = Ak is just slightly better than A,
| = Indifference; Akl A= A is as good as A;

Thus, the general performance function is defined in Equation 2.6:
PIC(AAN = [ 1 T CA)C(A)ZD(C) =  APA

< 0 if ClA)-C(A) S a(C) =  AWIA

gnf [Ci(A)-Ci(A))]  otherwise = AQA; (2.6)

It should be noted that the type 1 and type 3 gpf could also be modelled by
customising the type 5 gpf, setting the parameters p and/or q equal to zero. With
p=0#0, also the type 2 (Quasi-Criterion) could be modelled. o in type 6 stands for

the standard deviation.

2.5.2.7 Aggregation of criteria in PROMETHEE.
PROMETHEE performs a pairwise aggregation of the criteria between the
alternatives. Hence, a P[Ci(A;A«)] is calculated for every criteria, and then a

multi-criteria preference index (IT) is evaluated as per Equations (2.7) and (2.8):

AL Ad= S Wi. P(A, AY 2.7)

i=1
Where 0sIZ[A;, Ad<s 1 (2.8)
The multi-criteria preference index considers the weighted preference of
alternative A, to alternative A, in regards to all the criteria.
From the multi-criteria preference index, a measure of the strength of alternative

A;j to all other alternatives is evaluated, indicating how much alternative A; is
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preferred to all the others, (i.e. the leaving flow @ (A))). Similarly, a measure of
the weakness of alternative A; to all the other alternatives is also calculated, (i.e.
the entering flow @ (A)). Figure 2.6 describes the entering and leaving flows.
And Equations (2.9) and (2.10) define the formulae of the flows.

The leaving flow measures the strength of A;:

o (A)= Y TIAAJ (2.9)

j=1

The entering flow measures the weakness of A;:

O (A)=3 TTAA] (2.10)

=1

.

Where m = total number of alternatives

Thus, the net flow is defined in Equation (2.11):

O™ (A) = D* (A) - D (A) (2.11)
® ®
m (A],Ak @ @ @ T{Ak,A m
@b @b
Leaving Flow Entering Flow

Figure 2.6 Flow Diagram

The calculation of both, the Multi-Criteria Preference Index and the flows, can be

tabulated in Table 2.3 in a matrix form for easier representation.
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Table 2.3 PROMETHEE Aggregation Table Format

A1 Aj Ak Am (D+
A 0 TI(A1,A) T1(A1,Ax) TI(A1,Am) [ Z=0"(Aq)
A | TI(ALA) 0 TI(A; Ax) (A, An) | Z=0"(A)
Ax | TI(Ak,A1) IT(AA) 0 II(Ak,Am) || Z=D"(Ax)
Anm H(Am A ) H(Am ,Aj) H(Am,Ak) 0 z"=CD+(Am)
O | Z=0(A) S=0(A) T=0(AY) S=0(Am)

Where A = Alternatives.

ITA,A) = Multi-criteria preference index.

@'(A) = Leaving flow = Sum of rows of the matrix.

@D (Am) = Entering flow = Sum of Columns of the matrix.

2.5.2.8

Ranking of alternatives.

33

PROMETHEE finally ranks the alternatives according to the flows. Two methods

were developed by Brans and Mareschal (1986): PROMETHEE | and

PROMETHEE Il. PROMETHEE | allows for a partial ranking of alternatives when

the ranking is performed with the leaving flow ®* only. While PROMETHEE Il

ranks the alternatives according to the net flow ®" as in Equation 2.12, this

results in a unique ranking and not a partial one.
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PROMETHEE | allows two alternatives to have the same rank, whereas
PROMETHEE |l attributes a sole rank to each alternative as illustrated in Figure

2.7.

Partial Ranking
PROMETHEE |

2

1 3 4 5 6 7
Full Ranking

PROMETHEE ||

Figure 2.7 PROMETHEE Ranking

2.5.2.9 Remarks on PROMETHEE method.

The following are some general remarks on the PROMETHEE outranking

method, underlying some of its advantages and disadvantages.

* The PROMETHEE outranking method is a very flexible, simple and
transparent tool to rank alternatives. However, it does not provide an ordinal
or fixed-scale final condition of the alternatives. The method result is a rank of
the alternatives from best to worst or vice versa (depending on the criteria
measurement). Hence, the rank is not an absolute one and is not a fixed
measure of the status of the alternative. Thus PROMETHEE is useful in

prioritization of the alternatives only.
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* One of its advantages is that it indicates at the end of the analysis the
strength and weakness of the alternative. The net flow is a term not found in
most, if not all of the MCDA methods.

* PROMETHEE also has no limitations in the evaluation of the criteria. Hence
any scientific method may be used for the evaluation.

* PROMETHEE considers uncertainty both in the performance and preference

of the criteria by transforming them into pseudo-criteria.

2.5.3 The North-American school: Multi Attribute Utility Theory

The Multi Attribute Utility Theory (MAUT) is one of the most widely applied multi-
criteria methods. Although it most represents the North American school of
decision analysis, its origin is Anglo-Saxon (Vincke and al. 1992). From even the
early stages of the MCDA field, MAUT has been one of the cornerstones of the
development of MCDA and its practical implementation. Directly or indirectly all
other MCDA approaches employ the concepts introduced by MAUT (Doumpos

and Zopounidis 2002).

2.5.3.1 Principles of MAUT

MAUT is based on developing a utility function representing the decision maker's
system of preferences. The theory is founded on the following fundamental
axiom: any decision maker attempts unconsciously (or implicitly) to maximize
some function ‘U’ aggregating all the different points of view which are taken into
account. In other words, if the decision maker is asked about preferences, his
answers will be coherent with a certain unknown function U, which has a general

form of Equation (2.13)
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U=U (C4, Ca,..., Cn) (2.13)
Where m = total No. of alternatives, and C are the criteria involved in the
decision-making problem.

The role of the researcher is to try to estimate that function by asking the
decision maker some well-known chosen questions. Essentially two types of
problems are studied in the frame of this theory:

1. What properties must the decision maker’s preferences fulfil in order to be
able to represent them by a function U with a given analytical from
(additive, multiplicative, mixed, etc.)?

2. How can such functions be built and how can the parameters to be
chosen in an analytical form be estimated?

It is also important to insist on that utility theory concerns functions of criteria
based on true criteria. At present, very little research has considered
generalizations to other types of criteria such as a fuzzy set of criteria or pseudo-

criteria. (Roy and Bouyssou 1987).

2.5.3.2 MAUT functions
Generally, the utility function is either a non-linear or a linear function defined on
the criteria space, such that:
U(A1) > U(A2) & A1 > Az (alternative A, is preferred to A;)
U(A1) = U(A2) & A1 = Az (alternative A, is indifferent to A,)
The simplest (and most commonly used) analytical form is the additive form, as

shown in equation (2.14):

U(A)= 2 ulC(A)] (2.14)

n
i=1
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Where n = total no. of criteria

Weights of criteria can also be included in the function, as in Equations (2.15)

and (2.16):
U@A) =S W [Ci(A)] (2.15)
i=1
U (A) = Wr.ur (C1) + Wa.Uz (Ca) +...4+ Wa.tn (Cn) (2.16)

The u;are strictly increasing real functions (their only purpose is to transform the
criteria in order for them to follow the same scale: this avoids problems of units
and ensures that the summation makes sense). The main assumption underlying
the use of the additive utility function involves the mutual preferential
independence condition of the evaluation criteria, described in Equation 2.17;
If Ci(A)=Ci(B)
Gi(C)=Ci (D)
And GC;i(A)=GC;(C)
Ci(B)=Ci (D)
Then U(A)-U(B)=U(C)-U (D) (2.17)
i.e. Aispreferred to B « C s preferred to D.
Where A, B, C, and D are various alternatives.
The global utility of the alternatives, estimated on the basis of the developed
utility function, constitutes an index used for choice, ranking or classification
purposes. This index can be represented on an ordinal scale (depending on the

global utility), and this is the real power of MAUT.
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The weights included in the MAUT function can be evaluated using several tools,
either by the tools described in the PROMETHEE method, or by probabilistic
modelling, or by simulation (Etezadi-Amoli et al. 1983).

The additive model can be mathematically transformed into a multiplicative one,
in Equations 2.18 and 2.19:

U (A)=e'® (2.18)

Thus U (A)=ﬁ u'i (Gi (A)) (2.19)

i=1
The multiplicative utility function is efficient when a critical criterion dominates the

decision.

25.3.3 Trade-off points
Other forms of global utility functions can also be constructed depending on the
nature, representation and type of the decision-making problem, alternatives and
criteria. The most difficult task in the MAUT is to choose the utility function, and
researchers have developed miscellaneous methods to build the function (mainly
the additive one). All of these methods are based on defining criteria trade-off
points (maximum Cpax, minimum Cp,i,, middle point Cyqg, etc.).
Three general and widely known methods will be indicated; other methods can
be derived from these three.

1. Method 1:
Ask the decision maker to determine the state Cpgs to be considered midpoint of
Cmax and Cmin, then state Cpig2 midpoint of Cpin and Crigr, and Crigz midpoint of

Cmigr and Cpax, and so on. We get, in Equation 2.20:
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( U (Cmid1) =V2 {U (Cmin) +U (Cmax)}
U (Cmigz) = V2 {U (Cpin) + U (Cpnig1)}
U (Ciga) = V2 {U (Ciig) + U (Crmax)}

L (2.20)
2. Method 2:
The decision maker is asked to determine state C; such that he considers it
equivalent to:
= Obtain C;
* Obtain Cnin with probability %2 and Cpax With probability 2.
Therefore, in Equation 2.21:
U (Ci) = %2 {U (Cmin) + U (Crmax)} (2.21)
Thus, this continues with (Cpin, C)), with (C;, Cirax)-
3. Method 3:
The decision maker is asked to determine the state C; (p) such that he considers
it equivalent to:
» Obtain C; (p);
* Obtain Cpmin with probability ‘0’ and Cpax With probability ‘7-p”.
Therefore, in Equation 2.22:

U(Ci) =p . U (Cmin) + (1-p) . U (Crax) (2.22)

Figure 2.8 shows general forms of MAUT functions
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Figure 2.8 General Form of MAUT Functions

2534 Multi-Attribute Value Theory MAVT

A simpler form of MAUT is the Multi-Attribute Value Theory (MAVT). The MAVT
utilizes the same principles of the utility theory, save that the criteria are
evaluated on an ordinal scale (criteria performance), and hence the value
function is evaluated also on the same scale. Value function methods synthesize
assessments of the performance of alternatives against individual criteria,
together with inter-criteria information reflecting the relative importance of the
different criteria, to give an overall evaluation of each alternative indicative of the
decision maker preferences.

The general form of MAVT is defined in Equation (2.23):

VI(A)= ), Wivi[Ci(A)] (2.23)

n
i=1
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2.5.3.5 Remarks on MAUT and MAVT

The following are some remarks on the MAUT, indicating some advantages and

disadvantages:

Several theoretical and empirical studies have shown that the additive model
provides a reasonable approximation to the ‘true’ aggregate utility function
even if additive utility independence does not hold (Lam et al. 1997).

The MAUT and MAVT are widely used and powerful, since it gives a
measurable decision. MAUT is normative in nature in that it tells the user
what should be done, based upon measurements of utility for different criteria,
alone or in combination.

The theory is not descriptive, in the sense that it does not provide a good
prediction or approximation of actual behaviour, but it has the advantage that
it does allow experimental testing of the theory itself (Vignaux 2005).
Imprecision in MAUT parameters can be attributed to assessment errors as
well as to vague and ambiguous preferences (Lam et al. 1997).

MAUT can consider uncertainty in the model if a probability can be introduced
in the function.

MAUT is based on using a common scale of local to global utility, and this

could be used in some decision-making problems a constraint.

2.5.4 The Analytical Hierarchy Process

The Analytical Hierarchy Process (AHP) is one of the methods based on the

MAUT. The AHP developed at the Wharton School of business by Thomas Saaty

(1980) allows decision makers to model a complex problem in a hierarchical
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structure. The hierarchy shows the relationships of the goal, criteria, sub-criteria,

and alternatives as illustrated in Figure 2.9.

Goal

Criteria

Sub-Criteria [ :E ]
CAC] g COCdCy o,

Alternatives L[ C 1] COC I3 CO0C I
COCC3C ] O3 a2
0 OO 3y

Fiqure 2.9 Decision Hierarchy

AHP allows for the application of data, experience, insight and intuition in a
logical and thorough way. It enables decision-makers to derive rational scale
priorities or weights as opposed to arbitrarily assigning them. In so doing, AHP
not only supports decision-makers by enabling them to structure complexity and
exercise judgment, but allows them to incorporate both objective and subjective
considerations in the decision process. It is a compensatory decision
methodology because alternatives that are deficient with respect to one or more
criteria can compensate based upon their performance with respect to other
criteria. AHP is composed of several previously existing but un-associated
concepts and techniques such as hierarchical structuring of complexity, pairwise

comparisons, redundant judgements, an eigenvector method for deriving
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weights, and consistency considerations. Although each of these concepts and
techniques were useful in and of themselves, Saaty's synergistic combination of
the concepts and techniques (along with some new developments) produced a

process whose power is indeed far more than the sum of its parts.

2541 The principles and axioms of AHP

AHP is based on three principles: decomposition, comparative judgements, and
hierarchic composition of priorities (Saaty 1994). The decomposition principle is
applied to structure a complex problem into a hierarchy of clusters (criteria), sub-
clusters (sub-criteria), sub-sub clusters (sub-sub-criteria) and so on. The principle
of comparative judgements is applied to construct pairwise comparisons of all
combinations of elements in a cluster with respect to the parent cluster. These
pairwise comparisons are used to derive ‘local’ priorities of the elements in a
cluster with respect to their parent. The principle of hierarchic composition, or
synthesis, is applied to multiply the local priorities of elements in a cluster by the
‘global’ priority of the parent element, producing global priorities thro