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ABSTRACT

A Two-Stage Formation Flying Strategy for UAVs

Chong Xiang

This thesis is concerned with formation flying of unmanned air vehicle (UAV) with mini-
mum time mission requirement. It is assumed that a known finite set of different configura-
tions exists, which characterizes the mission. This means that the desired configuration at
each point in time belongs to this set. A reconfiguration strategy is then introduced which
is carried out in two phases. The first phase starts upon the completion of the latest re-
configuration task. In this phase, each UAV moves to a pre-determined location which is
obtained to be as close as possible to all potential next destinations given by the known set.
All UAVs stay in this location during the idle time, i.e., while no new mission command is
issued. The second phase begins once a new command is issued to reconfigure the forma-
tion. In this phase, all UAVs will move to the location specified by the new command. This
two-stage strategy minimizes the reconfiguration time, which is quite desirable in many
real-world applications. Simulation results demonstrate that the proposed strategy results

in a significant reduction in the reconfiguration time.

iii
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”Yes, we have to divide up our time like that, between our politics and our equa-
tions. But to mc;, our equations are far more important, for politics are only a matter of
present concern. A mathematical equation stands forever..” —Albert Einstein
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always can feel them around me and support me.
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Chapter 1

Introduction

There has been a considerable amount of interest towards cooperative control of a group
of vehicles in the past several years [1], [2]. In particular, precision control of unmanned
air vehicles (UAV) flying in formation has been investigated intensively in the literature in
recent years [3], [4]. Due to increasing need for missions involving UAVs, a great deal of
research is currently being carried out both independently and collaboratively by several
countries, including Canada. For instance, some details of projects of this type in operation

enduring freedom (OEF) and operation Iraqi freedom (OIF) are reported in [5], [6] and [7].

Since 1950s, UAVs have been used in several missions of the U.S.Air Force.
Prior to that, in 1920s, very simple forms of UAVs with open loop control configuration

were developed for military aims [5].
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More recently, UAVs have been deployed for several types of missions in differ-
ent environments. For example, in OIF, UAVs were used in the time sensitive missions.
According to [6], a UAV called Global Hawk, was used in 16 missions within 45 days to
locate important targets for the missiles. The information collected by the UAV was used
in fifty surface-to-air missile (SAM) launchers and more than three hundred tanks. Nowa-
days, UAVs can be deployed in twenty-four-hour missions. Some of them, for example,
RQ-4A global hawk, can reach the maximum speed of 350kt (180 m/s). UAVs are also
used to collect data by taking pictures in dangerous environments such as reconnaissance
missions in the battle field. They can be utilized for long distance and long time flying
missions. The future UAV missions are anticipated to require very high precision with a

greater confidence of mission accomplishment.

Some of the future projects involving military applications for UAVs are de-
scribed in [5], where four essential components are introduced as the building blocks for
UAVs. These main components consist of processor, communication, platform, and pay-
load. The main focus of the researchers in this area is to improve reliability, robustness,
precision and flexibility, and to reduce cost. These are the main design specifications, in

both military and civilian missions.

Several civilian UAV missions, such as forest fire mapping, detection and fight,
require UAVSs to fly cooperatively [4]. In forest fire detection, UAVs are employed to fly
over the fire field to detect the range of fired forest and transfer corresponding data to base

station as soon as possible. Several UAVs have been used in forest fire fighting since 1990s

2
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in U.S.A and China.

Some of the recent UAV missions such as the ones involving taking pictures from
a battle field require cooperative work. For a better reliability, equipments are sometimes
split into different parts and are put into different UAVs. If one of the UAVs and the equip-
ment corresponding to that fails, others can still accomplish the job. For this purpose,
UAVs must fly in special positions, in order for the entire group to fly in a desired forma-
tion. Formation control is a very important and interesting field, which can be categorized
as a cooperative control system. Formation flying is used in both military and civilian

applications, in order to achieve precision in accomplishing the mission.

Five categories of formation flying architectures are introduced in [1] and [2]:
multiple-input multiple-output (MIMOQ), leader/follower (L/F), virtual structure (VS), cyclic,
and behavioral. Formation problems appear also in robotics and satellite applications. In
some communication problems such as airborne communication node (ACN) applications,
UAVs are exploited to represent nodes of a communication system in order to improve re-
liability and performance of the overall system. This is accomplished by placing several

UAVs in certain locations in the space.

Formation flying can be regarded as a multi-input multi-output system. Thus, all
modern control tools such as LQR design can be used in a MIMO framework, in order to
find a high-performance controller. This method is very effective when the number of the

nodes in the formation configuration is relatively small. For large formation architectures
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where several hundred nodes of the formation are required to be controlled, the compu-
tational complexity limits the effectiveness of the MIMO approach significantly. In such
cases, decentralized control theory can be a desirable alternative to reduce computational
effort by implementing local controllers with minimum communication requirement be-
tween them [8], [9]. More recently, nonlinear control theory has been utilized in MIMO

formation flying control [10].

In the MIMO formation architecture, the existing techniques are employed to ob-
tain the proper controller for the formation flying. These techniques are, in general, suitable
for the problems with relatively small number of nodes. For formation applications with a

huge number of nodes, however, the control design problem can be quite cumbersome.

Leader/follower (L/F) is a very popular architecture in formation flying. In this
approach, one of the vehicles acts as the leader, sends the required command to other fol-
lowers, and dose not receive any feedback from them. This is conceptually similar to the
master/slave structure. Some important features of the L/F architecture are introduced in
[2]. Mesh stability and exponential mesh stability were discussed for this typé of architec-
ture in [11], and the results were used in nonlinear control framework to verify the stability

of the L/F formation control system.

In virtual structure (VS) formation flying control, all UAVs are regarded as one
rigid body. The main difference between the L/F and VS approaches is that in the latter

architecture the leader needs to obtain the required information from other UAVs, while in

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



y
the former one the leader sends the commands to the followers regardless of their current

situation. As a results, the control configuration in the L/F approach is open-loop, which
can cause significant problems such as error propagation, poor robustness, etc., in general.
Iterated VS (IVS) and guidance VS (GVS) are two types of virtual structures which are

employed in different missions [12], [13] .

Cyclic approach is similar to the L/F from the control standpoint in terms of
the communication between the UAVs. The main difference in this case is that the cyclic
architecture is not hierarchical. It is hard to obtain stability results for cyclic architecture
because it directly depends on the interconnection structure. In other words, the stability of
each vehicle depends on other connected vehicles. A methodology is proposed in [14] to

control each vehicle with respect to the center-of-mass of a set of its neighbors.

Behavioral architecture is usually used along with other architectures such as L/F
and cyclic. It mainly focuses on maintaining formation and avoiding collision for each
vehicle. For example, a behavioral algorithm was introduced in [15], which considers
the velocity vector as the behavior factor for vehicles. The disadvantages of behavioral
architecture are as follows: First, it is very difficult to obtain the mathematical model for
the system from completed behaviors. Second, it is not easy to verify the desired behaviors
along with other algorithms. As a matter of fact, simulation is the only verification tool in

this case [2].

The above mentioned formation architectures have been thoroughly investigated
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in the literature in the past several years. For instance, identification and control synthesis
were studied in [16]. Furthermore, a method was proposed in [17] to direct the UAVS to
their desired positions with minimum fuel cost. A robust optimal decentralized formation

control technique for L/F was also introduced in [8].

The minimum time control strategy in formation flying of UAVs was investigated
in [4], where it was desired that UAVs switch from one formation to another as quickly as
possible. It is to be noted that a faster switching between formations means a smaller mis-
sion time. Formulation of optimal fuel-cost problem for UAVs switching as well as the
corresponding analytical results are presented in [18]. Since in most applications it is de-
sired to accomplish the mission in a short period of time with small fuel consumption, a
mixed time-fuel optimization in formation switching and reconfiguration is of a great in-
terest in practice. The significance of formation switching or reconfiguration in unmanned

aerial combat vehicles (UACV) is also discussed in {3].

An algorithm for time-critical missions of several UAVs in formation flying with
collision avoidance was introduced in [19]. Furthermore, a direct solution for the fuel-
optimal problem with reactive collision avoidance for spacecraft formation flying was pro-
posed in [20]. Various methods and ideas provided in the literature to solve relevant prob-

lems in formation flying for UAVs in recent years [21], [22], [23].

Different control strategies have been investigated in the literature to meet a wide
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variety of design objectives. The problem is first formulated in an optimal control frame-
work, and then solved to find a control strategy which minimizes a given cost function.
However, while there is a closed-form solution for minimum energy problem (i.e., quadratic
cost function), only numerical methods may be feasible for solving the problem in general
case. This may require undesirably high computation capability. Furthermore, due to the
communication constraints in most flight formation problems, the preferred control struc-
ture for this type of applications is decentralized [9], [24]. In other words, it is desired to
obtain a set of local controllers for the set of UAVs to operate independently from each
other. All controllers are involved, however, in the overall operation of the system. It is
known that the optimal control design problem is even more cumbersome for decentralized
systems. As a matter of fact, unlike the centralized case, the closed-form solution for the
optimal decentralized control strategy with respect to a quadratic performance index may

be very complex and prone to robustness problems [8].

In this thesis, a new algorithm is introduced to minimize the reconfiguration time
in formations flying of UAVs. The proposed algorithm reduces the mission time for all
UAVs and all possible reconfigurations. In other words, the algorithm provides minimum
average time over all formations and for all UAVs. First, it is assumed that each UAV can
switch to the new position independently of all other UAVs (in terms of control). This
means that the UAVs will be regarded as non-coupled models when they switch formation
(for the sake of simplicity). It is also assumed that the set of all possible locations (prefer-

ably with the probability corresponding to each location) is given. This implies that all
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required computations will be carried out off-line. Another important assumption made is
that there is a sufficiently long idle time between two consecutive formation reconfigura-
tion. In other words, once a formation mission is accomplished, there will be a sufficiently

long period of time for the UAVs to settle down before the next mission starts.

In order to simplify the problem, the algorithm will consider the position switch-
ing of the individual UAVs in the formation, one by one. Then, an optimal position will be
obtained for each UAV with the property that it is the closest position to all possible loca-
tions (with the corresponding probabilities, if available) time-wise. The optimal formation
corresponding to the idle-time position of all UAVs can then be obtained accordingly. This
idle-time formation is the closest configuration to all possible formations, and hence can be

used to save time in switching between different configurations.

For simplicity of analysis, it is also assumed that UAVs fly with a constant speed,
so that one can relate the switching time for the ith UAV to its speed |V;| and relative
distance between its positions before and after switching d;, by the simple zero-acceleration

\di|

equation 7; = =1,
q A

Note that the reference frame will be leader frame throughout this thesis.
It will also be shown that the proposed algorithm can help reduce the fuel consumption to

some extent for different missions.
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Chapter 2

Overview of Formation Flying of

Unmanned Aerial Vehicles

Unmanned Aerial Vehicles (UAVs) are auto-piloted or remote-piloted aircrafts that can
carry several kinds of payloads, such as cameras, sensors, and communication systems.
Since 1950s (or even prior to that), they have been used in many missions. More recently,
a group of UAVs have been used as a team to accomplish different mission with high pre-
cision. For example, a group of three UAVs flying as a triangle is a typical flight formation
which has been used in different applications [3]. Formation flying of UAVs is becoming

increasingly important for applications of different nature; e.g. civilian and military.
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2.1 The Kinematic Model of UAVs

Operation of the UAV is characterized by a kinematic description which is based on the
well-known Frenet-Serret equations of motion. The kinematic model of UAV is often in-
troduced as a reduced order dynamic model in a two-dimensional frame [25], [26], [18],

[27].

Consider Figure 2.1, where (x,y), ¥, V, and @ represent the inertial position,
aircraft heading angle, velocity, and the turning rate of the UAYV, respectively. Furthermore,
let u, Wpqx and T'd denote the rate command, the maximum allowable turning rate, and the

actuator delay, respectively. Then, the resulting kinematic equations of motion are;

x(t) =V cos (y(t))
y(1) = Vsin(y(1)) Q2.1
() = o)

() = u(t — Td)

The input constraints are Vin <V < Vi, (4] < Oy, and Opin < © < @y, If the velocity
V is constant, then the equation (2.1) will be the same as the one given in [26]. If it is not
constant, then one can follow a method similar to the ones in [25] and [28] to find more

detailed characteristics.

10
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Figure 2.1: The low-level autopilot with a 2-D model

2.2 Overview of Formation Architectures

Formation flying is defined as a set of more than one vehicle (e.g., multiple UAVs, space-
craft, etc.), whose states are coupled through a common control law [1], [2]. Five main
formation flying control (FFC) architectures are introduced in [1], [2] as leader/follower,

virtual structure, behavioral, multiple-input multiple-output, and cyclic.

2.2.1 Leader/Follower

The leader/follower (L/F) architecture is one of the primary architectures of FFC, and is
sometimes referred to as master/slave [29] and chief/deputy [30]. The main characteristic of
L/F architecture is that it considers multiple vehicles as one hierarchical system, where each
subsystem has its own local controller. Utilization of a decentralized control configuration

instead of a centralized one can reduce the formation control design for a complex system

11

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



to the design of a set of simple individual controllers. It is to be noted that one of the main

design objectives for this type of control problems is good tracking capabilities.

Some important definitions will now be introduced briefly. Consider a directed
graph consisting of a set of edges €, a set of vertices V, and an optional set of weights
W. The pair (i, j) represents an edge from i to j, for any i,j € V. This directed graph is
sometimes referred to as dependency digraph [2]. The vertices (nodes) of the dependency
graph are used to indicate vehicles in formation flying. If, for example, the control action of
vehicle j is dependent on the state of vehicle i, this will be represented by a directed edge
(i, j) in the digraph. The following three conditions can produce the directed edge (i, j) in

the dependency digraph.

1. A relative state function of vehicle i and j is being tracked by vehicle j;

2. The reference trajectory of vehicle j is a function of the state of vehicle i;

3. The controller of vehicle j is using a feedback signal from vehicle i.

A L/F FFC algorithm, in fact, considers the interconnected individual controllers
of a group of vehicles in an acyclic control dependency directed graph. From a graph
theoretic viewpoint, an edge (7, /) indicates that vehicle j is a follower and vehicle i is a
leader. It is to be noted that a vehicle can, in general, have more than one leader [31].
Sometimes, however, the term single leader L/F is used to emphasize that each follower
has only one leader [1], [2], [10], [32].

12
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Mesh stability (exponential mesh stability) was first introduced for linear systems
in [11] and the results were later extended to nonlinear systems. More specifically, the
sufficient conditions for the stability of L/F FFC in mesh stability sense were applied to
nonlinear systems. It was also shown in [2] that if a L/F formation system is asymptotically
Lyapunov stable, it is asymptotically mesh stable as well. The concept of mesh stability in
formation flying was developed analogously to the concept of string stability in automated
highway system (AHS) and large platoon of vehicles [33]. Two sufficient conditions are
given for the mesh stability [11]. The first condition is the exponential stability of the
dynamics of the individual subsystems. The second condition is that the interconnections

between subsystems are globally Lipschitz in their arguments.

In the case of single leader L/F systems, two different types of formation are
being investigated in the literature. Some researchers consider multiple followers with the
same leader; while some other are mainly focused on the string formation such that each

vehicle follows the one ahead of it.

On the other hand, the area of deep space (DS) and planetary orbital environ-
ment (POE) has been the main focus of several long-term projects since 1980s, and has
attracted a lot of researchers in the area of spacecraft formation in the past decade. A great
deal of the works in this field have been concerned with the time optimal and fuel opti-
mal control problems. One of the most common approaches used by the researchers to
tackle this problem has been the control design based on Hill-Clohessy-Wiltshire (HCW)

equations. For instance, a discrete-time controller was developed for pulse-based actuators,

13
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and a LQG controller was designed based on the measurements by the Global Positioning
System (GPS). From the controller design standpoint, several techniques such as LQR, H..,

and multiple-model switching have been used in the DS formation control.

2.2.2 Virtual Structure

The virtual structure (VS) architecture considers all vehicles as rigid bodies embedded in
a large virtual body. The whole motion of the VS system takes each individual vehicle’s
motion into account in order to determine the whole rigid body motions. There are two
types of virtual structures: iterated VS (IVS) and guidance VS (GVS) [2]. This will be

described in more details next.

In IVS, a special formation template (structure) is obtained for the present posi-
tion of each vehicle at any point in time. Then, each vehicle considers the resultant special
formation as a reference to track its desired position. The state of each vehicle depends
on the corresponding special formation at any point in time. Different templates are intro-
duced for different objectives in the literature. For example, an algorithm is proposed in
[12] to find a “so called” virtual center. The virtual center is then treated as a virtual leader
to reduce the tracking errors. The main advantage of the virtual center approach is that it

can indicate the weighted average motion of each vehicle.

GVS, on the other hand, was introduced in [13] as a constellation template for

14
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each vehicle. The template was to keep the desired relative position and orientation of each

vehicle with respect to a constellation coordinate system.

2.3 Formation Flying of UAVs

As mentioned before, a considerable amount of research has been carried out in the area of
UAV formation flying; e.g., in the field of optimal fuel-cost, optimal energy, and optimal
mission time. Several applications are also investigated in the literature. For example, forest
fire detection by means of low attitude short endurance (LASE) UAVs was investigated in
[4], where a new method was proposed to detect the exact perimeter of the fire range with
a minimized mission time. The method aimed to solve the tracking problem in a real-
time fashion. Since the fire range can be very large in practice, only one UAV may not
accomplish the monitoring mission by itself within a reasonable period of time. Four to six

UAVs working as a team was proposed in [4] for this objective.

To achieve higher quality images, LASE UAVs were used in [4]. A new algorithm
was also developed to increase the flexibility in employing LASE UAVs, in this case. This
algorithm has several advantages. First of all, it is capable of adding or removing UAVs
from the team. Secondly, it can be deployed to monitor the change in fire pattern. The third
advantage is that it is suitable for the missions that require to be accomplished rapidly. This

class of missions includes fire detection.

15
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An optimal fuel-cost approach was introduced for formation flying in [18]. The

method was based on minimizing the following fuel-cost function:

Ty

M=

N
%)
p=1

] rijluipjl (2.2)

T

Jj=
where r;; denotes the weight coefficient and u;; is the jth component of the input vector of
vehicle i at the pth time step. Note that equation (2.2) is, in fact, a discrete approximation
for the continuous-time fuel-cost differential equation [18]. Some important constraints
should also be taken into consideration in practice, and as a result, the problem turns out to

be a constrained optimization problem as formulated below:

My

N
Y ) rijluipj] 2.3)

K

minJ =)

l

subject to:
lipjl < vipj,
where v;p; 18 a positive variable whose value depends on the actuator’s mechanism and their

limitations [18].

Let the translational velocity be given by:
vt = %%+ (2.4)

Then the cost function (2.3) can approximately be rewritten as:
K N
min J = Z Z Vipt + Vip2 (2.5)
i=1p=1
subject to:

lxipl < Vipl,

16
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b"ip[ < Vip2

One can use the existing softwares to solve the optimization problem given above,
with the corresponding linear constraints on maximum allowable control magnitude, colli-
sion avoidance, obstacle avoidance, etc. The results, however, may be an approximation to

the exact optimal fuel-cost trajectory for each UAV [18].

The idea of using hierarchical control system analysis in optimal formation fly-
ing of UAVs was first introduced in [34], where a two-layer hierarchical control system
was proposed to handle the required information flow for control. This, in fact, leads to
the minimum time solution for a square formation. In other words, it provides a control
strategy to create a square formation for four UAVs as quickly as possible. To obtain the
corresponding optimal control strategy, the upper layer considers the trajectory in X and Y

directions, separately. Then, the lower layer will use this trajectory.

At the top layer, the following cost function is to be minimized:

'
J= [ (1+0.5u” Ryopu)dt (2.6)

fo
where f9 and #¢ denote the initial time and final time, respectively, and R;,,, is a positive def-
inite matrix which determines the relative importance of mission time versus input energy.
It is to be noted that when Ry, is very small, the minimized result obtained is a solution for

minimum time mission. At the lower layer, on the other hand, the following cost function
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is considered:

If
J=05 t [(% — Cax))T Quow (s — Caxy) + (s — Datay) T Ryy (y — Douay))dt
0

2.7

subject to:

X; = A;x;+ By

where Qj, and Ry, represent the weighting matrices for the tracking error and input en-
ergy, respectively, and A; and B, are the state-space matrices which specify the desired

trajectory. Moreover, the matrices C, and D, in (2.7) are given by:

-Cl G 0 0 |
G=10 ¢ ¢ 0
0 0 C G
-l 0 -1 O _
01 0 -1
I 0 -1 0
D, =
O 1 0 -1
1 0 -1 O
o 1 0 -1
whereC1=diag(1,1,1,1)a;dczzdiag(—l,—l,—l,—l). -

Optimal control theory was then used to obtain the best trajectory with respect to
the cost function (2.6) and (2.7) for the square formation with constant speed. Simulation

results presented in [34] show promising results. However, this algorithm has the following
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shortcomings: First, it is only suitable for formations with four UAVs; second, it only

considers square formation, not any general one.

An optimal formation flying strategy was proposed in [24] to minimize the re-
quired energy for the reconfiguration of multiple spacecraft. The approach was based on
splitting the trajectory of the spacecraft into a set of way-points in order to obtain an op-
timal law which also guarantees collision avoidance. Furthermore, a numerical algorithm
was given in [24] to solve the optimization problem efficiently. This algorithm consists of

two main components:

1. DIG algorithm to separate all vehicles for collision avoidance (details of DIG algo-

rithm are discussed in [24]);

2. JG algorithm to minimize the following cost function:
T
0

N
Tu=You [ af Oale)a 238)
=1

Note that any other optimization algorithm can alternatively be used instead of
JG algorithm to solve equation (2.8) . Although the technique proposed in [24] considers

formation of a group of spacecraft, it can be extended to UAVs.
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Chapter 3

Minimum Time Strategy for Formation

Reconfiguration

The main objective in this chapter is to obtain a proper transition strategy for UAV forma-
tion switching. It is assumed that a set of desired formation structures is given. In many
practical applications, the transition strategy when UAVs change formation is based on
minimum fuel or minimum energy performance. There are, however, several applications
where due to the nature of the mission, the time factor is of a crucial importance. In this
chapter different strategies for minimum time formation reconfiguration will be studied and
it will be shown that the proposed strategy can result in a significant reduction in the time
for reconfiguration with a rather small increase in the power required, in practice. The re-

sults obtained can be applied to formations with any architecture such as leader/follower
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(L/F) and virtual structure (VS) architectures.

3.1 Formation Transition

3.1.1 Problem Definition

Some important definitions will be introduced now, which will be referred to later in the

main results.

o Idle time: The time interval between the accomplishment of one mission and is-

suance of the command for the next mission will be referred to as idle time.

¢ SD formation: A special designated formation which is close to all possible forma-

tions. This formation is essential in the main development of this work.

e Two different approaches will be studied in this chapter.

Approach 1: UAVs will keep flying in their current formation during the idle time

till they receive the command to fly to next formation.

Approach 2: UAVs will fly to the SD formation during the idle time and will move

to the next formation when they receive new missions commands.

o Leader Frame: The leader UAV will be regarded as the origin of the reference frame
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for relative positions and velocities. The x-axis of the frame is directed towards the
leader’s head, as shown in Figure 3.1. In this frame, all locations of formations are

fixed. Note that the velocity of the leader measured in this frame is zero.

Ya

H'

Figure 3.1: The leader-frame with a 2-D model

o The overall distance between the current location for each UAV and all possible loca-
tions given by the set of formations is denoted by d),, as follows: dj = Zii ljj(k) k1)l
j(k) € S, where S represents a special scenario given by mission commands and is
characterized by a sequence. L is the size of the sequent set S. For instance, the
size of the sequent set § = (1,2,3,4,3,2,1) is equal to 7. j(k) denotes the values
chosen from the sequent set S in a prescribed order. To clarify the above discussion,
consider the sequent set S = (1,2,3,4,3,2,1). One can easily verify that for this
case: d, = |di2| + |da3] + ... + |da1|. Note: j(1) is assumed to represent the initial

formation.

e The overall distance between the location of SD formation and all possible locations
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given by the set of formations is denoted by dp, and can be obtained as follows:

L-1
do =Y |dojsn))s j(k) €S
=1

o Vj(k) j(k+1) 18 the relative velocity from location j(k) to location j(k + 1) measured in

the leader frame.

. ‘70 j(k+1) Tepresents the relative velocity from the location of SD formation to the

location number j(k + 1) in S, measured in the leader frame.

e V, is the velocity of the leader measured in the Earth frame. It is a constant value
when UAVs change their formations. In other words, the leader will have a cosntant

speed during the transitional period of UAVs from one formation to another.

° Vmax denotes the maximum velocity of UAVs measured in the Earth frame.

L=17...
o= Lr’-(-"—)—’(ﬁi’—)-' represents the mission time of the sequent set S corresponding to
k=1 Vi jt+)l
Approach 1.
L-17.
¢ fo= Y :—‘391%"—*—‘—% is the mission time of the sequent set S corresponding to Approach
k=1 170j(k+1
2.

3.1.2 Assumptions

The following assumptions are required in the development of the main results.
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1. A set of desired configurations for the formation of the UAVs is given as a priori
information. However, the order of switching from one configuration to another is

unknown.

2. The idle time is sufficiently long, or more precisely, it is at least twice as long as the
settling time (within a certain percentage of the steady-state) of the overall formation

control system.
3. All UAVs have the same dynamics.
4. Each UAV control unit operates independently of the other ones.

5. All configurations in the known finite set are convex (in terms of the geometric

shape).

3.1.3 Problem Statement

Suppose there are N UAVs which can create M different formations by random orders
(N and M are ﬁnite). It is desired to find a special designated formation (SD formation)
for UAVs, which they should fly to, between any two consecutive formation commands
(within the idle time). The main purpose of defining this designated formation is to stay
close to all possible locations that they may require to move to, upon receiving the next
mission command. The ultimate objective is to minimize the reconfiguration time. In other

words, the SD formation is a transition bridge between all possible formations. Upon the
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completion of a mission and before the issuance of a new formation command (i.e., during
the idle time), the UAV will fly to the SD formation. This formation has the property that

can minimize the transition time due to its closeness to the next potential locations.

For any given formation, let T and 7; denote the time it takes for all UAVs to
change their position, and the time it takes for the ith UAV to change its position according
to the new command, respectively. T is, in fact, the mission time for all UAVs while 7;
represents the mission time for the ith UAV. The main objective can now be described in

terms of the above parameters as follows:

Problem 1: Find the SD formation such that if all UAVs fly to their positions
in this formation and stay there during the idle time, then the resultant mission time T is

minimized.

It is desired now to translate the problem of finding SD formation (or at least a
formulation for it) using simple mathematical and physical concepts. First of all, according
to Assumption 4 all UAVs operate independently when they change formations. Since all
of the UAVs are assumed to have the same dynamics (according to Assumption 3), one can
find the SD position for each UAV separately. In other words, the SD formation is indeed
the combination of all SD positions obtained for each individual UAV. This idea can be
easily used for any formation flying structure, e.g. L/F FFC, MIMO FFC, and VS FFC, in

order to achieve fast missions.
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Consider now N UAVs with a given set of M formations, and suppose that the
location and the orientation of each UAV in each formation is known. Let the position
of one arbitrary UAV in the jth formation be denoted by I(x},y;,2;), j € M, in 3D space.
Position of this UAV in the SD formation is represented by /(xg, yo,20). It is desired to find

the SD position for all UAVs.

Assume that the magnitude of the velocity of each UAV remains approximately
constant at all times (this is a realistic assumption in many formation applications [35],
[22]). This implies that the acceleration of each UAV is sufficiently small at any point in
time, and hence the mission time is proportional to the distance d. As a result, the minimum
time problem turns out to be equivalent to the minimum distance problem, which can be

formulated for each UAV as follows:

min(d = )’ A;) 3.1

where A; = /(x; —x0)? + (y; — y0)* + (zj — 20)?

The following set of partial derivatives can be utilized to solve the equation (3.1)

for xp, yo, and zg.

% (xl'_x() 0
M

< Z ()’1"}’0) =0 (32)
g (Zg—zo) —0

\

The problem is now converted to finding the conditions under which the equation
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(3.2) has at least one solution. Mathematically, there exists at least one solution for the
equation (3.1) when the corresponding M points for each UAV form a convex shape [36],
[37]. Although by assumption this condition holds, it is very difficult to find an analyti-
cal solution for this problem. Hence, a proper approach will be given next to tackle the

problem.

3.1.4 Basic Solutions

Consider M points in a three dimensional space, represented by Py, P, ..., Py. The problem

is to find a point Py such that the total distance from the above points to Py is the minimum

possible value. In other words, the point Py can minimize the sum z = %] |Pjol|, where
j=

Pjo represents a vector from Pj to By, j € 1,2,...,M. The solution of this problem is the

solution of the equation (3.1) too. This turns out to be the Fermat-Torricelli Problem which

is a well-known problem in geometry, and the solution(s) is (are) called Fermat-Torricelli

Point(s), and throughout this thesis will simply referred to as Fermat Point(s).

The Fermat Point is a well-know problem in mathematics. This problem was
initiated by Pierre de Fermat in 1643, as a question in a letter, which was to find a point
having the minimal sum of distances to three given points in the plane. E.Torricelli gave
the initial solution of the problem. This problem is called "Fermat problem™ or “Fermat-
Torricelli problem”, and the corresponding point is often referred to as “Fermat Point”,

"Fermat-Torricelli Point”, and “Weber Point”.
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The exact location of the Fermat Point can be obtained analytically, but involves
sophisticated equations when the number of points is greater than four. In such cases, a
numerical solution or an approximate location of the Fermat point would be more desir-
able. In the special case of three points (M = 3), on the other hand, the problem is solved
analytically in [38] and [39], and the solution is referred to as First Fermat Point. First

Fermat Point has the following properties:

e If no angle of the triangle AP, P, P; is greater than 120°, the Fermat Point Py belongs

to the interior of the triangle and satisfies ZPyPyP> = /P, PyP; = ZP3PyP; = 120°.

e If any of the angles of the triangle AP, P,P; is greater than or equal to 1207, the
vertex of that angle will be the First Fermat Point (the vertex of the obtuse angle).

For example, if ZPiPP; > 120°, then the point P, is the First Fermat Point,

The following proposition gives the exact Fermat Point for four points.

Figure 3.2: The Fermat Point for 4 convex points
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Figure 3.3: The Fermat Point for 4 non-convex points

Proposition 1 Consider four points P, P, P3, and P4, in two dimensional space R2.

(i) The Fermat Point will be the intersection of the two diagonals if the four points create

a convex shape;

(ii) The Fermat Point will be the vertex that is inside of the triangle formed by the other

three points if the four points create a non-convex shape.

Proof:

Case (i): Assume that the four points form a convex quadrilateral (all interior
angles are less than 180?). Let Py denote the intersection of the two diagonals of the quadri-
lateral, and Ps be an arbitrary point on the plane, as shown in Figure 3.4. It is desired to

show that the following inequality holds:

4 4
Y PRl < Y I1P;Ps| (3.3)
j=1 j=1
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where | - || denotes the Euclidean Norm. Note that:

Figure 3.4: Four points forming a convex shape

P Rol| + | PsPol| = || P Ps |
(3.4)

[PoPol| + [Pl = | PoFa]

Now, it can be easily verified that:

o If Ps is not on the line P; P3, then ||P\Ps|| -+ [|[P3Ps]| > [|PLPs]l.

e If the point Ps is on the line P, P3, then || Py Ps|| + |PsPs|| = PPl

Similarly:

e If Ps is not on the line P> Py, then ||PoPs|| + |PaPs|| > ||P2Fall.

e If the P; is on the line PyP;, then [|[PoPs|| + || PaPs| = ||P2Pa].
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Now, If the point Ps is not the intersection of the lines P; P; and P, Py, the following inequal-
ity holds:

|PLPs ||+ |PoPal| < [|PyPs|| 4[| PoPs|| + || P3Ps|| + || PaPs]| (3.5)

which implies that:
4 4
Y 1Pl < X IPips| (3.6)
Jj=1 j=1
Case (ii): Assume now that the four points form a concave quadrilateral in 2D
space (one interior angle is greater than 180°), where the point P4 is the vertex inside Py P, Ps.
Choose an arbitrary point Ps in the space and draw straight lines from it to all four points,
as shown in Figure 3.5. Let the point Py represent the intersection of the line P Ps and the

extended line P3Py. The following inequality holds

Figure 3.5: The Four points forming a convex shape

|PoPa| < || PaPs|| +- || P2Ps | (3.7)

On the other hand, the inequality ||P1Py|| < ||P\Py)| + || PPs| and || P3| + || PaPy|| < || PsPs5 ||+
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||PPs|| hold in the triangle AP, PPy and AP;PsP,, respectively. Combine these two in-

equalities to obtain:
IPsPy]| + || PaPxl| + |P1Fa ]| < |IPsPsl{ + || PePs || + |PrPell + | PePa]
= ||PsPa|| + | P Pa|| < || PsPs|| + || PePs]| + || Py x|
= ||PrPs|| + || P3Pyl < || P1Ps]| + || P3Ps]] 3.8)
Now, combine (3.7) and (3.8) to arrive at:

1PLRy || + || Po Pl + (| PsPal| < [|[PyPs|| + | PaPs || + | PsPs | + || Pas | 3.9)

Any other arbitrary point such as the points located on the lines P £y, P Fs, and P3P, or
their extended lines, will lead to a similar result. This means that the point P is the Fermat

Point for vertices of the concanve quadrilateral. This completes the proof. [

It is to be noted that a different approach is given in [40] based on the contraction

point of four points in R2, (in that work, Fermat Point is referred to as Weber Point)

It is very difficult to find the Fermat Point for more than five non-collinear points.
Many researchers have worked in this area for the past several years and several relevant
results are available in the literature. For example, the existence conditions for the Fermat
Point and an analytical solution to find the Fermat Point in the R? Euclidean space are
provided in [36]. Furthermore, conditions for the existence of Fermat Point for a finite set
of points in compact metric topological spaces are presented in [37]. It is also shown in
[37] that if the points in the given finite set do not lie on the same line, then the Fermat
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Point would be unique. This statement can be easily concluded from the equation (3.1), as

well.

As mentioned earlier, an analytical solution for Fermat Point as a closed-form
formula can be very cumbersome, in general. However, one can use various scientific soft-
wares to find Fermat Point numerically. For instance, the function fminsearch on MATLAB
which uses Nelder-Mead’s direct search simplex method, can be utilized to obtain Fermat
Point. However, the result obtained may be a local solution (as opposed to the global one)

in the domain of attraction of the initial point used in the numerical procedure.

3.2 Probabilistic Set of Possible Formations

In this section, it is desired to extend the results obtained in the preceding section, to the case
when different configurations in the given finite set have different probabilities assigned to
them. In other words, it has been implicitly assumed so far in the development of the
results that the probability of all different configurations in the given set is equal to 1/M,
where M is the size of the set (i.e., number of possible configurations). The fundamental
issue which motivates this analysis is that in certain missions some of the configurations are
known in advance to be called by the mission more frequently compared to the other ones.
In such cases, the optimal location of the UAVs during the idle time will depend not only

on their positions in the given set, but also on how frequently they are required to move
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to those positions (which reflect, in fact, the corresponding probabilities). The statistical
information about different configurations in the set will be considered as a priori data in
what follows. Let the probability that the jth configuration is desired to be created by the
UAVs be denoted by g;. The problem of finding a location for each UAV to move to during
the idle time can be formulated by equation (3.1) or equation (3.2). Now, to incorporate

probabilities, equation (3.1) can be rewritten in the following form:

M
mind = quj (3.10)
Jj=1

The following partial derivatives can be used to solve (3.10):

)
Mo
3;2 — .21 q!(xij X0) =0
J:
M
od _ q;(y;=y0) _
\ 5 —j)zjl iy =0 (3.11)
M
ad __ gj(zj—z20) _
:Tza~j§1 "% =0
\

Similarly, MATLAB function fininsearch can find practical solutions. In the next
section, an analytical solution is given for the case when one of the configurations has a

probability greater than 0.5.

3.2.1 Fermat Point with Unequal Pi‘obabilities

Proposition 2 Let the set of M candidate points for an arbitrary UAV in the formation be
given by P;, j € M:={1,...,M}. Assume that a set of constant coefficients g;, j € M is
also given, where g; denotes the probability that P; is the desired position for this UAV any
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time a reconfiguration command is issued. If the probability g; of the point P; satisfies the
inequality g; > 0.5 for an i € M, then the point B is, in fact, the position of this UAV in the

SD formation.

Proof: Since |PF;|| = 0, one can write:

M M
Y 4ilPPll =Y. q;lP;Ril
j#i

where || - || denotes the Euclidean Norm. Choose an arbitrary point Py, distinct from P; in
the set of candidate positions. Thus, the overall distance (weighted by the probabilities)

between Fp and all other candidate positions is:
M
d=Y ¢;|PR (3.12)
j=1
Furthermore, one can easily verify that

M
i>205=¢;>) qj
=1
J#i
Define:
M
Ag:=gi— Y q;
J=1
J#i
(note that Ag € [0, 1]). Now, from (3.12) and Aq:
M
d = gil|PPoll + ) q;l1PiPol
j=1
J#i
M M
= Y qIIPR||+ AqllPPo|| + Y q;l1PiRo
=1 =1
J#i J#i
M
=Y q;(IBR| + |1PiPoll) + Aql| PR
j=1
J#i
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On the other hand, it is known that [|BRy|| + || PjPo|| > ||P;P| for all i, j € M. This, along
with the inequality Ag(||PiP||) > 0 implies that:
M
Y a;lBR] <
=1

M
Y qilPiRoll m
Jj= i—=1

J

Remark 1: Throughout the development of the main result, the travel time of
each UAV is considered proportional to its displacement. This means that it is implicitly
assumed that the UAVs fly with a constant velocity. While this implicit assumption sim-
plifies the problem formulation and its solution, we have obtained promising preliminary
results for the case when the UAVs fly with nonzero acceleration. As a matter of fact, a
constant nonzero acceleration is considered in the simulation results presented in the next

section.

Remark 2: As a more general case, one can consider a compact set of candidate
positions instead of a finite set, and a probability density function corresponding to the

points in the compact set.

Remark 3: The idle time defined in this thesis should be long enough so that all
UAVs can fly to their location in the SD formation and settle there, and then fly to their
next position determined by the new reconfiguration command, and settle there too. This
implies that the idle time must be at least twice as big as the settling time of the formation

control.
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3.2.2 Applications Of Two Dimensional Dynamics

Consider a set of UAVs whose dynamics is governed by the equation (2.1) in R, As
discussed before, it is assumed that the set of desired configurations for the formation of
the UAVs is given as a priori information. Therefore, the location of SD formation for any
UAV can be derived from equation (3.2) or equation (3.11). Itis desired now to consider the
effect of velocity component in the development. Generically, the inequality dy < d,, holds,
as a property of Fermat Point (there are some special cases, however, for which dy > d,,, as

will be discussed later).

The relationship between the velocity and mission time will now be investigated.
Defining times # and ¢, (defined in subsection (3.1.1)) for varying velocity and different
configurations can be cumbersome, in general. Thus, it is more desirable to compare the
maximum fy and the minimum #,. In other words, the mission time corresponding to the
worst case scenario for Approach 2, will be compared with the mission time correspond-
ing to the best scenario for Approach 1. Hence, if the largest value of #; is less than the
smallest value of 7, the proposed approach is guaranteed to be superior over the traditional

reconfiguration strategy.

Assume that the leader frame does not rotate in R2, Assume also that all UAV
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followers will apply the maximum velocity (measured in the Earth frame) during the for-

mation reconfiguration. Then:

Vmax] — Vil < V)] < {Vimax] + 1] (3.13)
Vimax| = Vil < WVojcesn)] < Vimax| + V1] (3.14)
This results in:
d
min(ty) = ——Lt— (3.15)
|Vinax| + Vi
(0) % (3.16)
max{lg) = =~ .
[Vinax| = Vi

Now, the inequality max(tp) < min(t,) holds, if:

Vmax| = Vil (Vinax| + Vi

(3.17)

From the inequality (3.17) and the relation d, = @ X dp, @ > 1, one can find the following

conditional boundary for the maximum velocity:

- oa+1 -
[Viax| > ——= Vi (3.18)

The inequality (3.18) can be rewritten as follows:

V 3.1
dp—dol 1l (3.19)

[Vinax| >

which gives the sufficient boundary.

It is to be noted that the boundary condition given above provides a sufficient
condition only for the proposed method to outperform the traditional reconfiguration strat-

egy. In other words, 7y can be less than #, even when |V < gf—:%%lvll. Furthermore,
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normally, the UAV does not reach its maximum velocity in a practical framework. More-
over, the results obtained above are based on the assumption that the leader frame does not
rotate. This inequality may not hold for more complex dynamic equations, €.g., nonzero

acceleration and rotation for UAVSs.

Example 1 This example aims to demonstrate the conservativeness of the results obtained
above. Consider two UAVs, one leader and one follower, flying in formation. Assume that
these two UAVs are desired to create three different formations. The special scenario for
the follower is given by S =(3,3,2,1), where the locations for the follower are (0,1000),
(1000, 1000), and (1000,0), respectively as shown in Figure 3.6. It is assumed that |V}| =
5m/s (similarly to [41] ). According to this scenario, the follower starts from formation #3,
and then reconfigures to the formations 3, 2, and 1, sequentially. It will be moving with the
maximum velocity during the reconfiguration. The SD formation in this case is located at

the point 0, as shown in Figure 3.6 .

The boundary condition for the given values in this example is |Viyqy| > %-:—f—j—g— V1| =
288.28m/s to get 1y < t,. However, it can be easily verified that a velocity as high as
[Vinax| = 60m/s will also yield 7y < t,. This shows the condition |Vyqy| > %’:t—jg]vll can be

very conservative, in general.

Example 2 Consider two UAVs, flying in a L/F formation structure. Three formations

are designed to be generated, which are given by the points P, (0, 1000), P,(1000,1000),
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Figure 3.6: The reconfiguration scenario for Example 1

and P3(500,0) for the follower. Assume that |V;| = 5m/s (just like the previous example).

Consider the reconfiguration scenario S =(2,3,2,1,1), shown in Figure 3.7.

If the probability assigned to P; in this example is g; = 50%, according to Propo-
sition 2 this point is, in fact, the position of the follower in the SD formation. Then, the
boundary condition for this example is |Vyax| > %%IW = 92.796m/s. However, in or-
der for #) be smaller than ¢, in this example, |V| is required to be greater than 65m/s.
This is approximately 70% of the boundary value obtained above, which represents a less

conservative case compared to the previous example.

These two examples show that the boundary condition provides a sufficient con-
dition, which depending on the parameters of the system such as formation scenarios and

dynamic of UAV, it may lead to different levels of conservativeness. It is to be noted that

40

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



800
700
600
] .
00
X0 V

20

100

.3
O}
o 1 x L L i L o )

-1000 800 600 400 -0 [ 200 400 T 600 B0 000
X

Figure 3.7: The reconfiguration scenario for Example 2

in many practical applications the speed of UAV does not exceed 36.11m/s [41], which is

typically much smaller than the boundary value for achieving fp < 7.

3.2.3 Simulations

In this section, two examples will be presented to illustrate the effectiveness of the algo-

rithm proposed in this thesis.

Example 3 In this example, three UAVs will similarly be used to create four
different formations. UAV #1 is chosen as the leader and the other two UAVs, UAV #2 and
3 are treated as the followers. It is desired to create different configurations by positioning
the followers properly, while the leader’s position is considered to be fixed. Figure 3.8
shows the structures of four formations. Figure 3.9 shows the flying scenario when UAVs
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applied the Approach 2.

NSNS N/

Formation 1 i Formation 2

gl :
; 3 - 1 >
P > i L L/ i
| ;
-~ :
- ;
F)
Formation 3 ': Formation 4

Figure 3.8: Formations configurations

The details of the potential configurations are as follows:

o The potential locations of the followers are given as: UAV #2 can move to one of
the four points P»;(0,1000), P»,(1000,1000), P»3(—1000,1000), and P4 (1000,0)
in the leader frame (Note that F;; denotes the location of ith UAV at jth forma-
tion). UAV #3, on the other hand, can take one of the four spots P3;(0,—1000),
P5,(1000, —1000), Ps33(—1000, —1000), and P34(—1000,0) (Note that for this partic-

ular case N =3 and M =4).

e The scenario for the followers to change position during the reconfiguration is § =(1,2,3,4,1).
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Figure 3.9: Formation flying scenario
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This means that the formation starts from the first point (corresponding to the first
configuration) and eventually switches to this state, after switching to configuration

#2, 3, and 4, respectively.

¢ The idle time is assumed to be 90sec, 130sec, 150sec, and 170sec when switching

from configuration #1 to 2, 3, 4 and 1, respectively.

e The magnitudes of velocities V; and V,,,, are Sm/s and 20m/s, respectively. While
the followers change their positions, the leader will keep its velocity constant at V.

The followers will take the velocity V;,,, when they change their positions;
e Several assumptions are introduced here to obtain the results simply.

1. The time of rolling and turning actions of UAVs are neglectable;

2. The time for accelerating to Vi, and decelerating to V; are neglectable. In
other words, it is regarded as constant velocity movement when UAVs switch

their formations.

The relative time difference between Approach 1 and 2 is given by:

(tp —10)

Ip

(3.20)

Az‘ime =

Note that when Ay, is positive, it implies that the proposed method, i.e. Approach 2,
results in a faster mission. The power required of the UAV, on the other hand, can be

obtained from the following equation [42], [43]:

CpopV? 2(W/Sw)

Pi(p,7,V) = WW—)"‘CDO,LV'FW

(3.21)
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Figure 3.10: Reconfiguration history for UAV #2
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Figure 3.11: Reconfiguration history for UAV #3
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The relative difference between power required corresponding to Approach 1 and 2 is then:

(Pap — Pao)

(3.22)
Psp

Apower =

Simulation results are given in Figure 3.10 and Figure 3.11, which show that by using the
method proposed in this work, one can reduce the mission time by 45% (i.e., Asime = 45%)
and 41.4% (i.e., Asime = 41.4%) for UAV #2 and #3, respectively, independently from the
idle time (as long as it is sufficiently large so that the UAVs can settle down in their new
position). Furthermore, using the proposed technique the power required of the UAVs can
potentially be reduced in most of the cases. Table 3.1 summarizes the simulation results of

power required for four different idle times.

UAY #2 UAY #3
FdleTime | Approach ] Approach 2 A bdle Timse | Approach 1 Appraach 2 A
Ty powee
Hlhses SA55 3801 24.8% Hlise 4129 4371 3%
130sec &.130 3.513 3L6% 1Hsee 4.203 3731 11.23%
150see 5167 3.532 36% 180sec 4.241 1683 13, 85%
1Tisec 5205 anT 28.6% 1Tsec 4278 3809 HWL9T%

Tabel 3.1: Power required for different idle times (unit: (m* kg/s)* 10°")

One can conclude from the above results that the proposed technique not only
results in a faster reconfiguration, it also reduces the power required of both UAVs for idle
times is equal to or greater than 130 sec. While in this work the analytical results are derived
only for the mission time, reduction in the power required is due to the fact that normally
the power required is closely related to the duration of the mission and the amount of power

required to accomplish a long mission can potentially be high.
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It is to be noted that the minimum time results given above rely on the assump-
tion that the followers fly with a constant speed during the reconfiguration period; i.e., the
acceleration is assumed to be zero (or approximately zero) throughout this development. It
is also assumed that the leader frame maintains its original velocity during the transition
period. These are realistic assumptions which are made in several papers as well; see, e.g.
[35], [22]. Note also that the power required equation (3.21) is only valid for flying with

no acceleration and at the same altitude.

Example 4 In this example, the formation consists of three UAVs: UAV #1 is the
leader, and UAV #2 and #3 are followers. It is assumed that the magnitude of the initial
velocity is 5m/s, the magnitude of the maximum velocity is 20m/sec (both in the Earth
frame). Upon the issuance of a reconfiguration command, the UAVs increase their speed
from the initial value to the maximum value, and once the reconfiguration is accomplished,
they reduce their speed to the initial value again (to save fuel). It is also assumed that
only followers will change their positions to create the desired formations. The set of
configurations for each UAV is given by three points; one for each configuration. These
points are as follows (the position units are all meters); UAV #2: (0,1000), (1000,1000),
and (1000,0); UAV #3: (0,-1000), (1000,-1000), and (-1000,0). Furthermore, suppose that
the probability of the first configuration in 0.5 while the probability of each of the other
two is 0.25. For this problem set-up, the locations of UAV #2 and #3 in the SD formation
will be (0,1000) and (0,-1000), respectively. The idle time is assumed to be 70sec (Case

1) and 80sec (Case 2). All possible scenarios for formation switching are examined in the
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simulations (36 different scenarios in this example). In general, the number of all possible

scenarios can be obtained from the following equation (see Appendix A):

L!
Ny = M, % p (3.23)
10!
=1
(the parameters M;, L, and Q; are defined in Appendix A). Agyer and Agyep are defined as
follows:
Ny
.21 Altime
A == 3.24
avgT Ns ( )
Ny
21 Al power
I=
Aang = _'ZVS""“ (325)
" Startng Paint P, 19,1600] P, 11000, 1060) P, 1000.0]
Sexpuent * P 2
1-3.2-1 179.21 219.21 240.11
1-3-1-2 215.14 25814 276,04
1.1.3.2 139.21 179.21 200.11
1-1-2-3 118.31 158.31 179.21
1.2.3-1 179.21 219.21 240.11
1.2-1-3 194.24 23424 258,14
2-1-3-1 255.14 188,47 240.11
2.1=].3 194.24 127.87 179.21
2-3-1-1 179.21 112,54 164.18
3.1-2-1 255,14 219.21 167.57
3-1.1-2 215.14 179.21 127.57
3-2.1+1 179.21 143.28 91.64

Table 3.2: Reconfiguration time ¥, for UAV #2 (unit: sec)

The mission times ¢y and ¢, will be compared now. Note that the mission time
was shown 7 to be independent of the idle time, as long as it is sufficiently long. Thus,
idle time will not be considered in the simulations here. The mission 7y corresponding to
Approach 2 will be 154.237sec and 127.57sec for UAV #2 and UAV #3, respectively. On
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g Pt b 1o-1000] P [1600,-1600] P, 1-1000.6)

Soguent ’ e '
1+3.2-1 24608 286.08 A33.65
1-3-1.2 215.14 255.14 302.71
1-1.3-2 206.08 246.08 293,65
1-1-2-3 158.51 198.51 246,08
1-2-3-1 246,08 286,08 333,68
1.2-1.3 167.57 207.57 155.14
2-1-3-1 25514 188.47 A33.65
2-1-1-3 167.57 100.9 246,08
2-3-1-1 246,08 179.41 324.59
3-1.2-1 255.14 286.08 194,24
3.1-1-2 215.14 246.08 154.24
3.2-1-1 246.08 277.02 185.18

Table 3.3: Reconfiguration time ¢ p for UAV #3 (unit: sec)

the other hand, the mission time ¢, corresponding to Approach 1 is given in Tables 3.2 and
3.3 for UAV #2 and UAV #3, respectively. Furthermore, from equation (3.24) Agyer for
UAV #2 and UAV #3 are obtained to be 13.99% and 42.9%, respectively. This implies that
using Approach 2, the average mission time for formation reconfiguration over all possible

scenarios is reduced significantly for both UAVs.

Analogously, Agyep for UAV #2 is obtained from equation (3.25) to be —11.8%
in Case 1 and —3.2% in Case 2, respectively. Similarly, Ag,ep for UAV #3 is equal to
—10.6% and —0.2%, in Case 1 and Case 2, respectively. One can conclude from these
results that Approach 2 will only cost 15% more power. As a matter of fact, the results
given in Tables 3.4 and 3.11 show that Approach 2 can lead to a smaller power required in
several scenarios. Note that positive Apgye, in these tables means that the power required

for the corresponding scenario will be smaller using Approach 2.
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arting o y
arting Pasnd P, 10,1000} P:(‘t {1000, 1000] !t“l {1040, 0]

Sequent Appraachl | Approach? | Approachl | Approach | Approschi | Approach?
1-3-2-1 2.6572 2.9395 3.2114 3.0077 3.5011 3.4997
1-3-1-2 3.155 2.8713 3.7093 2.9395 3.9989 34315
1-1-3-2 2.1029 2.8713 26572 1.9355 2.9468 34315
1-1-2-3 1.8132 23793 2.3675 24475 26572 2.9395
1-2-3-1 2.6572 29355 3.2114 3.0077 15011 3.4997
1-2-1-3 2.8654 2.3793 34198 2.4475 3.7093 1.9395
2-1-3-1 3.7093 2.9395 2.7855 3.0077 3.5011 3.4997
2113 2.8654 2.3793 1.9416 14475 26572 2.9395
2311 2.6572 2.9395 1.7334 3.0077 24489 34997
3-1-2-1 3,7093 2.9395 32114 3.6077 1.4959 3,4997
3.1-12 3,158 2.8713 2.6572 2.9345 1.9416 14318
3-2-3-1 2.6572 2.9395 1.1593 3.0077 1.4437 34997

Table 3.4: Power required of UAV #2 corresponding to Case |

(unit: (m * kg /sy *107%)

Smtiog Poins P 10, 1000) F, 11000, 1000] P, [1000,0]
Soquent A tiny A gy A P A o A [T A Frnpr
1-3.2-1 003938 | 0635 | 02964 | 0063441 | 935768 004004
1-3-1.2 0.26309 | 0.08992% | 039548 | 00T | 044126 01419
J«]u32 ST | 0365 | 613038 | G lo62s | 022928 | 016447
1.1.2-3 ABA03TL | -ALE | 0025707 | 003THe | 003938 | 0106285
1-2-3-1 013935 | 10625 | D.2904 | 0063441 | 0,385768 0.0004
1.2-1.3 0.20593 | GE6%63 | 034453 | 028428 | 039848 | 020793
2-13-1 039548 | 0.20753 | O.1H165 | 0079758 | 0.35765 DL
2313 0.20593 | 0.06963 | -0.20944 | 026085 | 0,13935 | AL10625
2-3-]-1 0.13935 | 000623 | 037047 | 073514 | DO0058 | 042908
3-1-2-1 039548 | 0.20753 | 02964 | 0063441 | 0.07956% | 040218
3-1-1-2 G2B309 | 0089929 | G.03938 | 10628 | 420904 | 0.TTR
3u2u-1 013035 | L 10628 | 0076475 | -0.999 | 068K -1.424

Table 3.5: Comperative results for mission time and power required for

UAV #2 corresponding to Case |
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idarting Pet
arting Poim 2 (0,-1000] £, [1000,-1000] F, 110000

Sequent Approachl | Approachl | Approachl | Appreachl | Approachl | Approachl

1321 1.5837 3.6361 4,138 3.7043 4.7971 5.2624
1-3.1.2 3.185 3.56479 3.7093 3.6361 4.3684 51942
1-1-3-2 3.0295 31.5679 3.5837 3.6361 4.2429 §,1942
1-1-2-3 23703 2.0098 2.9246 1078 3.5837 3.5361
1.2-3-1 3.5837 3.6361 4,138 3.7043 4,7971 52624
12-1-3 24959 2.0098 3.0501 2.078 3.7093 3.6361
2-1-3-1 3.7093 3.6361 2.7855 31.7043 47971 5.2624
2-1-1-3 24959 2.0098 1.5721 2078 3.5837 3.6361
2-3-1-1 3.5837 3.6361 1.66 3.7043 4.6716 52624
3-1-2-1 1.7093 3.6361 4.134 3.7043 2.8654 5.2624
3-1-1-2 3.155 35679 3.5837 3.6361 1311 5.1942
3-2-1-1 3.5837 3.6361 4.0124 3.7043 2.7398 5.2624

Table 3.6: Power required of UAV #3 corresponding to Case |

(unit: (m * ke /) 107)

Starting Point
. 1‘?” [G,-T000] PJ {10, - 10 f'} 1 1-1006,0]

Sm‘ﬁ oM ﬂ e A praer A Phema 'ﬁ g A Py A iRy

1-3.2-1 0.48159 | -0.0146 | 0.55407 | O0.I048 | 0.61765 | 0097
1-3-1.2 0.40704 | -0.131 0.5 0.02 0.57887 | -0.18%
1-1-3-2 038097, -0.178 | 048159 | -0.015 | 0.86587 | -0.1M4
1-1+2-3 0.1951% | 01521 | 0.35736 | 0.2895 | 0.48159 | -0.01%
1-2-3-1 048189 | -0.0146 | 0.55407 | 0.1048 | 0.61765 | -0.097
1-2-1-3 023871 6.195 | 0.38541 | 03187 5 0.018
24131 0.8 0.02 032314 | 033 0.61765 | -0.097
2-1+1-3 0.23871 | 019478 | -0.26428 | -0.32 048159 | -0.015
2-3~1-1 048159 | «0.015 | 0.28896 | -0.393 | 0.60098 | -0.13

3-1-2-1 0.5 0.02 0.55407 | 01048 | 834322 | -.B4

3-1-1-2 0.40704 | -0.13087 | 048159 | -0.015 | 017289 | 1,25

3-2-1-1 048159 | D018 | 0.53049 | 0.077 | 031109 | -0.921

Table 3.7: Comparative results for mission time and power required for

UAV #3 corresponding to Case 1
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i P, 10.1000] P [1000,1000] P, (1000,0]
Sequeni Approachi | Approachl | Approachl | Approach? | Approachl | Approachl

13«21 2.682 2.7538 3.2363 2,7835 3.5259 3.141
1312 21799 2,7235 3.7341 2,7535 40238 um
1-1-3-2 21277 2.7235 2.682 275358 29716 31
1-1.2.3 1.8381 2.366 21,3924 2.396 2.682 21,7538
1+2-3-1 2.682 2.7535 3.2363 2.7835 3.52%9 3141
1-2-1-3 2.8502 2.366 34445 2.396 3.7341 2.7535%
2131 37341 2.7535 28104 2. 7835 3.5259 3141
2-1-1-3 2.8902 2.366 1.9665 2.3% 2,682 2.7535
2-3-1-1 2.682 2.7535 1.7582 2.7835 24738 3.141
3.1-2.1 3,7341 2.7538 3.2363 27835 2.5207 3.141
3.1.1.2 3.1799 2.723% 2.682 2.7538 1.9665 A
3-2-1-1 2,682 2.75358 2.1841 2.7835 14686 3.141

Table 3.8: Power required of UAV #2 corresponding to Case 2

{unit: (m * kei 5 10°%)

Starting Point P, 16,1000] P, 11009,1000] 7, 11000,0]
Sequent A Pimer A prswvr A oo A gy A fro A power
1-3-2-1 013935 | 00267 02964 0.13%9 0.35765 0109
1-3-1-2 0.28309 | 0.14352 | 039548 {.26261 0.44126 5.223
1+1-3-2 S AUT94 | 027999 | 0,13935 | 0026658 | 0.22025 | 0047
1-1.2.3 130371 | -0L28718 | 0.025707 | -0.00051 | 0.13938 | -0.0067
1231 013935 | -B.0267 | 0.2964 0.1399 0.35765 | 0.1092
1-2.1-3 020593 | 0.1813% | 034153 03044 0395458 0.263
2.1.3-1 039548 | 026261 | 018165 | 00095599 | 0.35765 | 0.1092
2u1+1-3 0.20593 | 018139 | 020904 | 021842 | 013935 | .0.0267
2-3-1-1 G.13938 | -0.0267 | 037047 | 058312 | 006058 | -0.2697
3.1.2.1 0.39548 | 0.26261 0.2964 01399 | 0.079569 | -D.2461
3-1-1.2 028309 | 0.14352 | 0.13935 | 0.026658 | -0.20004 | -D.5821
3-2-1-1 0.13935 | -0.0267 | 0076475 | ~0.27442 | <L6R3ION | -1 1388

Table 3.9: Comparative results for mission titme and power required for

UAV #2 corresnonding to Case 2
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caringP .
et P, [0,-1000] £, [1000,-1000] P 1-1000,0]

Suquent Approachl | Approachl | Approachl | Approach | Approachl | Approach?
1-3-2-1 3.6086 33224 4.1628 3.3824 4.822 4.6484
1-3-1-2 3.179% 32924 3,734 3 4.3933 4.6184
1-1-3-2 3.0543 32924 3.6086 33224 4.2677 4.6184
1-1-2-3 2.3952 1.9965 2.9494 20265 3.6086 3322
1-2-3-1 3.6086 23224 41628 3.3524 4.822 46484
1-2.1-3 2.5207 1.9965 3.078 2.0265 3.7341 33224
2.1-3-1 3.7341 3.3224 28104 3354 4,822 4.6484
2-1-1-3 2.5207 1.9965 1.597 21,0265 3.6086 3.3224
2-3-1-1 A.6086 33224 2.6848 3.3524 4,6964 #6484
3-1-2-1 37341 33224 4.1628 3.3524 2.8902 46484
3.1-1-2 31799 32924 3.6086 33224 2,336 4.6184

3-2-1-1 3.6086 33224 4.0373 3.3524 2.7647 4.6484

Table 3.10: Power required of UAV #3 corresponding to Case 2

fllnit: (M * kg,",‘) e ;05)

Starting Poing

P]" {6- 10007 Pi: LM, -1 Oy [7” {-1000,0]
Soquent A’ tir A ey A‘ tiv A‘ R A i "3 ey
1-3-2-1 0.48159 | 0079294 | 0.58407 | 0.1947 | 0.61765 | 0.036
1+3.1.2 0.40704 | 00354 0.5 g.1103 {.87887 | -0.0512

1-1-3-2 0.38097 | -0.077961 | 0.48189 | 0.0793 | 0.56587 | -0.0823
1-1.2-3 0.19519 | 0.16646 | 0.35736 | 0.31293 | 0.48159 | 0.0793
1-2-3-1 0.48159 | 0.079294 | 0.55407 | 0.19467 | 0.61765 | 0036
1-2-1-3 0.23871 | 0.20798 | 038541 | 034098 | 0.5 0.1103
2-1.3-1 0.5 0.11025 | 0.32314 |-0.1923 D.61765 | 0.036
2-1-1.3 0.23871 | 0.20798 | -D.26428 | 0,249 0.48159 | 0.0793
2-3-1-1 0.4B159 | 0.079294 | 0.28896 | -0.24% | 0.60698 | 00102
3-1.2-1 0.5 011028 | 0.58407 | 0,195 0.34322 | -0.608
3112 040704 | -B.0354 | 0.48159 | 0.079 0.1728% | -0.977
3}l 048159 | 0079294 | 0.53949 | 0,170 0.31109 | .0.6K1

Table 3.11: Comparative results for mission time and power required for

UAV #3 corresponding to Case 2
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It is worth noting that Approach 2 may not reduce the mission time in certain
scenarios. This can be seen from the results in Tables 3.5, 3.7, 3.9 and 3.11. For example,
it is shown in Table 3.5 that A, corresponding to scenario S = (3,3,2,1,1) for UAV #2 is
—1.424. This means that UAV #2 requires to fly from the location of formation F; to that
of formation F; repeatedly, which represents a pathological scenario. This is, in fact, not a
formation switching because it is not changing from one formation to another. Approach 2

may not save time in pathological scenarios.

The results obtained for formation switching can be summarized as follows.

1. Approach 2 reduce average mission time over all possible scenarios.

2. Approach 2 may lead to a higher average power required in formation switching, up

to a maximum of 20% compared to Approach 1.

3. Approach 2 may not save time for pathologic scenario which requires reconfiguration

to the same formation repeatedly.

3.3 Effect of Nonzero Acceleration

So far it is shown that the proposed approach can reduce the average reconfiguration time
significantly. However, the required assumptions for this approach may not hold in some
practical cases. For instance, the constant velocity assumption for the UAVs during the
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reconfiguration period is not necessary valid in many applications. Hence, the impact of
the acceleration component on the outcome of the proposed algorithm will be investigated

next.

3.3.1 Formation Reconfiguration with Acceleration

The relationship between the displacement d and acceleration @ = V(r) and the mission

time is given by:

. t gt
d= / / ad (3.26)
0 JO

-

1= f(di7 max _’lazi) (3-27)

where d; denotes the overall displacement of the ith UAV. Assume that acceleration is
nonzero, but constant in the leader frame. This is a realistic assumption in most appli-
cations. Consider two formation locations P; and P, in the leader frame and denote the
distance P{ P, between them with IJL| The maximum velocity of each UAV in the leader
frame is equal to VLmax and the relative acceleration aj, in this frame is assumed to be con-
stant. The mission time in the absence of the acceleration will be:

\d. |

B IVLmaxl

(3.28)

The mission time in the presence of constant acceleration, on the other hand, consists of
three phases: acceleration phase whose duration is denoted by 77, constant velocity phase
with the duration AT, and deceleration phase whose duration is denoted by 75. In the begin-
ning of the mission, the velocities of the UAVs are equal and constant. In other words, the
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velocity of each UAV in the leader frame is zero. Upon the issuance of the reconfiguration

command, each UAV moves to its desired location in the new configuration in three steps.

- V2
dr| > i—‘-/ﬁléﬁd—' The time durations

1. Suppose the distance |d| is sufficiently long, i.e.,

Ty, T», and AT can then be expressed as (see Figure 3.12):

Y
Ty =T = | IIZITLTI (3.29)
T a2
AT = M (3.30)
|VLmax|

- 2
Note that AT is zero for the case when |d;| = ﬁ‘%ﬂﬂi, as shown in Figure 3.13.

T AT T,

Acceleration Phase Constant Phase Deceleration Phase

— 2
Figure 3.12: Three-phase reconfiguration for the case when |dg| > I—‘%ﬁ*—l

YI V"”‘VL

L

max

A 4

Acceleration Phase Deceleration Phase

— 2
Figure 3.13: Three-phase reconfiguration for the case when |dy| = l—%ﬁﬁ-’

Hence, the difference between the mission time with constant acceleration and with
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zero acceleration in the leader frame can be presented as follows:

d| — || T2
2T +AT —T = 2T1+|—L—'ﬂ|—‘——r

IVLmaxl
= 2
2T — I—‘_I.I‘E— 3.31)
|VLmax|
= Tl

—- 72
2. Suppose that |dr| < l—‘lll;'s'ﬁ—l Then the time durations 77 and T, can be expressed as
(see Figure 3.14):
1 =1 =1—— (3.32)

-~ —'2
It is to be noted that in this case AT = 0. Therefore, |d | < L%’ﬁl—', and the difference

T V<V

Lmax

T

Acceleration Phase Deceleration Phase

— V2
Figure 3.14: Three-phase reconfiguration for the case when |dy| < l—‘%ﬁf—l

between the mission time with constant acceleration and with zero acceleration in the

leader frame in this case is given by:

2N +AT—-T = 21 +0-T

|d1|
IVLmaxI
de] _|di|
ld'Ll |VLmaxl

= 2T -

(3.33)

An example will be presented now to clarify the above analysis. Consider the
problem given in Example 3, and assume that the acceleration measured in the leader frame

57

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



is |a| = 3m/s®. The results obtained are given in Table 3.12. As it can be seen from this ta-
ble, Asime corresponding to UAV #2 and #3 change from 44.9% to 43.81% and from 41.4%
to 39.4%, respectively. These changes are very small, and are due to the fact that the domi-
nators of the corresponding ratios in equation (3.20) increase, while the numerators remain
unchanged. Hence, the resultant A;,,.’s for both UAVs are smaller compared to the zero-
acceleration case. These results show that although the proposed algorithm is developed
for the zero-acceleration case, it also reduces the reconfiguration time for a simple practical

set-up with nonzero acceleration.

UAV £ VAV #3
Accoleration | Approachl | Approschl A Accelerstion | Appreachl | Approach A,
Yes 7858 20235 | 438T% Yes 3108 TRB.64 | 39.35%
No 315,72 19421 | 44.9% No 765,88 167.57 | 41.4%

Table 3.12: Reconfiguration time with and without acceleration
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Chapter 4

Conclusions

4.1 Conclusions

A novel formation flying strategy is introduced in this work to minimize the reconfiguration
time in UAV formation flying. It is assumed that a finite set of potential positions for each
UAV in the formation is available. The reconfiguration is carried out in two stages. In the
first stage, each UAYV flies to a designated position which has the minimum average distance
from all potential locations that it may fly to upon the issuance of the next reconfiguration
command. In the second stage, the UAV flies from its designated position to the location
assigned by the next reconfiguration command. The designated position is indeed a bridge

between the two consecutive formations, and distinguishes the proposed method from the
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traditional reconfiguration strategy, where each UAV stays at its present position upon the

completion of a reconfiguration mission.

Throughout this work, it is assumed that there is a sufficiently long time gap
between the two consecutive reconfiguration commands so that the proposed two-stage
strategy can be carried out efficiently. Furthermore, the proposed method minimizes the
average distance that each UAV requires to move during the entire mission, not the time.
However, it is assumed that the velocity of each UAV is constant, and thus the distance it
travels is proportional to the time. However, in order to save fuel, it may be desirable to fly
with a lower speed during the idle time. Sufficient conditions are given which guarantee
that the proposed method outperforms the traditional reconfiguration strategy. Simulation
results show that even in the case of nonzero acceleration, the proposed method can reduce
the reconfiguration time. It is to be noted that the assumptions made throughout the paper
are generally realistic in practice, and has also been considered in several other relevant

papers.

The simulation results presented in the thesis demonstrate the effectiveness of
the proposed strategy in reducing the reconfiguration time for various formation scenarios.
Furthermore, in many scenarios the proposed method also reduces the fuel consumption.
It is shown that while the average time of reconfiguration is minimized, there are some
pathological cases for which the traditional reconfiguration strategy would lead to a shorter
mission time. The results of this research can have a significant impact on the time sensitive

formation flying missions.
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4.2 Suggestions for the Future Work

The effectiveness of the method proposed in this thesis for reducing the reconfiguration
time depends on some important assumptions. This includes, for example, the assumption
that the velocity of each UAV is constant. This assumption, although realistic in many
applications, was mainly for reducing the complexity of the problem formulation. A more
comprehensive study is needed to investigate the more general case, when acceleration and
deceleration of the UAVs are not constant. This will lead to a more complex analysis as the
relationship between distance and time cannot be expressed in a simple closed form in this

casc.

Another important assumption was that the idle time is sufficiently long so that
the UAVs have enough time to settle in their SD position before the issuance of the next
reconfiguration command. The case when the idle-time is not sufficiently long also needs

further investigation.

Furthermore, the main development of the paper was based on the existence of
a known set of potential formations. It was assumed in the analysis that this set is finite.
Relaxing this condition would be a good direction for future research. In other words,
the case when the potential configurations belong to a compact set can be considered by
modifying the analysis presented in the thesis. One can also incorporate a probabilistic

analysis in the new problem statement and the corresponding formulation. The probability
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assigned to the compact set in this case will be a proper probability density function over the
whole set. It is to be noted that the results obtained in the present work can be considered

as a special case of the one described above.

Finally, a rigorous collision avoidance analysis would be very important in prac-
tice, specially in the case of a formation with several UAVs. Such analysis and how it

changes the results obtained in this work can be another subject for future research.
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Chapter 3

Appendix

5.1 Appendix A

5.1.1 Power required of UAVs

The power requirement of airplane is defined as energy per time [42], [43]. In Chapter 3,
the expression for power requirement was given by equation (3.21), for the case when the
UAVs fly at the same level and without accelerating. For a steady-level flight, the power
required can be simplified as:

Pr=—=TRV =DV (5.1)

~ |ty
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where V is the velocity of the aircraft, D is the draft of the UAV, and T is the thrust. To
keep the flight at a steady level, the UAV needs a lift equal to its weight, i.e., L = W. Thus,

one can obtain the following equation:
L=W =1/2C;pV?S,, (5.2)

where Cy. is the coefficient of the lift. On the other hand, the thrust required for small angles

is given by:

Cp Cpo Cr
— — (=D0 — 5.3
Tk C W= ( o +Cpo,L+ MRA)W (3.3)

where Ry is the aspect ratio that Ry := IZSE and ¢ is a span efficiency factor, which ranges
from 0.85 to 0.95 for typical subsonic aircraft. Combining the equations (5.2) and (5.3),

the equation (5.1) can be rewritten as:

CpopV?
Pr=|—r—"--+CporV
R 2(W/Sw)+ po,LV +

2(W/Sw)
MRApV

(54)
This is, in fact, the equation (3.21) used in Chapter 3. Typically, Cpo, ., in the above equation

is equal to zero. The minimum power can be obtained by differentiating the above equation

with respect to Cp,, and setting the result to be equal to zero as follows:

JPg 3 Cpo 1Cpor 1 1 W/SW
PR _a|-2 _ZDOL = :
3¢, v2|-5 et 3R T ARG W= =0 (5.5)

which leads to the following results:

b o AV2C0't L WSy 5.6
Rmin = = R34 P ’

12CD0}

_ ﬂfRA
2

CL

Cpo,L + \/ Cpo,r> + 5.7

éR A
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5.1.2 Number of All Possible Formation Scenarios

Equation (3.23) in Chapter 3 was introduced to calculate the number of all possible scenar-
ios of formation flying for a given number of UAVs. The equation is rewritten here:

L!

Ny = M * —
I1 Q!
i=1

(5.8)

This equation is obtained from the permutation and combination of all possible path plan-
ning for UAV formation flying. Define the set H as a set consisting of all formations, and
call it the basic set for the formation. Then, L is the size of the basic set H. M is the number
of all possible initial formations, which is the number of formations, indeed. The parame-
ter k is the number of the subsets consisting of the repeated formations in the basic set H.
For example, assume that there are three formations for a group of three UAVs. Assume
also that the UAVs will fly to the formation F; twice as frequently as the other formations.
Hence, the basic set H is (1,1,2,3), L is equal to 4, and M; is equal to 3. In this case, there

is one subset of the repeated formations, i.e., (1,1), and hence, that k = 1.

Q, is the size of the subset [,/ € K := {1,...,k}. For example, in the basic set
H = (1,1,2,3), the subset of repeated formations will be the subset (1,1). In this case,

k=1 and Q; will be the size of (1,1) which is equal to 2.

It is required first to obtain the combination of all possible formation flying paths
which is equal to L!. It is to be noted that if & is not zero, the repeated results should be taken
into account. In other words, L! needs to be divided by the number of repetitions, which is
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k
IT Q;!. Finally, after adding the start locations, the number of all possible scenarios will be
I=1

given by the equation (5.8).

For example, for the case when there are three formations for three UAVs with
no repeated formation in the mission, L = 3, M; = 3, and k = 0. One can easily verify that

in this case Ny =3%3! = 18.
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