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Abstract  

 

QoS in Distributed Broadband Wireless Communication (BWC) Systems 

with Optimum Antenna Layout 

Yao Yao 

 

   This thesis is concerned with optimization of distributed broadband wireless 

communication (BWC) systems. Distributed BWC systems contain a distributed antenna 

system (DAS) connected to a base station with optical fiber. Distributed BWC systems 

have been proposed as a solution to the transmit power problem in traditional cellular 

networks. So far, the research on BWC systems have advanced on two separate tracks, 

design of the system to meet the quality of service requirements (QoS) and optimization 

of layout of the DAS. This thesis considers a combined optimization of BWC systems. 

We consider uplink communications with multiple levels of priority traffic having any 

renewal arrival and departure processes. We develop an analysis that determines packet 

delay violation probability for each priority level as a function of the outage probability 

of the distributed antenna system. Then, we determine the optimal locations of the 

antennas that minimize the antenna outage probability, taking path-loss model, Rayleigh 

model and inter-cell interferences into account. We also study the tradeoff between the 

packet delay violation probability and packet loss probability. 
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Chapter 1. Introduction 
 

 

 

1.1 Quality of Service (QoS) of a distributed broadband 

wireless communications (BWC) system 

 

 

The fast development of wireless networks requires higher transmission rates. The 

required access rate is increasing up to 1Gbits/s for the next generation (4G) 

communication systems according to the objective of IMT-Advanced (International 

Mobile Telecommunications) system, which is set by ITU-R (International 

Telecommunication Union- Radiocommunication Standardization Sector ) [1][2][3]. 

However, the constraint on the transmit power limits the transmission rate, especially for 

mobile users having power and energy constraints, such as smart phones and pads. One 

promising way to solve this problem is the distributed broadband wireless 

communications (BWC) systems [2].  

 

  A distributed BWC system is made up of a distributed antenna system (DAS) 

and radio over fiber (RoF) technology [2]. The idea of DAS is that rather than having 

antenna(s) set at the center of a cell, which is called centralized antenna system (CAS), 
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the antennas are located geographically separately in the cell [2]. The RoF technology, 

which is very reliable and has very small delay, is responsible for the transmission 

between these antennas and a central processor where they are jointly processed [2]. In 

this way, a user is very likely to have an antenna nearby comparing to a CAS, it will in 

turn reduce the transmission power requirement of that user and also the antennas. What’s 

more, the distributed antennas are usually cheaper so it’s possible to place many 

distributed antennas in one cell [6].  

 

  The distributed BWC system solves the power constraint problem very well 

instead of shrinking the cell size as in conventional CAS, which results in larger overhead 

and delay due to higher frequency of handovers between cells. 

 

1.1.1 QoS criteria in DAS 

 

Since RoF technology is very reliable and generates very small delay for communications, 

QoS requirements for distributed BWC systems are essentially the requirements for DAS.  

 

  Different traffic types may have different QoS requirements. For example, real 

time traffic such as voice and video always has strict requirements on delay and jitter. At 

the same time, they are usually redundant thus accuracy of the delivered information is 

not a critical QoS requirement. On the other hand, data traffic such as e-mail, file 
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transfers and distributions, are usually delay-insensitive but accuracy-sensitive thus their 

QoS mainly focus on packet loss or outage probability (an outage refers to a transmission 

that is not received successfully by the receiver side). There is also some traffic with 

intermediate QoS requirements in between the two extremes. 

 

 

1.1.2 Review of previous work on DAS 

 

Initially, the objective of DAS was to cover the dead spots at indoor situations while now 

it has been demonstrated to have the advantage of decreasing the transmission power and 

increasing the system capacity [4], [8], [9].  

 

  In [4], it has been shown that distributed antenna systems have better 

performance than centralized antenna systems. They demonstrated that the capacity of a 

centralized antenna array grows linearly with the number of antennas, and distributed 

antenna array system can offer an additional growth. This result is based on the 

assumption of dividing a cell into several microcells and placing an antenna at the center 

of each microcell. However, no justification is given for this placement of antennas. 

 

  In [8], they assume the randomly distributed antenna topology to prove that the 

mean spectral efficiency of DAS is higher than CAS, since in DAS the mean square 

access distance (MSAD) is less than that in a conventional CAS. Though this early paper 
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(in 2003) does not discuss the location of antennas, it gives the first clue that the locations 

of antenna matters a lot in performance. 

 

  In [9], the same randomly distributed layout is considered as in [8]. The work 

shows that DAS performs better than CAS in power efficiency which in turn, improves 

the system capacity. In [9], it is also shown that with the increase of the number of 

distributed antennas, the capacity gain is sharply increasing. 

 

  In [5], they study the uplink sum-rate capacity with per user power constraint in 

a single cell with multiple users and DAS with circular antenna layout. They give an 

iterative method for obtaining the closed form for the capacity. However, their work only 

works for a single cell with no inter-cell interferences involved and the radius of the 

antenna circle is chosen without justification. 

 

    As discussed above, most of the early work in DAS is concerned only with 

the advantages of DAS over CAS, with no attention has been paid to the optimum layout 

of DAS or the QoS in DAS. However, recently, some work started to appear on the 

optimum layout of DAS, based on different system performance metrics such as capacity, 

spectrum and power efficiencies, like in [6], [24], [25] and [10]. And some other work 

started to interested in quality of service requirements (QoS) in DAS such as delay and 

outage probability, like in [13] and [11].  
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  As an extension of the work in [5], reference [6] aims to optimize the sum-rate 

uplink capacity of a single cell with multiple users by determining the optimal radius of 

the antenna circle with assumptions that the antennas are placed on a circle centered at 

the cell center and their locations on the circle are uniformly distributed independent of 

each other. They obtain the optimal radius of the antenna circle for a specific case that the 

path loss exponent equals to 4. This work is more appropriate to a CDMA type of system 

since all the users in the cell will be transmitting simultaneously. Inter-cell interferences 

are not considered in this thesis. 

 

  In [24], they aim to maximize the cell averaged uplink ergodic capacity by 

converting the optimization location problem into a codebook design problem, and the 

squared distance criterion is proposed to simplify it through a series of approximations. 

To simplify their work, they assume a circular antenna layout and then they determine the 

optimal antenna layout for the uniformly distributed users’ case analytically and for the 

generalized distributed users’ case numerically. Their work is also based on a single cell 

uplink model and the interference from other cells is not considered. [25] is a very similar 

work which studies the downlink communications with selective transmission.  

 

  In [10], the optimal location of antennas in a cellular setting has been studied for 

the downlink communications based on the performance metrics of capacity and power 

efficiency, taking inter-cell interferences into account with log-normal shadowing and 
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Rayleigh fading channel models. Their work uses the Robbins-Monro procedure from 

stochastic approximation theory to determine the best location of antennas through a 

simple numerical method. Though no closed form results are obtained, their results show 

that for a 7 antenna case, the optimal layout consists of placement of one antenna at the 

center and remaining ones on a circle around it without presenting the exact position of 

antennas on the circle, and they also determine that the size of the circle shrinks as the 

interference coefficient increases. They demonstrate that the optimal placement can 

provide reduction in power consumption, or it can increase the area spectral efficiency in 

some certain cases. They conclude from simulation results that shadowing or multi-path 

Raleigh fading has no effect on the optimal location of antennas, which is a really 

interesting conclusion, however, without mathematical proof.  

 

  For other works which concerned the QoS in DAS, most of them are interested 

in the problem of antenna selection and coordination in order to satisfy certain QoS 

requirements. For example, [13] is a work based on a distributed BWC system assuming 

that the central server maintains a separate queue for each of the users. This work 

considers selection of a subset of the available distributed antennas such that the 

probability of queuing delay (delay-bound violation probability) for users in the downlink 

transmission is less than a threshold.  

 

  [11] studies the impact of the size of base station clusters on decoding outage 
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probability in a distributed BWC system. It considers the effects of limited backhaul 

bandwidth and the size of overhead among cooperating base stations, in selecting an 

appropriate base station cluster to perform message decoding, since more base stations 

will cause more interactions thus more overhead and bandwidth will be required for the 

communications among them. This work employs different multi-cell processing (MCP) 

schemes: joint decoding versus local decoding; and different repeat-request mechanisms: 

Automatic Repeat-reQuest (ARQ) or Hybrid Automatic Repeat-reQuest (HARQ) in 

selecting base station cluster.  

 

  Our thesis will combined the above two tracks together, the optimization of 

antenna layout and QoS requirement, which to my knowledge, hardly any research has 

been done on these two aspects jointly. 

 

 

1.1.3 Motivation for the thesis 

 

 

For the next-generation communication system, the proportion of multi-media 

communications will increase continuously, and these different types of multi-media 

traffic are usually assigned different priorities to satisfy their QoS requirements such as 

delay. Thus, it is important to study the delay attribute in a general multi-priority queue, 

while former work on determining the queuing delay or the relating queuing length are 
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mostly based on a single type of traffic with specific arrival/departure such as Poisson 

process and constant process, like in [13][22][23]. 

 

  Also as can be seen from the above introduction, distributed BWC system is a 

very promising technology and the location of the distributed antennas is a vital issue in it. 

That’s why we base our work on a distributed BWC and try to find the optimum antenna 

layout. Also, we consider uplink communications since we believe it is more crucial on 

the aspect of the power constraint problem of users. Furthermore, we take co-channel 

interferences into account since its more real while most of the work on optimization of 

antenna layout only consider a single cell with no co-channel interferences, such as 

[5][6][24], as was introduced in section 1.1.2. 

 

1.1.4 Problem statement 

 

  In this thesis, we consider a cross-layer work combining the QoS in DAS and the 

optimization of distributed antenna layout together. 

 

  At Mac layer, we consider uplink communications, from user to base station, 

with multiple levels of priority traffic, having any renewal arrival/departure processes. 

We determine one QoS criterion, the packet delay violation probability, for each priority 

level as a function of the outage probability of the distributed antenna system. We also 
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study the tradeoff between the packet delay violation probability and packet loss 

probability.  

 

  Then at Physical layer, we determine the optimal antenna layout that minimizes 

the average uplink outage probability of DAS. Fadings and co-channel interferences are 

taken into account in our analysis.  

 

 

1.2 Background knowledge  

 

 

Next, we describe the background knowledge needed for this thesis. 

 

 

1.2.1 Cellular networks 

 

In cellular networks a geographical area is divided into several cells with each having a 

base station usually located at the center of the cell. The shapes of these cells are assumed 

to be hexagonal or circle and their sizes depend on the density of the users, the capacity 

of the base station and available frequency bandwidth. A base station serves to the users 

in its own cell. Communication between different base stations enables the user to 

communicate with users in different cells. A typical cellular network topology is shown in 

Figure 1.1. 



 

10 
 

Figure 1.1: Typical cellular network topology 

 

  As may be seen, the area is divided into hexagonal cells with each cell having 

six tier-one neighbors and 12 tier-two neighbors. Since communications between base 

stations and users are wireless, there might be a lot of interference between the cells. One 

solution to this problem is not to allow a cell to use the same frequency band as any of its 

tier-one neighbors. This forms a cluster of 7 cells, each of these 7 cells using a different 

frequency band. The frequency reuse factor for such a cluster is 1/7 since each cell uses 

1/7 of all the available bandwidth. As in Figure 1.1, each of the cells in the central cluster 
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are using a different 1/7 of total bandwidth to avoid interference among each other. Same 

thing is in every cluster of 7 cells. 

 

  When a user moves from one cell to another during a call, handover is 

implemented between the two base stations serving to these cells which causes 

overheads. 

 

1.2.2 Probability of outage 

 

Outage probability is a very common and important metric for QoS in wireless networks. 

Since wireless environments are time-varying due to relative motions between 

transmitter-receiver pair and changes of environment between it, etc, the channel capacity 

can be very unstable in the time domain. When the instantaneous channel capacity drops 

below a certain threshold, a channel outage will happen which will cause packet losses. 

This may be a severe problem in large number for applications [17]. 

 

1.2.3 ARQ mechanism  

 

One possible method to allay the impact of outage is to use Automatic Repeat Request 

(ARQ) retransmission mechanism. This mechanism mitigates packet losses but at the 

expense of higher bandwidth consumption and larger queuing delay. This is explained 
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below. The probability of packet loss may be determined by, 

 

                     

 

where p denotes the outage probability and L denotes the maximum number of allowed 

transmissions of a packet assuming each transmission is independent. On the other hand, 

reduction of L can reduce the delay but as mentioned before, it may not be a good 

mechanism for accuracy-sensitive traffic since it will raise more packet losses. So there is 

a tradeoff between packet loss probability and delay, in adjusting L. 

 

1.2.4 Local decoding versus joint decoding 

 

With local decoding in the uplink, each antenna in the same cell will decode the received 

packets from users and send their decoding results to the central processor. Only one 

successful decoding result is enough for the central processor to obtain packet correctly. 

So when a central processor cannot get the correct information, it means that none of the 

antennas has been able to decode the packet successfully.  

 

  With joint decoding, each antenna transmits the received soft information to the 

central processor which does decoding. In this scenario, the antennas function like relays 

and pass the information to the central processor, and then the central processor will 

multiplex all the information based on specific mechanisms and perform decoding of the 
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merged signal. In this case, decoding only takes place at the central processor, and 

antennas can simply be treated as relays. 

 

  In our work, we only consider local decoding. 

 

1.2.5 Multi-priority queue 

 

For the next generation communication networks, multimedia services will make a large 

portion of a user’s traffic including voice, e-mail, messaging, files transfers and 

distribution services [27]. Thus the service queue of a user is very likely to contain 

packets from multiple classes of traffic with different Quality of Service (QoS) 

requirements. Those multiple classes of traffic may be assigned different priorities 

according to their own QoS requirements. Those low priority traffic will be transparent to 

the high priority traffic and can be transmitted only if there is no pending packet with 

higher priority.  

 

 

1.3 Outline 

 

 

In the following, outline of the thesis is presented. 

 

  In Chapter 2, we consider uplink communications with multiple levels of priority 

traffic. We develop an analysis that determines packet delay violation probability for each 
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priority level as a function of the outage probability. In section 2.1, we present the 

queuing model. In section 2.2, we determine the queuing delay violation probability for a 

sole data traffic flow and then extend the results to a dual-priority queue in 2.2.1 and 

2.2.2 respectively. And in 2.2.3, we demonstrate that the analysis can be easily extended 

to a multi-priority queue with any number of priority levels and any traffic 

arrival/departure processes as long as they are renewal processes. Then in section 2.3, we 

give numerical results for the analysis of the dual-priority queue, we also show the 

tradeoff between the packet delay violation probability and packet loss probability. 

Simulation results are also presented in section 2.4. 

 

  From the work in Chapter 2 we learn that the reduction of outage probability 

improves the system’s QoS and performance in several ways. So in Chapter 3, we study 

the optimum antenna layout in DAS that minimizes the outage probability of the system. 

The system model of DAS is described in section 3.1, and then we determine the outage 

probability for a single antenna in section 3.2 through application of Laplace transform 

techniques. After that, we obtain the average or expected outage probability for the 

system in section 3.3 and the expression of the optimal location of antennas in section 3.4. 

Due to mathematic difficulties, we could not determine the closed form expression for the 

optimal locations of antennas. The numerical and simulation results are presented in 

section 3.5 and 3.6 respectively instead.  

 

  Finally, Chapter 4 presents the conclusions of the thesis and the future work. 
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Chapter 2. Uplink queuing delay in a 

multi-priority queue under 

heavy traffic load 
 

 

 

When designing a system, queuing delay is always a crucial quality of service (QoS) 

metric. Especially in a multi-priority queue, the delay of the low priority traffic may be 

very large when the queue is under heavy load, and some QoS requirements maybe 

violated if the delay exceeds a set threshold value. Furthermore, if we consider 

retransmission mechanisms due to outages caused by the instability of wireless 

environment, this situation may be even worse. So in this chapter, we will study the 

uplink queuing delay violation probability in a multi-priority queue under heavy traffic 

load, as a function of the outage probability of the system.  

 

  We assume that each user may generate a delay-sensitive and a relatively 

insensitive flow, let’s say a voice flow and a data flow   , respectively, and the voice 

flow will be given a higher priority than   . Based on this assumption, we will 

determine the queuing delay violation distribution of the    traffic using approximate 
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methods, and numerical and simulation results will be presented after that. Though it is a 

dual-priority queue, the same analysis can easily be applied to multi-priority queues, 

which will be shown later. 

 

 

2.1 Queuing model for uplink communications  

 

 

In the section, we will present the queuing model for uplink communications, from the 

user to the base station.  

 

  We assume that both voice and    packets arrive according to independent 

Poisson processes with rates    and    
 packets/sec respectively. The arriving packets 

are stored at the service queue with infinite buffer size. The time–axis is slotted and the 

transmission of a packet starts at the beginning of a slot, the duration of which equals to 

one slot.  

 

  We assume that the voice flow has higher priority than the data flow thus    

traffic will be transparent to the voice traffic and a    packet will be transmitted at time 

t only if there is no pending voice packets at time   . 

 

  A transmitted packet may not be received successfully due to the poor channel 

condition, and this event will be treated as an outage. When outages occur, voice packets 

will not be allowed retransmission and will be dropped since voice is delay sensitive.    
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packets, on the other hand, will be asked for retransmission and they will be dropped only 

if they could not be received successfully after L transmissions. Dropped    packets will 

be treated as packet loss and probability of packet loss is given by,  

                     

 

where p is the outage probability and L stands for the maximum number of allowed 

transmissions of a    packet. In this work, we do not consider the packet loss 

probability of voice packets since voice information is redundant and it can tolerate for 

packet losses. 

 

 

2.2 Queuing delay for low priority traffic 

 

 

Based on the queuing model described in the last section,    packets may experience 

large delays because of buffering and retransmissions. So in this section, we are going to 

study the queuing delay violation probability for    traffic. 

 

  We will first start by analyzing a simple case with only the    traffic and no 

voice traffic in the system in section 2.2.1. Then in section 2.2.2, we will study the 

queuing delay violation probability of the    traffic in the presence of voice traffic. 

After that, in section 2.2.3 we will extend the analysis to a system with three levels of 

traffic to demonstrate that our analysis applies to traffic with any number of levels. 
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  Since in general it is unrealistic to determine the hard delay bound for a wireless 

system [13], we are going to employ the same metric as in [13], the queuing delay-bound 

violation probability, to study the queuing delay attribute of different flows. The queuing 

delay-bound violation probability is defined as the probability that the queuing delay 

exceeds a certain value, and it is defined as,  

                                 （2.1） 

 

where D and     represent the queuing delay and a queuing delay threshold. 

 

For a queue, let us define      as the number of source packet arrivals during 

time interval [0, t). Defining the energy function of that arrival process as       [13], 

 

            
 

 
                               (2.2) 

 

Let us consider the departure process from the same queue assuming that this 

departure process is under saturation and independent of the arrival process [22]. 

Defining      as the number of departures during the interval [0, t) and       as the 

corresponding energy function [22]: 

 

            
 

 
                               (2.3) 

 

From [13] and [22], we have the queuing delay-bound violation probability for a 

queue, 
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                                        (2.4) 

 

where    is the unique solution of               . 

 

2.2.1 Delay violation probability of sole    traffic 

 

 

From (2.4), we can determine the queuing delay-bound violation probability of a 

queuing system if we know the energy function of the arrival and departure processes 

to/from that queue. So for the sole    traffic, obtaining the energy functions of the    

packet arrival and departure processes are enough to determine the queuing delay-bound 

violation probability of it. 

 

The energy function of a Poisson process has been determined in [21] and let  

   
      denote the energy functions of the Poisson arrival processes of    traffic, then, 

it is given by [21], 

  
         

                             (2.5) 

 

in   
       the subscript A denotes the arrival process, and the superscript    denotes 

   traffic. This notation also applies to other energy functions. 

 

Next, we will determine the energy function of the saturated departure process of 

   traffic when there is no voice flow involved in the system. We will assume that the 
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consecutive transmissions of a packet are independent of each other and outage 

probability of each transmission is given by p. Then the service time k of each    packet 

has truncated geometric distribution given by,  

 

 
                           

                       
              (2.6)     

 

where the unit of k is in slots, L is the maximum number of transmissions of a    packet 

and each transmission takes one slot. 

 

Let   
      denote the probability generating function (PGF) of the above service time 

distribution, and substitute (2.6) in it, we have, 

  
                  

 

   

                           

   

   

        

       
         

    
                                                                            

 

Then, the mean   and variance    of the service time is given by, 

 

  

 
 
 

 
       

      
 
 
   

  
    

   

         
      

  
 
   

     
      

 
 
   

      
      

 
 
   

 
 

 
                             

      

            (2.8) 

 

Unfortunately, it is not possible to determine the energy function of this 

departure process. The inability to derive the energy function defined in (2.3) limits the 



 

21 
 

application of this approach to determine the delay violation probability of a packet in 

(2.4). This situation is common in obtaining the energy function since most processes 

may not have a closed form expression for energy function, even if there is a closed form, 

usually it is hard to obtain. In this work, we propose an alternative method to determine 

an asymptotic energy function, which will be applicable also to the other problems.  

 

From the above analysis, we know that the intervals between consecutive 

departures which correspond to the service times as the queue is saturated, are 

independent identical distributed (i.i.d). Then we can model the departure process as a 

renewal process by taking the service time as the renewal interval, and the departure of a 

packet or the moment of completion a service as a renewal point. We propose to apply the 

central limit theorem for renewal processes [28], to determine       , the distribution of 

the number of    packets that may be served during [0, t). This theorem states that 

      , asymptotically approaches to a Gaussian random variable as   goes to infinity, 

with mean 
 

 
, and variance 

   

   where   and    are the mean and variance of the 

renewal interval. Thus following (2.3), the energy function of the departure process of 

data traffic,   
     , is given by,  

 

  
            

 

 
                     

 

 
     

  

 
 

     

     
 

 
 

    

     (2.9) 

 

            is the moment generating function of the Gaussian rv        with mean 
 

 
, 
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and variance 
   

  
, so              

  

 
 

     

   .  

 

  (2.9) is an asymptotic result of the energy function of the departure process of 

   traffic when no voice traffic is involved. Subscript   in   
      stands for the 

departure process. 

 

   Substituting (2.5), (2.9) into (2.4), then the delay violation probability of    

traffic is given by, 

 

                
          

 

where    is the unique solution to of,  

 

  
        

         

with  

 
 
 
 
 

 
 
 
   

         
      

  
      

 

 
 

    

   

   
    

   

   
                             

      

               

 

  Now we are going to demonstrate that our asymptotic method from central limit 

theorem for renewal processes does provide very good approximation to the exact energy 

function with two examples, a Poisson process and a Binomial process, whose exact 
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energy functions are easily to obtain. The expressions of the asymptotic and exact energy 

functions of the above two processes are given below.   

 

  For a Poisson process with arrival rate   , its exact energy function      and 

the asymptotic energy function       when t goes to infinity are presented in [21], 

 

 

             

           
  

 
 
  

 

and we notice       is a Taylor approximation of      for Poisson processes. 

 

  For Binomial process with success probability 1-q, its exact energy function 

     and the corresponding asymptotic energy function       are presented in [21], 

 

 
                   

                        
  

 

  The asymptotic and the exact energy functions of Poisson and Binomial 

processes are plotted in Fig. 2.1as a function of  . We can see that the asymptotic results 

are very close to the exact energy function for small values of  . And for most stable 

queues under heavy loading, the    satisfy (2.4) is far less than 1. Thus we can conclude 

that (2.9) is a good asymptotic result for the energy function of the departure process of 

   traffic when no voice traffic is involved.  
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(a) Energy function of Poisson process with arrival rate    

 

 

(b) Energy function of Binomial process with success probability 1-q 

 

Fig. 2.1 Comparison of energy function from central limit theorem for renewal processes and 

the exact energy functions of Poisson and Binomial processes 
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2.2.2 Delay violation probability of    traffic in the presence of voice 

traffic 

 

 

  Next, we consider transmission of    packets in the presence of voice, which 

was described in the queuing model section. We let   
  

 

   ,   
  

 

    denote the energy 

functions of packet arrival and departure processes of    traffic in the presence of voice. 

We notice that   
  

 

    remains the same as   
      since arrival processes are 

independent. However,    
  

 

    differs from   
     , since voice has priority over   , 

   traffic may only use the left over bandwidth from the voice traffic. Let    
 
    

denote the number of data packets that may be served during a time interval [0, t) in the 

presence of voice traffic, clearly,    
 
    does not have the same distribution as       . 

So according to the definition of energy function in (2.3), we can conclude that   
  

 

    

   
     .  

 

  Unfortunately, we have not been able to determine    
 
    thus cannot obtain 

  
  

 

   . It is another common bottleneck in a multi-priority queuing system to determine 

the number of departures during a certain period for a low priority traffic, since it is very 

complicated and most of the time there does not exist a closed form expression. As a 

result of that, we propose the following approximation. Assuming 

 

   
 
            

     
                             (2.10) 
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where       is the number of voice packet arrivals during [0, t) and 1 corresponds to the 

one slot for transmission of a voice packet. Since service of each voice packet takes one 

slot, the above equation states that after voice arrival packets have all been served, during 

[0, t), there is only a period of         that can be used to serve    packets. And that 

        period is exclusive for service for    packets, just as in the sole    case. 

 

  As we have shown in (2.9),        can be approximated as a Gaussian random 

variable with mean 
 

 
, and variance 

   

  . So applying central limit theorem for renewal 

processes again, we can say            is also another Gaussian rv with mean 
     

 
 

and variance 
       

   since       goes to infinity as t goes to infinite. And recall the 

definition of energy function in (2.3), we could have  

 

  
  

 

       
   

 

 
          

 
        

   

 

 
                             

 

assuming        and            are independent, we have  

 

  
  

 

        
   

 

 
                  

   

 

 
                    

 
 

 
 

    

   
    

   

 

 
      

   
  

        

                

 

   

  

 

noticing that in the above expression, the argument in the        is the probability 

generating function (pgf) of       and since voice arrival process is a Poisson process 

with rate   , then we have, 
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                            (2.11) 

   

  At this point, we have obtained the energy function of departure process of    

traffic in the presence of voice in (2.11), by using an approximate method to obtain 

   
 
    in (2.10) and applying the asymptotic method to obtain   

  
 

   . 

 

  And substituting (2.5) and (2.11), the energy functions of arrival and departure 

process of    traffic in the presence of voice, into (2.4), we obtain the delay-bound 

violation probability of    traffic in the presence of voice, 

                
  

 
                           (2.12) 

 

where    is the unique solution to the following set of equations,  

 
 
 
 
 
 

 
 
 
 
   

  
 

      
  

 

      

  
  

 

      
      

      

  
  

 

    
 

 
 

    

   
     

  
 

 
    

      

   
    

   

   
                             

      

                     

 

The above equations cannot be solved analytically, but it is possible to solve them 

numerically using Taylor expansion and that will be explained later on in the numerical 

results section.  
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  At this point, we have obtained the queuing delay violation probability based on 

the queuing model described in section 2.1. Next, we are going to extend our analysis to a 

tri-priority queue to demonstrate our analysis is feasible to any number of priority levels. 

 

 

2.2.3 Extension of delay violation probability to multiple types of 

traffic (more than two) 

 

 

  We have obtained the queuing delay violation probability for a dual-priority case 

in (2.12) and (2.13). The analysis presented above can be easily extended to more than 

two priorities by repeating the procedures in (2.10) and (2.11) to obtain the energy 

function of the departure process whenever a new level is involved. For example, 

assuming there is another data flow    involving in the existing dual-priority queue with 

the lowest priority. In this case, the queue is a tri-priority queue with voice having the 

highest priority,    traffic having the middle priority and    traffic having the lowest 

priority. Clearly, the delay for the    traffic remains the same as before since    traffic 

is transparent to    and voice. Now, if we want to obtain the queuing delay-bound 

violation probability for the    traffic, we can do the following work, 

 

  Applying the same procedure in (2.10) and (2.11), we then have, 

 

   
 
                 

       
      
                              

      
     (2.14) 
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from the definition in former analysis, we know       is the number of voice packet 

arrivals during [0, t), thus similarly we denote        as the number of    packet 

arrivals during [0, t). For those        arrival packets of data flow   , assume that the 

service time of each of them will take    slots where i from 0 to       , the pgf of    

is   
      and it is determined in (2.7). Also, we denote        as the number of    

packets that may be served during [0, t) if there is no other traffic involved,    
 
    the 

number of    packets that may be served during a time interval [0, t) in the presence of 

voice traffic and    traffic.  

 

  Similar as in (2.10), equation (2.14) can be explained as before: if we subtract 

the time period that is used for serving voice packets and    packets, the remaining 

period is then exclusive for the service for    packets. 

 

  Let   
      denotes the energy function of the arrival process of    traffic. 

Without loss of generality, we assume that    packet arrival process is a Poisson process 

with arrival rate    
 packet/slot, so we have   

         
       just like (2.5). 

And we also assume the saturated departure process of    traffic is a renewal process 

when no other traffic is involved in the system. 

 

  Defining   
      as the energy function of departure process of    traffic in 

the sole    case, and it can be defined as   
            

 

 
              . Since 

we have assumed that the departure process of    traffic is also a renewal process, using 
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the central limit theorem for renewal processes again we can obtain an asymptotic result 

of   
     , which is given by   

      
 

   

 
     

 

    
  just like in (2.9), while    

 is the 

mean of the service time of a    packet and    
  the variance. Define   

  
 

     as 

the energy function of the departure process of    traffic in the tri-priority case, and it 

can be expressed as   
  

 

          
 

 
          

 
    , Thus, according to (2.14) , 

we could have, 

 

  
  

 

       
   

 

 
          

 
     

    
   

 

 
      

                         
    

      
    

     

     
   

 

 
                  

   

 

 
      

            
     

   

 

 
      

         
      
    

   

 
 

   

 
     

 

    
 

    
   

 

 
      

   
   

 
      

 

    
 

             

 

   

 

    
   

 

 
      

   
   

 
      

 

    
 

        

      

   

   

 

   

   

 
 

   

 
     

 

    
 

    
   

 

 
                  

  
   

 
     

 

    
 

 

    
   

 

 
                   

    

  
   

 
     

 

    
 

   

 
 

   

 
     

 

    
      

  

   
 

     
 

    
 

       
    

            
  

   
 

     
 

    
   (2.15) 

 

           is the pgf of the Poisson packet arrival process of    traffic with rate    
.  
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  At this point, we have obtained the energy function of the departure process of 

   packet in the presence of voice and    traffic. So we can determine the delay 

violation probability for the    traffic by substituting   
  

 

    and   
  

 

    into (2.4) 

in the same way as (2.12) and (2.13). 

 

  From above, we can see our analysis is feasible for a tri-priority queuing system 

with any arrival and departure processes, as long as those processes are renewal processes 

which allow application of the central limit theorem for renewal processes to obtain the 

asymptotic energy function of them.  

 

  Next, we summarize the procedure for application of the analysis to obtain the 

delay violation probability of a traffic in a queuing system with any number of priority 

levels, 

 

1. Determine the energy function of the saturated departure process of the target traffic 

with no other traffic involved using the central limit theorem for renewal processes. 

2. Use the approximation method in (2.10) or (2.14) to obtain the number of departures of 

the target traffic in the presence of other traffic by subtracting the time that is used for 

higher level traffics. 

3. Obtain the energy function of the departure process of the target traffic with all other 

traffic involved by substituting the result from step 2. 

4. Obtain the energy function of the arrival process of the target traffic using direct 
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analysis or asymptotic analysis from central limit theorem for renewal processes. 

5. Substitute the energy function of the arrival/departure processes of the target traffic 

into (2.4) to achieve the final queuing delay violation probability. 

 

 

2.3 Numerical results 

 

 

In this section, we present some numerical results regarding the analysis of the 

dual-priority queue we have analyzed before. 

 

  First, we present the delay violation probabilities as a function of the delay 

threshold for the    traffic in Fig.s 2.2, 2.3 and 2.4 with    ,    
, p and L as 

parameters. From the figures, as expected, probability of delay violation increases as    
, 

  , p or L increases. In Fig.s 2.4a, b the values of the outage probability is p=0.1 and 0.2 

respectively and in Fig. 2.4a, the dashed curves corresponds to L = 4 and 8 which 

overlaps with each other. This is because the retransmissions occur rarely since the 

probability of outage has a low value, p = 0.1 and, as a result, the value of L does not 

affect the delay much. However, in Fig. 2.4b it may be seen that the delay violation 

probability increases sharply with L rising from 2 to 4. This is because of higher value of 

the outage probability the retransmissions occur more frequently, which results in higher 

delays. 
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Fig. 2.3.  Probability of queuing delay being greater than a threshold value    , 

                                  wrt to different values of    
 

  

 

Fig. 2.2. Probability of queuing delay being greater than a threshold value    ,        
 

                           with respect to (wrt) different values of    
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  Fig. 2.5 presents packet loss probability as a function of the allowed maximum 

number of transmissions of a packet, L, with probability outage p as a parameter. As may 

be seen, packet loss probability decreases as L increases for fixed values of p. On the 

 
(a)        

 
 (b)       

 

   Fig. 2.4. Probability of queuing delay being greater than a threshold value    , for 
   

                                         wrt different transmission time L and 

outage probability    
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other hand, packet loss probability increases as p increases for fixed values of L. We note 

that results in this figure will also apply to voice for L=1. 

 

  Next, we discuss the tradeoffs between queuing delay, packet loss and 

probability of outage. From Fig.s 2.4 and 2.5, we can reduce the packet loss probability 

for traffics by increasing the number of transmission attempts, L, but, unfortunately, this 

also increases the queuing delay. On the other hand, decrease in the probability of outage 

will result in the reduction of both packet loss as well as the queuing delay. Also, 

decrease in outage probability can also reduce the retransmission times thus save 

bandwidth and energy. So a small outage probability is very crucial, in any wireless 

networks. And that’s why we continue the work to obtain the optimum antenna layout 

that achieves the minimum average outage probability of the DAS in Chapter 3. 

 

   

 

Fig. 2.5. Probability of packet loss as a function of maximum number of transmissions of 

a packet, L, wrt different outage probability   
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2.4 Simulation results 

 

 

In this section we are going to present two simulation results for analysis of the 

dual-priority queue in Figs 2.6 and 2.7. From the figures, we can see that simulation and 

numerical computation matches perfectly well with each other. There are some slightly 

differences between those two, that reason would be that randomness is hard to be 

simulated appropriately in computer. Another reason might be using the central limite 

theorem for renewal process to calculate the asymptotic energy function in (2.9), though 

we have shown in Fig. 2.1 that for small   it is a very good approximation, little 

difference is still there. Also the approximate method used in equation (2.10) in 

calculating the number of departures of a low priority traffic will introduce some error. 

And in (2.11), since            and         are not independent form each other so 

there exists another approximation there, which is represented below, 

 

   
   

 

 
                               

   

 

 
                 

   

 

 
                   

  

  Despite all those approximations, comparisons of the results show that our 

analysis still works perfectly for a multi-priority queuing system under heavy traffic load. 

Further, the developed method can be applied to any generalized multi-priority queue 

with any renewal arrive/departure processes, even whose energy functions are hard to 

obtain. 
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Fig. 2.6. Simulation and numerical results of probability of queuing delay being greater than a 

threshold value    , for    
                                      ,            

 

 

Fig. 2.7. Simulation and numerical results of probability of queuing delay being greater than a 

threshold value     for    
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Chapter 3. Optimal placement of 

antennas in DAS 
 

 

 

As known from the previous chapter, the outage probability is an important QoS metric, 

the reduction of it can reduce the queuing delay together with the packet loss probability, 

and at the same time help increase the bandwidth and the power efficiencies. In this 

chapter, we aim to obtain the optimal locations of distributed antennas in distributed 

antenna system (DAS) such that the system’s average uplink outage probability is 

minimized. Due to large mathematic difficulties, closed form expression of optimum 

antenna layout could not be obtained, instead, numerical and simulation results are given.  

 

 

 

3.1 System model 

 

 

In the section, we will present the system model of distributed broadband wireless 

communication system (BWC) which contains four subparts: network topology, channel 

model, frequency reuse mechanism and uplink transmission scheme.  

 



 

39 
 

3.1.1 Network topology 

 

 

First, we will describe the network topology. We will assume the distributed BWC system 

having a cellular network architecture as shown in Fig. 3.1. In this architecture, cells form 

clusters. Without loss of any generality, we will assume cluster size F to be 7. As shown 

in Fig. 3.1, the cells in the clustered will be numbered as   , i=0,…,F-1. And we will 

refer cell    as the target cell. 

 

  We show each cell as a circle rather than a hexagon since in reality, cells are 

mostly in shape of circle, and hexagon is usually used as a theoretical approximation 

model. 

 

  It is assumed that each cell contains a central processor and M distributed 

antennas, which are placed at different geographical locations and each of these antennas 

is connected to the central processor of its own cell through fiber lines. In Fig. 3.1 only 

the antennas in the target cell    have been shown to prevent crowding, however, each 

of the other cells also contains M antennas which are deployed in the same manner as in 

the target cell. 
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Fig. 3.1: Topology of the distributed BWC system which has a cellular network architecture 

 

   All the cells are assumed to have the same size with radius   which has been 

assigned an unitary value of    . The locations of cell   ’s center will be given by 

   
    

    , for i = 0,…, F-1, with respect to (wrt) a Cartesian coordinate system located 

at the center of cell   .  

 

Stands for antenna. 

Stands for the target user. 

Stands for co-channel user. 

   

 
   

   

 

   

 

   

 

   

 

   

   

   

 

Stands for the central processor. 
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  In the target cell, locations of the M antennas wrt the cell center are denoted by 

          in polar coordinate system or           in the Cartesian coordinate 

system, for m=1,..., M and                , with the assumption that all 

the antennas have the same height  , and the users are all at the ground level. This 

assumption ensures that a user will always be in the far-field (will be introduced later in 

section 3.1.2.1) of any antenna so we are avoiding the near-field antenna gain problem. 

The relations between           and           can be expressed as, 

 

                                   

 

  As will be shown in the frequency reuse mechanism in section 3.1.3, for a 

specific frequency channel, in each cell   , i=0…F-1, we will assume only a single user 

can use it and we will refer to that user as user i. The location of user i in polar 

coordinates will be given by           relative to the center of its cell. The location of 

user i in Cartesian coordinates will be given by (     ) relative to the center of the target 

cell   , which may be expressed as, 

 

             
            

             

 

  Let      denote the distance from mobile user i to the     antennas in the 

target cell, and it can be written as: 

                                        (3.1) 
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for i = 0, 1, …,    , m=1,…M. 

 

 

3.1.2 Channel model 

 

 

We assume the uplink channel contains two types of fading, one is large-scale fading due 

to path loss and the other is small-scale fading due to multipath propagation effects. The 

combined model of these two fadings is then taken as the channel model. 

 

 

3.1.2.1 Large-scale fading 

 

The large scale fading refers to the drop of the received local average signal power as a 

function of the distance between transmitter and receiver pair [14]. The large scale fading 

is determined by the path-loss model below: 

 

      
        

 

  
     

 

   and    
 are the received local average signal powers at receiver with distances    

and    away from the transmitter (in dB). In our case, we consider uplink 

communications from user to antenna so receiver/transmitter pair refers to antenna/user.  
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Environment Path Loss Exponent,   

Free Space 2 

Urban area cellular radio 2.7 to 3.5 

Shadowed urban cellular radio 3 to 5 

In building line-of-sight 1.6 to 1.8 

Obstructed in building 4 to 6 

Obstructed in factories 2 to 3 

Table 3.1: Path loss exponents for some typical environments [16]  

   

     is the far field distance and   cannot be smaller than   . “The far field 

distance is related to largest linear dimension of the transmitter antenna aperture and the 

carrier wavelength” [16]. Far field distance is determined because when the distance 

between the transmitter and the receiver is less than the far field distance, the received 

local average signal power does not follow the above model. Usually, the far field 

distance is less than 1km for a large cell and 100m for microcells [15] 

 

    is the path loss exponent and is usually chosen between 2 to 6, depends on the 

channel condition[16]. Table 3.1 presents the values of   in some typical environments. 

 

     is a Gaussian rv with variance   (in dB) representing shadowing, which is 

not considered in this thesis due to its numerical complexity, just like in [11]. 
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3.1.2.2 Small-scale fading 

 

 

 

Figure 3.2: Small-scale fading superimposed on large-scale fading [15] 

 

Small scale fading results from the multipath propagation effects in wireless 

communications which may be caused by the little relative motion between the receiver 

and transmitter pair, the presence of reflecting and obstructing objects in the channel or 

the movements of them [14]. 

 

  When there are large amount of multipath components and no line-of-sight (LoS) 

component, the received signal power with small-scale fading has a Rayleigh distribution 

[15]. This kind of small-scale fading model is also called Rayleigh fading model. 

 

  A good illustration of a combined large and small scale fading effect is presented 
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in Figure 3.2 [15]. And we will drive the expression for this channel model below. 

 

  Assuming that when a user is transmitting at distance 1 from an antenna, the 

average received signal strength at the antenna is W. Then     , the received signal 

strength at the antenna m from any user i can be written as, 

 

             
        

 
                        (3.2) 

 

where   is the path loss exponent represents for the large-scale fading.      is an 

identical independently distributed (i.i.d) normalized complex Gaussian random variable 

which represents the Rayleigh fading model and   the noise. 

 

 

3.1.3 Frequency reuse mechanism 

 

 

In this section, we will describe the frequency reuse model. 

 

  In a cellular network, usually there is a frequency reuse factor of     for a 

conventional cluster with  F cells, just like the example in section 1.2.1. However, this 

results in low spectrum efficiency. On the other hand, the increase of reuse factor results 

in large co-channel interference. In this work, we assume aggressive frequency reuse 

mechanism, with all the frequencies being available in every cell, or we can say that the 

reuse factor is 1, as in [10]. The available spectrum will be divided into channels, each 
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user may be using a single channel at any time. We also assume that the system is 

saturated so that at any time, all the channels will be busy.  

 

  In a cellular system, the major cause of an outage is the co-channel interference 

from the nearest cells [12]. Let us consider the user in the target cell   , which will be 

referred as the target user. The co-channel interferences to the target user will come from 

the single user using the same channel in each of the other cells in the cluster. In this 

work, we treat the inter-cell interferences from the F-1 tier one neighboring users as the 

only source of noise to a target user as well as the only cause of an outage, so   in (3.2) 

is assumed to be zero. 

   

  So the instantaneous SIR    at the antenna m can be written as, 

 

    
    

     
   
   

                          (3.3) 

 

where      is determined in (3.2) with   has a zero value. 

 

     is the useful signal power from the target user 0.       
   
   , the 

co-channel interferences from other co-channel users, are taken as the only source of 

noise and are assumed to be the only cause of outage as mentioned before. So    in fact 

is also the SNR at the antenna m. 
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3.1.4 Uplink transmission scheme 

 

 

  A user will broadcast its packet which will be received by the antennas in its cell, 

the received signals will be locally decoded by those antennas and, the results will be 

forwarded to the central processor through fiber lines, respectively. If at least one of the 

antennas can decode the packet successfully, the central processor will receive the 

transmitted packet correctly (local decoding in section 1.2.4). Then, the central processor 

will take certain action towards processing the result, for example, it may send the result 

to its affiliated antennas to perform a downlink action or it may pass the result to another 

central processor to perform a handover.  

 

   On the other hand, if none of the antennas is able to decode the packet 

successfully, then the central processor cannot receive the transmitted packet and this is 

treated as an outage.  

 

 

3.2 Outage probability of a single antenna with a given set of 

user locations 

 

 

In this section, we are going to present the analysis of           , the outage 

probability of the     antenna with a given set of user locations        , which is 

defined as vector                              …                . In section 3.2.1, 
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we will determine a general expression of           . Then, in section 3.2.2 and 3.2.3 

we will perform mathematic analysis to get a closed form expression through application 

of Laplace transforms. 

 

 

3.2.1 General expression of            

 

 

First, we are going to derive a general expression of           .  

 

  For a communication system, outage probability is generally given by [18]: 

 

                                       (3.4) 

 

where R is the required transmission rate of user in bits/sec/Hz [11] and I denotes the 

mutual information of the channel between the transmitter/receiver pair and I can be 

expressed as [19], 

                                     (3.5) 

 

where   is the instantaneous SNR at the receiver side. 

 

  Substituting (3.5) into (3.4), the outage probability at antenna m for a specific 

user locations set        , can be written as: 

 

                                             (3.6)  
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  Substituting (3.1), (3.2) and (3.3) into (3.6), we could have: 

 
 
 
 

 
 
 

                     

   
    

     
   
   

 

            
  

      
 

                          

             
            

            

                                  

                (3.7) 

 

for i = 0, 1, …,    , m=1,…M. 

 

  Let us define random variable (rv)      as      
    

 
 and    as  

        
   
   . We note that                      . Then we have, 

 

                        
    

  
       

                                        (3.8) 

 

  Since      is a normalized complex Gaussian rv, then        has a Rayleigh 

distribution and       
 
 is an exponentially distributed rv with mean 1, thus      is also 

an exponentially distributed rv with mean       
  

 and variance       
   

 [20]. 

 

  Defining K and    as         ,                 and substituting 

it into (3.8), we have                   . Thus (3.7) can be written as, 
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                (3.9) 

 

for i = 0, 1, …,    , m=1,…M. 

 

  Equation (3.9) is the general expression of the outage probability of a single 

antenna m with a given set of user locations        , and it is equal to the probability of 

rv    being greater than zero. 

 

 

3.2.2 The Laplace transform of the rv    

 

 

Unfortunately, equation (3.9) does not give us an explicit closed expression for 

          , so in this section and section 3.2.3, we are going to apply Laplace 

transform techniques to obtain a closed form expression of           . 

 

  Let    
    denote the probability density function (pdf) of the random variable 

   and       its Laplace transform. 

 

  Define     
 

 
 as     

        ,     
     its Laplace transform and    

    
    

the pdf of   
    . From the definition of       (3.9), we have, 
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thus, 

                                         (3.10) 

 

where        is the Laplace transform of the rv   . 

 

  Since   
           , we have    

    
          

    , and according to 

Table 9.1 in [26], we have 

                    

 

where          is the Laplace transform of the rv      . 

 

So equation (3.10) can be written as, 

 

                                        (3.11) 

 

  Also rv    is the sum of     independent exponentially distributed rvs 

    , so we could have, 

 

              

   

   

 

 

where         
      

 

        
   since      is an exponentially distributed rv with mean 

      
  

 and variance       
   

. 
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Then substituting       and         into (3.11), we have, 

 

                      
      

 

         
     

      
 

         
 

   

   

  

=                
    

     
 

          
 
 
    

 

  
      

 

 

   
             (3.12) 

 

The region of converge (ROC) of       is 

 

     
       

 

 
     …                    

 
  

 

where       represent the real part of s. 

 

Let us define    and       as, 

 

           
 
          

                     (3.13) 

      
 

          
 
 
    

 

  
      

 

 

   
      

 

          
  

 
       (3.14) 

 

where      ,     denote a distinct value and its frequency in the set 

        
 
 
 

 
      

 
…  

 

 
        

 
   where           with      . We also 

assume        
 

      since      is the only value less than zero and we have 

    . 

         

Substituting (3.13) and (3.14) into (3.12), then we have        
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                                   (3.15) 

 

At this point, we have obtained the Laplace transform of      .        

  

  

3.2.3 The inverse transform of       and            

 

 

Next, we are going to invert       to obtain    
    and the closed form expression of 

          . 

 

Using partial fraction expansion in       that we had in (3.14), we could have 

 

        
    

 

        
 

  
   

 
                      (3.16) 

 

where     
 

 
 

      
  

                   

               , pleases notice that j in     
 

 is the 

superscript, not for power. 

 

  Then taking the inverse transform of       in (3.16) and then of (3.15), we 

obtain    
   , the pdf of the rv   , 

 

   
              

                
    

 

      

  
               

          (3.17) 

 

where          
            

 
            

  

 

the reason that there exists a unique term        
              in (3.17) is because that 
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in (3.14) and (3.16),      is the only one less than zero, so according to the inverse 

Laplace transform Table 9.2 in [26], we obtain this unique term with a       while 

other terms end up with     . 

 

  Recall that            equals to the integration of    
    from zero to 

infinite as described in (3.9), by take the integration of (3.17), we then have, 

 

                         
     

  

 

          
                

    
 

      

  

   

           

 

   

       

  

 

 

        
    

 

      
 

  

   

 

   

                                                                                        

 

where coefficients     
 

 were presented in equation (3.16). 

 

  By now, we have obtained the closed form expression of            in (3.18). 

 

 

3.3 Expected outage probability for the system 

 

 

In this section, we extend the single antenna outage probability            derived in 

the previous section to the entire system. We determine          , the system outage 

probability with a specific user locations set        , and average or expected system 

outage probability     , by averaging           with respect to user locations. 



 

55 
 

  Since outage of the antennas are assumed to be independent of each other, the 

total outage probability of a cell with M antennas with a specific set of         is given 

by, 

                      
                      (3.19) 

 

  Next, unconditioning the above result wrt the user locations vector        , we 

can obtain the average or expected outage probability for the system ergodically,  

                                             

       

 

  …                 

   

   

      

  

    …

 

    …

                               

 

where             are the marginal pdfs of the coordinates of user i,    and    

respectively,      denotes the expected value wrt the locations of the users. And since 

we are assuming that users are uniformly distributed in a cell, we have the cumulative 

distribution function (cdf) for rv    as             
  

  , and substituting r=1 into it, 

we have, 

 
                    

       
 

  
             

                                       (3.21) 

 

Substituting (3.21) into (3.20), we have 

 

      
 

 
 

 

 …              

   

   

        

  

    …

 

    …
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Thus in all we have, 

 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
       

 

 
 

 

 …              
   
           

  

    …

 

    …

                      
   

                
    

 

      
 

  
   

 
   

                  
    

    

                           

    
 

 
 

      
  

   
         

 
 

 
    

               

      
 

        
     

 

  
      

 

 

   
    

             
            

            

                                  

        

     (3.22) 

 

for i = 0, 1, …,    , m=1,…M. 

 

  At this point, we have obtained the average outage probability for the DAS in 

(3.22) as a function of antenna locations vector  , where   is defined as 

 

             …             

 

 

 

3.4 The optimal location of antennas 

 

 

Now that we have the expression of the expected outage probability for the system in 

(3.22), we will determine the   , the optimal locations vector of these M antennas where 
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     …     
    

     . The antenna locations vector that minimize the 

expected outage probability of the system will be defined as optimal.  

 

  We can determine the minimum of      by setting the gradient of      in 

(3.22) to a zero vector:             , wrt to the antennas location vector    

 

   
     

  
                              (3.23) 

 

  Among all the vectors that satisfy the above equation set, we choose one with 

the minimum value of      to be the optimum locations of those M antennas,   . 

 

  We can also use Leibniz differentiation rule to change the order of derivatives 

and integrations of equation (3.23), and obtain (3.24)  

 

     

  
  

              

  
    

          

  
             (3.24) 

 

  Again among all the vectors that satisfy the above equation set, we choose one 

with the minimum value of      to be   .  

 

  Unfortunately, due to mathematic complexity, we cannot get a closed form for 

the optimal locations of antennas with either approach. 

 

  Next, we consider the following simplification. Since all the cells are identical in 

every aspect, we expect the locations of antennas to be symmetric in each cell. This 
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means that the antennas in a cell will be at the same distance from the cell center and the 

space between two neighboring antennas will be the same. Thus, it is expected that the 

antennas will be on a circle centered at the cell center, just as in [6]. This antenna layout 

is shown in Fig. 3.2, with four antennas in the target cell in a symmetric placement.  

 

Fig. 3.3: Topology of distributed BWC system with antennas symmetrically deployed on a circle 

Stands for antenna. 

Stands for the target user. 

Stands for co-channel user. 

   

 
   

   

 

   

 

   

 

   

 

   

   

   

 

Stands for the central processor 
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  However, even with this assumption, we could not obtain a closed form due to 

large mathematic difficulties in performing integrations and derivatives. As a result, we 

have no choice but to obtain results through numerical calculations and simulations. 

 

 

 

3.5 Numerical results 

 

 

Theoretically, by turning the infinite integrations with respect to the users’ locations 

        in equation (3.22) into finite numerical accumulations, with the assumption of a 

circular symmetric antenna layout, we may obtain      with a certain antenna locations 

vector  . And after we apply the above procedure for every possible antenna locations, 

the vector which achieves the minimum value of      is then our optimum antenna 

layout,   . Explicitly, the density of possible locations of users and candidate antenna 

will decide the accuracy of the numerical result. 

 

  However, the computation complexity limits us from obtaining accurate 

numerical results which may require months of computer computations. So below we are 

going to present a Robbins-Monro iterative algorithm from stochastic approximation 

theory to obtain the optimum antenna layout. 

 

  Before we present the Robbins-Monro procedure, we will first give the system 

parameters for numerical computations. We assume a circular symmetric antenna layout 
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with four antennas in a cell, M=4, see Fig. 3.3. Antenna’s height   is assumed to have 

value of     , R is assumed a value of 1 bits/sec/Hz,   is assumed a value of 4, which is 

a typical path loss exponent in wireless communication model as in [6]. We will carry the 

above assumptions and parameters to perform the Robbins-Monro iterative algorithm. 

Also we define the first antenna with the coordinate           

 

 

3.5.1 Brief introduction of Robbins-Monro algorithm 

 

 

In this section, we are going to give a brief introduction of Robbins-Monro algorithm 

from stochastic approximation theory. 

 

  Robbins-Monro algorithm is an iterative stochastic approximation algorithm. It 

applies an iterative estimation procedure via noisy observations to find the values or 

extremes of functions which cannot be obtained directly through regular mathematical 

analysis [29].  

 

  For example, if we have a function      that cannot be observed directly or 

having a very complicated expression, and we want to obtain the root    of the equation 

     y, where y is a constant value, we can apply the following procedure iteratively to 

obtain   , 
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where       …     is a sequence of positive step sizes and the expected value of function 

     equals to     , which can be expressed as             . Or we can say that 

     is a noisy observation or an unbiased estimator of     [10]. And Robbins and 

Monro proved that       converges to     as n increases, provided that [29], 

 

1.      is uniformly bounded 

2.      is non decreasing 

3.        exists and is positive 

4.    satisfies the following requirements:     
 
    and    

  
    

 

  Polyak and Juditsky proposed an improved version of Robbins-Monro algorithm 

to accelerate the outcome of the above algorithm [30], 

 

                                                 
 

 
     

   

   

 

 

and            converges to    given that the constraints 1 to 3 in the above are satisfied and 

sequence    satisfy      and 
       

  
      . 

 

               represents that      grows much slower than       does, 

formally, it means that for any positive constant   there exists a constant   such that [31] 

                , for all      
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  An example of a such sequence of step size may be        , where 0<a<1, 

and A is a positive value [30]. 

 

3.5.2 Application of Robbins-Monro algorithm in obtaining optimum 

antenna layout 

 

  Using the same procedure described in section 3.5.1, we treat 
          

  
 as 

     and 
     

  
  as      [10]. And from (3.24), which is presented again below, we 

can tell      is an unbiased estimator of      and we have              .   

 

     

  
  

              

  
    

          

  
    

 

  Next, we are going to perform the following Robbins-Monro procedure to obtain 

the optimum antenna layout similar as in [10],  

 

a. Initial an antennas location vector      and set n=1 

b. Randomly generate a users location vector         according to their uniform 

distributions in a cell. 

c. Upgrade the optimum locations by applying the equation below 

 

              
  
          

  
         

 

d. Let n=n+1 and iteratively run steps b, c, d until             converges, where            
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   . And            converges to the optimum antenna location vector   . 

 

  In our implementation of Robbins-Monro algorithm, we choose the sequence of 

positive    as            , which satisfies the Polyak and Juditsky constraints 

described at the end of section 3.5.1. 

 

  The outcome is shown below in Table 3.2. Since the antennas are symmetrically 

located on the circle centered at the cell center, we only consider the first antenna’s 

location with the coordinate                               , with       .The locations of the 

other three antennas can be easily obtained. Since from results, the values of                are 

all very close to zero, we are not showing them in the table. So in the following table we 

only show the results of               , which is also the radius of the antennas circle.  

   

  From the table below, we can tell that the                converges to 0.58. So the 

optimum location of the first antenna is              , and the other three antennas are 

at locations       
 

 
      ,              ,       

  

 
       respectively. This 

optimum antenna layout achieves the minimum average uplink outage probability of the 

distributed antenna system with the value of 0.0087. 
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n 

  
    ddddddddddddddddddddddd  

  

  
      

  

  
    

1 0.00  31 0.54  61 0.58 

2 0.90  32 0.54  62 0.58 

3 0.63  33 0.54  63 0.58 

4 0.54  34 0.54  64 0.58 

5 0.50  35 0.55  65 0.58 

6 0.47  36 0.55  66 0.58 

7 0.45  37 0.55  67 0.58 

8 0.46  38 0.55  68 0.58 

9 0.48  39 0.55  69 0.59 

10 0.49  40 0.55  70 0.59 

11 0.50  41 0.55  71 0.59 

12 0.50  42 0.56  72 0.59 

13 0.50  43 0.56  73 0.59 

14 0.51  44 0.56  74 0.59 

15 0.51  45 0.56  75 0.59 

16 0.51  46 0.56  76 0.58 

17 0.51  47 0.56  77 0.58 

18 0.51  48 0.56  78 0.58 

19 0.52  49 0.57  79 0.58 

20 0.52  50 0.57  80 0.58 

21 0.52  51 0.57  81 0.58 

22 0.52  52 0.57  82 0.58 

23 0.53  53 0.57  83 0.58 

24 0.53  54 0.57  84 0.58 

25 0.53  55 0.57  85 0.58 

26 0.54  56 0.57  86 0.58 

27 0.54  57 0.58  87 0.58 

28 0.54  58 0.58  88 0.58 

29 0.54  59 0.58    

30 0.54  60 0.58    

 

Table 3.2 Robbins-Monro outcome of the optimum location of the first antenna with four 

antennas in a cell 
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3.6 Simulation results 

 

 

We are going to show our simulation results in this section. In section 3.6.1, we will 

describe our simulation procedures. And the simulation result for a circular symmetric 

antenna layout is shown in section 3.6.2 with M=4, and from it we can see that numerical 

and simulation results are close. We will also take a look at the worst case in section 3.6.3. 

The worst case represents the situation that the co-channel interferences are the most 

severe, which means that the neighboring users are at the closet locations towards the 

target cell.  

 

  Section 3.6.2 and 3.6.3 are both based on a 4 antennas assumption. We will show 

the same kind of results for 1,5 antennas in section 3.6.4. And a summary will be given 

after that in section 3.6.5. 

 

 

3.6.1 Simulation procedures 

 

 

The procedure of the Matlab simulation is briefly introduced below. 

 

   We apply Monte-Carlo algorithm in the simulation following equation (3.7) and 

(3.19) which will be rewritten below,  
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                (3.7) 

 

                      
                      (3.19) 

 

  We assume the first antenna has the following possibilities locations,    is 

chosen from (0, 0.05, 0.1,… ,1) and    is chosen from (0, 
 

  
, 

  

  
,… ,

 

 
 

 

  
). The 

remaining M-1 antennas are placed on the circle collocated at the cell center with the 

radius that equals to the distance of the first antenna and the arc length between the 

neighboring antennas are equal with the value of 
  

 
. Once the location of the first 

antenna is chosen, the whole topology of DAS is fixed. So there are           

candidate antenna locations vectors  .  

 

  For each  , I will randomly generating 10000 user locations vector        , 

according to users’ distribution. And for each of these user locations vector, I will 

calculate the distance      and generate exponential rvs vector    1000 times, where 

              …          using Matlab times. Then using (3.7), for each   , I can 

count the number of events that satisfies 

 

    
    

     
   
   

      ,     where             
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event         means an outage occurs at antenna m. Dividing the number of 

outage events by 1000, then that’s our            with one specific user locations 

vector. Next, following equation (3.19) we could obtain          . After that, I will 

uncondition the user locations by averaging over those 10000 user locations vector. In 

this way I can obtain the      for one candidate antenna locations vector  . And after 

repeating the above steps and obtaining 188 values of     , I will choose the one with 

minimum value and the corresponding antenna locations vector   will be our optimum 

antenna layout   . 

 

  Comparing to numerical computation, simulation is a more feasible method 

since it’s much faster. Optimum antenna layout can be achieved in just several hours 

using simulation.  

 

  For the simulation, antenna’s height   is assumed a value of 0.05, R is assumed 

a value of 1 bits/sec/Hz,   is assumed a value of 4, and M=4. These parameters are 

chosen the same as in the numerical computation. 

 

 

3.6.2 Optimum antenna layout for M=4 

 

 

In this section, we will show the simulation result of optimum antenna layout for circular 

symmetric antenna layout with M=4.  
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  From simulation results, we find that the optimal radius of the antenna circle is 

0.55, which results in the minimum expected value of outage probability of      

     . Comparing to the case that all the antennas are at the center, the optimal location 

provides almost 40% improvements in system’s average outage probability. Fig. 3.4 

shows the      for 4 antennas as a function of the first antenna’s location           . 

Different curves representing different angle   . We can see the value of    has minor 

impact on      and that’s why we only show the optimum radius. Also, we can tell that 

the optimum antenna layouts obtained through simulation and numerical computations 

are similar. (in numerical results, the minimum average uplink outage probability of the 

DAS has the value of 0.0087 when the radius of antennas circle is 0.58.) 

 

Fig. 3.4: Simulation result for system’s average outage probability for 4 antennas as a function of 

the first antenna’s location. 
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3.6.3 Worst Case for M=4 

 

 

In this section, we are going to present the simulation result for the worst case in Fig 3.5. 

This is not for minimizing system’s average outage probability     , but for minimizing 

          when the co-channel interferences are the most severe, which means that the 

neighboring users are at the closet locations towards the target cell.  

 

 

Fig. 3.5: Simulation result for outage probability for 4 antennas as a function of the first antenna’s 

location in the worst case. 

 

  From Fig. 3.5, we can see that when antennas’ distances to the center are 0.5, the 

outage probability is minimized at 0.2987. This is 33 times worse than the optimized 

average outage probability of the system.  
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3.6.4 1, 5 antennas  

 

 

In this section, we are going to present the optimum results for the average case together 

with the worst case for M=1, 5. 
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3.6.4.1 M=1 

A. For the system’ average outage probability       

 
Fig. 3.6 a: Simulation result for system’s average outage probability for 1 antenna as a 

function of the first antenna’s location  

B. For the worst case outage probability          

 

Fig. 3.6 b: Simulation result for outage probability for 1antenna as a function of the first 

antenna’s location in the worst case. 
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3.6.4.2 M=5 

A. For the system’ average outage probability      

 

Fig. 3.7 a: Simulation result for system’s average outage probability for 5 antennas as a function 

of the first antenna’s location  

B. For the worst case’s outage probability          

 
Fig. 3.7 b: Simulation result for outage probability for 5 antennas as a function of the first 

antenna’s location in the worst case. 
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3.6.5 Summaries  

 

In this section, we are going to give summaries of the simulation results for different 

value of M . 

  

A. For minimizing system’ average outage probability      

 

 1 antenna 2 antennas 3 antennas 4 antennas 5 antennas 

Average outage 

probability      

0.1864 0.0633 0.0233 0.0090 0.0039 

Antenna’s optimum 

distance to the center 

0 0.2 0.5 0.55 0.6 

Improvements of deploying 

one more antenna  

0 0.1231 0.04 0.014 0.0054 

Improvements in 

percentage 

0 66% 63% 61% 57% 

Table 3.3: Optimum radius of antenna circle for minimizing       

 

B. For minimizing           in the worst case  

 1 antenna 2 antennas 3 antennas 4 antennas 5 antennas 

          in the 

worst case 

0.6205 0.4841 0.3629 0.2987 0.2273 

Antenna’s optimum 

distance to the center 

0 0.3 0.5 0.5 0.5 

Improvements of deploying 

one more antenna 

0 0.1364 0.1312 0.0542 0.0714 

Improvements in 

percentage 

0 22% 23% 15% 24% 

Table 3.4: Optimum radius of antenna circle for minimizing           in the worst case  

   

  From Table 3.3, we can see that for     , a new antenna will bring improve 62% 

in performance. And as the amount of antenna increases, the radius of antenna circle 
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asymptotically reaches 0.6. We did not present the angle of the antenna’s location in the 

above table since figures above show that angles have minor influence on the optimum 

locations of antennas.  

 

  From Table 3.4, we can see that for minimizing           in the worst case, a 

new antenna will improve about 20% in performance. From Figs. 3.5 to 3.7, we can see 

though the angles do influence the outage probability          , as M rises, the impact 

of it is reducing, and when M=5, the influence is very little, as shown in Fig. 3.7. So no 

information of angle is presented here either. 

   

  The above two tables are summarizes of the simulation results. The results are 

based on our earlier assumptions that the antennas are symmetrically distributed on a 

circle centered at the center of the cell, and radius of each cell has the unitary value of 1. 

The antenna’s height   has value of 0.05, the path-loss exponent    , and the 

required transmission rate R=1 bit/Hz/Sec. Explicitly, a higher R will result in higher 

outage probability and vice the verse. 

 

  At this point, we have obtained the optimum antenna layout through numerical 

computations and simulations. We have tried to obtain the optimum placements of 

antennas for minimizing system’s average uplink outage probability by making several 

reasonable assumptions for simplification: 1. There is no source of noise other than 

co-channel interferences; 2. The antennas are symmetrically distributed on a circle 
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centered at the center of the cell. 

 

  From the numerical and simulation results, we can tell that the optimum antenna 

layout is depending on the amount of antennas, and the optimal locations of the antennas 

are not at the cell center except for the 1 antenna case. Also, radius of antennas circle 

dominates the outage probability, while the corresponding angles influence little. 

Furthermore, every time one more antenna being deployed, it can improve 62% in the 

system’s average outage probability     , and about 20% improvements to           

in the worst case whereas the antenna circle expands as the amount of antennas increases 

in both average and worst case. 

 

  Also, we notice that      in this chapter are relatively smaller than the outage 

probability   we have been using in studying the queuing delay violation probability in 

Chapter 2 with the value      , the reason for that is in Chapter 3 we have chosen R 

the required transmission rate of a user, to be a small value of R=1 bit/Hz/Sec. However, 

when R increases,      will increase for sure. For example, when R=2 bit/Hz/Sec, the 

minimum value of system’s outage probability achieves 0.067 when the radius of 

antennas circle has the value of 0.5. This is obtained through simulation.  
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Chapter 4. Conclusion and future work 

 
 

Presently, distributed broadband wireless communication (BWC) system is a very 

promising wireless technology due to its low cost and high performance. It contains a 

distributed antenna system (DAS) connected to a base station with optical fiber. This 

thesis determines the queuing delay violation probability for a multi-priority queue under 

heavy traffic load as a function of the outage probability of the DAS. The relation 

between these two QoS metrics is presented. And we have also studied the optimum 

antenna layout that minimizes the antenna outage probability.  

 

  In the queuing delay violation probability analysis, an asymptotic method is 

adopted for calculating the energy functions using the central limit theorem for renewal 

processes, and an analytical approximation is given to calculate the number of departures 

of a low priority traffic in the presence of high priority traffics in a certain duration. With 

the above two steps, we could obtain the queuing delay violation probability for a general 

multi-priority queue with any number of priority levels and arbitrary renewal 

arrival/departure process while former works are mostly focusing on single priority queue 

with constant arrival/departure rate. Numerical results show that the reduction in outage 
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probability will not only improve the queuing delay but also reduce the packet loss 

probability; it will also improve the bandwidth and energy efficiencies. Simulation results 

have been also presented to show accuracy of our analysis.  

 

  Since outage probability is a crucial factor in the QoS and performance of DAS, 

we have investigated the optimum distributed antenna layout that results in the minimum 

average uplink outage probability. The studied model includes path-loss and Rayleigh 

fadings, and inter-cell interferences are properly taken into account in our cellular 

topology. The exact distribution of the system’s outage probability with a given set of 

user locations has been determined and this achievement appears to be the first in the 

literature. Unfortunately, the closed form expression of the optimum antenna layout could 

not be obtained due to huge mathematic complexity, even with the simplification that 

antennas will be symmetrically located on a circle centered at the cell center. Thus, we 

turn obtain the numerical results of the optimum antenna layout using Robbins-Monro 

algorithm from stochastic approximation. The results show that for a cell with 4 antennas, 

the optimum radius of the antenna circle is 0.58 which achieves the minimum outage 

probability of 0.0087 for R=1 bits/sec/Hz. Simulation results show that deployment of 

one more antenna can bring almost 62% improvement in the system’ average outage 

probability     , and about 20% improvement in the system’s outage probability 

          in the worst case whereas the antennas circle expands as the amount of 

antennas increases in both average and worst case.  
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  Our analysis on the queuing delay violation probability and the optimum antenna 

layout in DAS will be useful in designing distributed BWC systems and the results are 

very easy to use. What’s more, it should be noted that the analysis of queuing delay 

violation probability is not just limited to the distributed BWC systems, in fact, it is quite 

general and it applies to the delay attribute of a multi-priority queue with renewal arrival 

and departure processes in any kind of communication system. 

 

The following possible future works is envisioned, 

 

1. Derivation of a closed form of the optimum antenna layout, though huge mathematic 

complexities are involved. 

 

2. Extending the optimum antenna layout study by including power constraints on each 

user since power consumption is a very important issue, examples might be [9] and 

[10]. 

 

3. Try the analysis of optimum antenna layout based on the combination of DAS and 

CAS. This combined system model might provide a smooth transition from CAS to 

the DAS by using existing infrastructures. 

 

4. Verify the discovery from simulation results in [10] that shadowing or multi-path 

Raleigh fading has no effect on the optimal location of antennas in optimizing 
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system’s capacity. If this conclusion is true, it will help reduce the complexity a lot in 

dealing with similar problems. 

 

5. While the required transmission rate R of users are different which is exactly what 

happens in the real world, the optimum antenna layout in minimizing the average 

uplink outage probability of the system should be a function of the distribution of R. 

And the work on this problem may have to be depend on either solving problem 1 or 

4. 
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