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ABSTRACT

The orignal purpose of data mining is for analysis of supermarket transaction data. 

Now with the rapid development in business, industry and science, data mining is 

used in lots of domains, so mining interesting information from large database 

becomes more important. Data mining includes two main parts: frequent itemsets 

mining and association rules mining. And frequent itemsets mining plays an essential 

role between them. 

Our thesis is focused on frequent itemsets mining. Previous studies on frequent 

itemsets mining is at single or multiple concept level, however, mining frequent 

itemsets at flexible multiple concept level may help finding more specific and useful 

information from huge data. In this thesis, four methods are introduced for mining 

frequent itemsets at flexible multiple level by extension of Apriori and Eclat 

algorithms. We also implement two algorithms for frequent pairs mining. We draw 

some conclusions about which method is suitable for which distributions of data.
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Chapter 1

Introduction

1.1 Description of problem

The discovery of frequent itemsets is at the core of many data mining tasks,

such as association rules, correlations, classifiers, clusters, etc. An item can be

a consumer product, a medical symptom, a word in a document, a webpage,

etc. Our prototypical application is the “market basket”, in which the items are

consumer products that are bought by a customer in a transaction. The task is

then to find all sets of items that are frequent, i.e. they occur in at least a given

fraction σ of the transactions. The quantity σ can also be given as an absolute

number, which is called the minimum support, or min-sup. Since its inception in

Agrawal et al. [6], mining frequent itemsets has been the focus of intense research

that has resulted in countless algorithms and publications.

In many applications, the items can be aggregated into categories, which can

be further aggregated until a taxonomy suitable for the domain is obtained. For

example, ‘skim-milk’ belongs to the category of ‘milk’, which belongs to the cat-
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1. Introduction

egory of ‘food’. The word ‘wonder bread’ belongs to the category of ‘bread’, the

word ‘bread’ belongs to the category of ‘food’, and so on. It is clear that having a

taxonomy available will allow for the discovery of more fine-grained sets of items.

For instance, it can be more valuable to know that {white bread, milk} is fre-

quent, than simply knowing that “higher-level” itemset {bread, milk} is frequent.

Single-level frequent itemset mining will generate one concept level itemset like

{bread, milk}. Multi-level frequent itemset mining will generate itemsets whose

items are at the same level, e.g. {white bread, 2% milk} or {bread, milk}.
In this paper we study the problem of mining mix-level frequent itemsets.

Since, for instance, there are naturally more ‘milk’ items than ‘Lactaid Milk’

items, the min-sup σ might depend on the level of the taxonomy. Furhter-

more, some measures could also be used to determine the “interestingness” of

a mix-level frequent itemset, allowing us, for example, to discard the itemset

{white bread, milk} in favor of the more “interesting” itemset {bread, Lactaid Milk},
or vice versa. There is, however, no universally agreed interestingness measure

(for a survey, see [15]). We, therefore, make the simplified assumption that the

min-sup σ is the same for each level, and consider the problem of mining all

frequent mix-level itemsets.

Related work: Frequent itemsets mining is to discover the useful patterns

from the databases. It is an important and progressive topic in the field of Data

Mining. It was first presented in [4]. Agrawal’s Apriori [4], Han’s FP-Growth [21]

and Mohammed J. Zaki’s Eclat [40] are considered as three of the most significant

contributions in data mining.

Later lots of research based on these three basic algorithms are proposed.

[11; 28; 33; 37] use the whole structures and procedures of Apriori. Zaki[39]

2



1. Introduction

gets some pruning on Eclat. MAFIA [12] and SPAM [9] use vertical bit-vectors

for fast itemset and sequence mining respectively, are also considered a vertical

format. [2; 3; 17; 21] are based on FP-Growth. For more detail, some work

on association rules maintenance [8; 13; 14; 36], episode mining [25], mining

sequential patterns [7; 35], discovering functional and approximate dependencies

[22; 23] Previous work has been focused on single concept level [4; 6; 10; 16; 21;

39; 40] or multiple concept levels frequent itemsets mining [18; 20; 26; 34]. Little

work has been done in the flexible multiple concept levels. For example, if we

have a taxonomy for the product like {Category, Brand, Content}, the former

research can generate symmetrical frequent itemsets of 70% customers that buy

{bread, milk} or {white bread,2% milk},all the items in a itemset are in the same

level. But now one may be interested in finding frequent itemsets with alternative,

multiple hierarchies. So we give the applications which finding frequent itemsets

at flexible concept level. For example, they can generate asymmetric frequent

itemsets of 70% customers that buy {Pom white bread,Quebon milk}. R. Srikan
has introduced an algorithm [34] which can generate the flexible concept level

frequent itemsets based on Apriori like our ET-apriori. Later, Runying Mao has

introduced a method that can generate the flexible concept level frequent itemsets

base on FP-Growth [26]. But it is limited by the concept level due to the FP-

Growth’s data structure. That means it is only suitable for small concept level

and small number of items. To restrict the frequent itemsets, we would introduce

the concept of minimum support (min-sup hereafter)which has been defined in

Agrawal’s paper [4]. Informally, the support of a pattern A in a set of transactions

S is the probability that pattern A occurs in S.

3



1. Introduction

TID Items

T1 111,212 ,112,222,312
T2 312,113,231
T3 111,212,312,121,232
T4 212,211,311
T5 111, 212,312,221,321
T6 111, 312,322,412

Table 1.1: Encoded Original Transaction table

1.2 Taxonomy of the Product Schema

Most of time, products are organized as hierarchies of their attributes. A sim-

ple hierarchy example is: ‘milk’, ‘Quebon milk’ and ‘2% Quebon milk’. In the

presence of hierarchies, we denote ‘milk’ � ‘Quebon milk’ � ‘2% Quebon milk’.

In other words, the count of ‘milk’ in transaction dataset is greater than ‘Que-

bon milk’ , and ‘Quebon milk’ is greater than ‘2% Quebon milk’. We show this

hierarchy relation in a drill-down process in Figure 1.1

Figure 1.1: Hierarchy of Milk attributes

4



1. Introduction

1.3 Encoded mode

First of all, we need to construct the taxonomy of the Product, and each position

in this product hierarchy should be given a unique encoded digit which requires

fewer bits than the corresponding food-identifier. We assume that one shopping

transaction database contain three parts: 1) One item data set which contains the

description of each product item in I in the form of (Pi, Name), where encoded

digit Pi ∈ I, 2) a customer transaction table like Table 1.1, which consists of a set

of (TIDi, {Px, . . . , Py}), where TIDi is a transaction identifier and Pi ∈ I (for

i = x, . . . , y), 3) the notation of ′∗′ represents a class of object in an encoded

digit Pi. To clarify above, an abstract example is illustrated below.

Example 1 An instance that shows the taxonomy information of food schema

with hierarchy is shown in Figure 1.2. Let “Category” represent the first-level

concept, “Brand” for the second level, and “Content” for the third level. Thus we

can represent a product by one unique encoded digit. For example,‘Ground Café of

Van’ will be encoded as ‘311’ in which the first digit, ‘3’ represents ‘Café’ at level1,

the second digit ‘1’ for the ‘Van’ at level2, the last ‘1’ for the content ‘Ground’ at

level3. Then by using this taxonomy tree, we can convert the customers shopping

transaction database to the encoded a customer transaction table as Table 1.1.

In our research, we focus on the flexible multiple level frequent item sets

mining, which releases the restriction of mining among the concepts at the same

level of a hierarchy. It may generate frequent set like ‘2% Quebon milk’, ‘Pom

bread’ ({111, 22*}) in which the two items are at different levels of a hierarchy.

In Figure 1.3 we show a simple example for ‘milk’ and ‘Café’ hierarchy relation

and their encoding.
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Milk (1*)

Quebon milk (11) Nestle milk (12)

Café (2*)

Quebon milk (21)

Figure 1.3: A hierarchy relation of Milk and Café with their encoding

Figure 1.4: The candidates’ composite lattices
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1. Introduction

Then we give the size one and size two candidates’ composite lattices for

multiple, hierarchical dimensions as shown in Figure 1.4 using the example in

Figure 1.3.

1.4 Motivations

Even though more than a decade of study over frequent itemsets mining, it has

been noticed that traditional mining methods can not meet today’s needs. We

need more detailed information and more efficient mining methods. First,it is

more interesting to mine the flexible multiple concept levels frequent patterns.

For example, besides that finding 60% customers buy ‘milk’ and ‘bread’ together,

it will be more desirable that 50% customers buy ‘Quebon 2% milk’ and ‘whole

wheat bread’ together. Second, some of the algorithms concentrate on multiple

concept levels, which can only find symmetrical information. For example, it

can find ‘Quebon milk’ and ‘pom Bread’. Last, few algorithm can mine flexible

multiple concept levels frequent itemset based on Apriori and FP-growth. For

the former, it just extended transcations with low efficiency. And for the second,

since FP-growth has a complicated data structure, it has a very low efficiency for

mining high level data structure.

1.5 Our contribution

In this study, we extend the itemset mining from single level, muiltiple level to

flexible multiple level. And we analyze some previous research work. Since less

work was done in flexible muiltiple levels itemset mining, we try lots of methods to

8



1. Introduction

tracle this problem, and finally four algorithms ET-apriori, LP-apriori, ET-Eclat

and LP-eclat are developed and examined. All of them can solve the multiple

level frequent itemsets mining problem. The experimental results indicate that

certain algorithms could be fastest for certain kinds of data distributions. We

also implemented two fast algorithms for mining frequent pairs. One of them

using hierarchy structure is shown to be a faster one in most of the cases.

1.6 Thesis Organization

This document is organized as follows. In chapter 1, the problem is proposed.

In chapter 2, we introduce the related work. In chapter 3 we introduce some

definitions and the properties of the item or itemsets. In chapter 4, four algo-

rithms of flexible multiple level frequent itemsets mining are studied. And two

algorithms of mining frequent pairs are impelemented. In chapter 5, experimen-

tal results show the performance of four algorithms which can help us choose the

relevant algorithm for different distribution of the data. The future work and the

conclusion are presented in chapter 6 and 7.

9



Chapter 2

Preliminaries

2.1 Single level frequent itemset mining

In the recent years many algorithms on mining single-level frequent itemset have

been proposed. Each of them has its distinctive merits. Practically, all of them

can be classified into three different basic algorithms: Apriori, FP-growth and

Eclat, which will be introduced in the following subsections.

2.1.1 Apriori

Apriori is considered as the first FIM algorithm[4] proposed by Rakesh Agrawal

and Ramakrishnan Srikant from IBM Almaden Research Center.

A detailed description of Apriori can refer to [5]. Briefly, it uses a bottom-up

strategy for the traversal of the search space, i.e., beginning from an empty set

and then generate k− itemsets (there are k items in it and k from 1). It performs

an iterative approach to find k+1−itemsets using k−itemsets. First it scans the

database and generates the frequent 1− itemset and then it generates candidates

10



2. Preliminaries

TID Items

10 A, C, D
20 B, C, E
30 A, B, C, E
40 B, E

Table 2.1: Encoded Transaction table

of k − itemsets and scans the database to find frequent k-itemsets until the

candidates of k+1− itemsets is NULL. The total number of the full scan of the

database is k + 1 times.

Example 2 This example illustrates the Apriori Algorithm. A transaction database

TDB is given in Table 2.1. < 10, {A, C, D} > is a transaction, in which 10

is the transaction identifier, and {A, C, D} is a set of items, which can also be

denoted as ACD.

Given an absolute min-sup equals to 2. Figure 2.1 lists the steps how frequent

patterns in TDB are generated using the Apriori algorithm.

Then the frequent patterns in TDB we can get are:

{A}:2 ; {B}:3 ; {C}:3 ; {E}:3 ;

{A, C}:2; {B, C}:2; {B, E}:3; {C, E}:2;
{B, C, E}:2.
The total number of the database scan is 3.

The pseudo-code for the Apriori algorithm is given as below in Table 2.2.

The algorithm mainly includes three steps: join step, prune step and stop step.

• The join step:

11



2. Preliminaries

                      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Itemset Support 

 {A} 2 

 {B} 3 

 {C} 3 

 {D} 1 

 {E} 3 

Itemset Support 

 {A} 2 

 {B} 3 

 {C} 3 

 {E} 3 

Itemset 

{A, B} 

{A, C} 

{A, E} 

{B, C} 

{B, E} 

{C, E} 

Itemset Support 

{A, B} 1 

{A, C} 2 

{A, E} 1 

{B, C} 2 

{B, E} 3 

{C, E} 2 

Itemset Support 

{A, C} 2 

{B, C} 2 

{B, E} 3 

{C, E} 2 

Itemset 

{B, C, E} 

Itemset Support 

{B, C, E} 2 

Itemset Support 

{B, C, E} 2 

1st Scan->C1 L1 

min-sup = 2 

C2 

2nd Scan->C2 
L2 

C3 

3rd Scan->C3 L3 

Figure 2.1: Frequent patterns in TDB generated by Apriori
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2. Preliminaries

Apriori Algorithm:
1: Ck : Candidate itemset of size k
2: Fk : frequent itemset of size k
3: F1 : = {frequent items}
4: for (k = 1; Fk �= ∅; k ++) do begin
5: Ck+1 = candidates generated from Fk;
6: for each transaction t in database do
7: increase the count of all candidates in Ck+1 that are contained in t
8: Fk+1= candidates in Ck+1 which Ck+1.suppot ≥ min− sup
9: end
10: Return

⋃
kFk

Table 2.2: Pseudo code of Apriori algorithm

– Find Fk in line 5, the set of candidate of k − itemsets, join Fk−1 with

itself.

– Rules for joining: 1.Order the items first so you can compare item by

item 2.The join of Fk−1 is possible only if its first (k − 2) items are in

common

• The Prune step:

– The “join” step will produce all k − itemsets, but not all of them are

frequent.

– Scan DB in line 6 to see which itemsets are indeed frequent and discard

the others.

• Stop when “join” step produces empty set in line 4.

Based on the Apriori algorithm, several optimized algorithms are proposed to

improve the performance by adding more specific techniques while keeping the

same candidates generation structure.

13
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AprioriTid, AprioriHybrid

Along with the basic Apriori Algorithm, Agrawal et al.[4] proposed two other al-

gorithms, AprioriTid and AprioriHybrid. AprioriTid replaces all the transactions

in the database by the set of candidate itemsets that occur in that transaction.

It repeats this process in every iteration k as detailed in [6]. AprioriTid is much

faster in the later iterations when there are less frequent patterns, it can con-

vert the dataset much smaller, but it is much slower than Apriori in the early

iterations. For improvement, another algorithm AprioriHybrid was proposed by

Agrawal et al.[4]. It combines Apriori and AprioriTid, and lets the algorithm

decide to switch between Apriori and AprioriTid.

Combining passes

Another enhancement, tries to scan as many iterations as possible in once when

only few candidate patterns can be generated at the higher iterations. This com-

bination technique was mentioned in [6].

Sampling

Since Apriori Algorithm relies on multiple database scans, the Sampling algo-

rithm, proposed by Toivonen [37], uses at most two scans through the database

by selecting a random sample from the database, and then uses this sample to

predict all the possible frequent patterns of the whole database, and verifies the

results with the rest of the database. However, the performance of the Sampling

algorithm highly depends on the sample extracted from the database. Actu-

14
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ally transactions databases are seldom uniform distributed, hence itemsets that

are frequently appeared in the sample might turn to be infrequent in the whole

database.

2.1.2 FP-growth

Later, a depth-first algorithm, FP-growth, was proposed by Han [21]. FP-growth

uses a trie structure to store the database in the main memory. It uses a com-

pressed representation of the database by an FP-tree. Once an FP-tree is con-

structed, it uses a recursive divide-and-conquer approach to mine the frequent

itemsets.

• First step: it scans data to determine the count of each item. Then it sorts

items in the database in ascending order.

• Second step: it makes a second pass over the data to construct the FP-

tree. It creates the “nul” root node of the tree. For each transaction in

the ordered database, a branch is added for each transaction. Each node

in the FP-tree also stores a counter which keeps track of the number of

transactions that share that node. When it adds a branch to the FP-tree,

it follows the rules that if there already exists a common prefix, it increases

the count of the common node and adds new nodes to the FP-tree. At the

same time, maintaining a header table that each node on the tree has a link

via the same node to the header table.

Additionally, the header table also has a support record for each item. Why

we store the transaction items in support of descending order? Because

15



2. Preliminaries

TID Items

10 C, A
20 B, C, E
30 B, C, E, A
40 B, E

Table 2.3: Ordered Transaction table

we can save the database using smallest space since the more frequently

occurring items are arranged closer to the root of the FP-tree and thus are

more likely to be shared.

• Third step: mining frequent item pattern uses a partition-based, divide-and

conquer method rather than Apriori-like bottom-up generation of frequent

patterns combinations.

Inherently, it converts the problem of finding long frequent patterns to look for

shorter ones and then join with the suffix.

Thus, FP-growth only needs two database scans. One is to find frequent one

items and order the transactions according to the frequent one item support and

the other is to build FP-tree. The rest operation is to recursively mine frequent

items on the FP-tree using FP-growth.

Example 3 We will illustrates the FP-growth Algorithm in following example.

Given an absolute min-sup equals to 2. Continue with Table 2.1.

• Step 1: After the first scan we get a new ordered table as Table 2.3 and

frequent one itemsets: {A}:2 ; {B}:3 ; {C}:3 ; {E}:3 .

16
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Figure 2.2: An example of FP-tree

• Setp 2: Scan the transaction database TDB the second time. For each

transaction, insert a branch to construct a FP-tree. The result is shown as

Figure 2.2.

• Step 3: Use FP-growth to recursively mine frequent item patterns from FP-

tree. We describe the FP-growth algorithm as below.

We mine FP-tree from bottom to top. Starting from A, for each frequent 1-

item, we construct its conditional pattern base. A conditional pattern base

for an item/itemset contains the transactions that end with that item/itemset.

We then treat the conditional pattern base the same as a transaction database

and build the conditional FP-tree. The FP-growth algorithm is recursively per-

formed on such conditional FP-trees. Item A’s conditional pattern base is:

P = {(C : 1), (B : 1, C : 1, E : 1)} .The conditional tree for A is shown as

17
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Figure 2.3.

Count for A is 2, so {A} is frequent itemset. Then Recursively apply FP-

growth on P . The conditional pattern base for E within conditional base for

A is P = {(B : 1, C : 1)}. Count for E is 1. So {A,E} is not frequent. The

conditional pattern base for C within conditional base for A is P = {(C : 2)}.
Count for C is 2. So {A,C} is frequent. The conditional pattern base for B

within conditional base for A is P = {(B : 1)}. Count for B is 1. So {A,B} is

not frequent.

After we mine item A, we use this algorithm on E. Item E’s conditional pattern

base is: P = {(B : 2, C : 2)} .The conditional tree for E is shown as Figure 2.4.

Count for E is 3, so {E} is frequent itemset. Then recursively apply FP-growth

on P . Count for {C,E} is 2, count for {B,E} is 3, count for {B,C,E} is 2. So

{C, E}, {B, E}, {B, C, E} is frequent itemsets.

We continue use the algorithm on C. Count for C is 3, and count for {B,C} is

2. So they are frequent itemsets. Last, we use the algorithm on B, count for B

is 3, so {B} is frequent itemset.

Combined with all the frequent 1-items generated during the first database scan,

we get the same set of frequent patterns:

{A}:2; {B}:3; {C}:3; {E}:3;
{A, C}:2; {B, C}:2; {B, E}:3; {C, E}:2;
{B, C, E}:2.

FP-growth only needs two database scans. For some database that generate

lots of frequent item patterns, FP-growth may require more time when compared

with Apriori, but for only a small portion of the candidate sets will survive to

18
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Figure 2.3: Conditional tree for A

 

Figure 2.4: Conditional tree for E
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FP-growth Algorithm:
Input: D, σ, I ⊆ I

Output: F[I](D, σ)
1: F[I] = {}
2: for all i ∈ I occurring in D do
3: F[I] = F[I] ∪ {I ∪ {i}}

// Create Di

4: Di = {}
5: H = {}
6: for all j ∈ I occurring in D such that j > i do
7: if support (I ∪ {i, j}) ≥ σ then
8: H = H ∪ {j}
9: end if
10: end for
11: for all (tid,X) ∈ D with i ∈ X do
12: Di = Di ∪ {(tid,X ∩H)}
13: end for

//Depth-first recursion
14: Compute F[I ∪ {i}](Di, σ)
15: F[i] = F[i] ∪ F[I ∪ {i}]
16: end for

Table 2.4: Pseudo code of FP-growth algorithm

become frequent patterns, Apriori loses drastically as well due to the costly can-

didate generation.

The pseudo-code for the FP-growth algorithm is given as below in Table 2.4.

2.1.3 Eclat

Another method for Frequent Itemset Generation is Eclat [40]. It uses the vertical

database layout and the Tid-list intersection based approach to compute the

support of an itemset. Before introducing the algorithm, we need to know the
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definition of “Cover”. The cover of an itemset X in D is a list of the transaction

ID (tid) in which X is included in those transactions. Let us see an example. We

still use Table 2.1 as the original transaction database given an absolute min-sup

equals to 2.

• Step 1: After the first scan, we convert the original database to the verti-

cal data layout as shown in Figure 2.5. Item D’s support is 1, less than

the min-sup, we eliminate it. Then we get the frequent one itemsets:

{A}, {B}, {C}, {D}.

• We use depth-first recursion to generate frequent itemset candidates, and

then for each candidate set, intersect their Tid-list to get their support.

Determine support of any k − itemset by intersecting tid-lists of two of its

(k − 1) subsets. For example: Figure 2.6 illustrates the result of itemset

{B, C}.
From {B, C} tid-list, it is easy to get their support by |cover{B, C}| to
be equal to 2. So {B, C} is frequent. The same way, we can get all the

frequent itemsets as below:

{A}:2; {B}:3; {C}:3; {E}:3;
{A, C}:2; {B, C}:2; {B, E}:3; {C, E}:2;
{B, C, E}:2.

The pseudo-code for the Eclat algorithm is given as below in table 2.5.

The advantage of Eclat is very fast support counting. We just need count the

itemset’s absolute value of its cover. The disadvantage is intermediate tid-lists

may become too large for memory usage. If the tid-list is too long, the intersect
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A B C D E

10 20 10 10 20

30 30 20 30

40 30 40

Figure 2.5: Vertical data layout

 

Figure 2.6: Intersecting tid-lists of B and C

Eclat Algorithm:
Bottom-Up(S):
1: for all atoms Ai ∈ S do
2: Ti = ∅
3: for all atoms Ai ∈ S, with j > i do
4: R = Ai ∪ Aj

5: L(R) = L(Ai) ∩ L(Aj)
6: if σ(R) ≥ min− sup then
7: Ti = Ti ∪ {R};F|R| = F|R| ∪ {R}
8: end
9: end
10: for all Ti �= ∅ do Bottom-Up(Ti)

Table 2.5: Pseudo code of Eclat algorithm
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operator also costs time.

Diffsets The vertical format gains a lot on the TIDs intersection operations.

The problem of these methods is that when the TID lists become too large,

it will take more time on calculations. So Jaki proprose a novel vertical data

representation called Diffset [39]. Instead of storing the entire tidset of each

member of a class, the diffsets only keep track of the differences in the TIDs

between each itemset and their prefix itemset. This method is efficient for dense

datasets. Check Figure 2.7, it shows the diffsets algorithm and how it works.

2.1.4 Closed pattern mining

We will generate a large number of frequent itemsets according to the density

of the database and min-sup. Among them, users have to do lots of analysis to

find useful patterns. So Pasquier et al. [29] proposed to mine only closed set of

frequent itemsets instead of the complete set. For example, the set of frequent

patterns {(A:3), (B:3), (AB:3)} can be represented by {(AB : 3)}. Thus we give

the definition of frequent closed itemset as below.

Definition 1 A frequent closed itemset is either a maximal frequent itemset, or

a frequent itemset whose support is higher or equal to the supports of all its proper

supersets.

Pasquier developed an Apriori-based algorithm A-Close [30]. A-close is a breath

first search method to find frequent closed itemset. Later, Pei proposed the

algorithm CLOSET [31] based on FP-Growth. In 2002, Zaki and Hsiao present

CHARM [41] algorithm which is proved to be the most efficient one among the
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Figure 2.7: Diffsets for Pattern Counting
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published. Below we will show an example of A-close to explain what closed

pattern mining is.

Example 4 We still use Table 2.1 as the original transaction database, given an

absolute min-sup equals to 2. First we generate the frequent itemsets. We then

compare the support between itemsets and their proper supersets.

The mining process is as Figure 2.8

An instance for 2-itemset and 3-itemset sup({B, C}) = sup({C, E}) = sup({B, C, E}) =
sup({B, E}). This means every transaction containing {B, C, E}must also have

{B, C} and {C, E}. So the closed set is {B, C, E} and {B, E}.

2.2 Multi-level or Cross-level frequent itemset

mining

In this section, we will introduce Han’s work [20] for multiple-level frequent pat-

tern mining. Although we have mentioned some related work in section 1.1, Han’s

work is first one which introduces the multiple-level frequent pattern mining.

2.2.1 Multi-level frequent itemset mining

Most of the time, the real transaction database appears with hierarchy infor-

mation as shown in Figure 1.2. When customer buys the ‘Quebon 2% milk’, the

transaction database will save as {milk, Quebon, 2%} by the format {Category, Brand, Content}
The highest level represents the product index, i.e., milk or bread. In the second

level, products are classified by the “Brand”, i.e., milk is divided into two sub-

class based on their brand - Quebon and Nestle. The lowest level represents the

25



2. Preliminaries

 

Candidate Support 
{A} 2 
{B} 3 
 {C} 3 
{D} 1 
{E} 3 

  

Candidate Support 
 {A, B} 1 
 {A, C} 2 
 {A, E} 1 
 {B, C} 2 
{B, E} 3 
{C, E} 2 

 

Candidate Support 
 {B, C, E} 2 

  

 

 

 

 

 

 

Frequent Support 
{A} 2 
{B} 3 
{C} 3 
{E} 3 

Frequent Support 
 {A, C} 2 
 {B, C} 2 
{B, E} 3 
{C, E} 2 

Frequent Support 

 {B, C, E} 2 

Closed Support 

 {B, C, E} 2 
{B, E} 3 
{A, C} 2 

{C} 3 

1st  Scan 

Prune 
Infrequent 

2nd  Scan 
Prune 
Infrequent 

3rd  Scan 

Prune 
Infrequent 

Prune 
Infrequent 

Closed pattern 

Figure 2.8: A-closed pattern mining
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content. Mining on different level will lead to different layer of the information

hierarchy.

Generating multi-level frequent itemsets can help us get more detailed informa-

tion. Unlike single-level frequent itemsets mining, it will generate a large amount

of information, which takes more time to find interested ones. We can see that

few people buy ‘Quebon 2% milk’ and ‘Wheat Wonder Bread’ together.

Thus, compared with single-level frequent itemsets mining, multi-level frequent

itemsets mining is fine-grained to generate interesting frequent itemsets. It matches

the business needs much better.

Algorithms:

Han [20] introduces four algorithms for multi-level frequent itemset mining: ML T2L1,

ML T1LA, ML TML1 and ML T2LA. Since they are all based on Apriori with

similar data structures and little different pruning methods, we therefore only in-

troduce ML T2L11 as an example.

[ML T2L1]

Input: a hierarchy-information-encoded dataset and min-sup for each level.

Output: Multi-level frequent itemsets.

Method: A top-down method which scans the database one times for each level

and each size of itemsets.

Starting at level 1, derive each level l, the frequent k-itemsets, L[l, k] , for each

k, and the frequent itemset, ll[l] (for all k’s), as Table 2.6.

Below we will give an example in Example 5 to illusion [ML T2L1]. According

to the product hierarchy of 1.2, we encode the supermarket transaction database

to three digit format as Table 2.7. Each digit represents one concept level of

27



2. Preliminaries

ML T2L1 :
1: for (l = 1;L[l, 1] �= ∅ and l < max level; l ++) do
2: if(l == 1) then
3: L[l, 1] = get large itemsets[T [1], l)
4: T [2] = get filteed table(T [l],L[l, 1]
5: else
6: L[l, 1] = get large 1 itemsets[T [2], l)
7: endif
8: for (k = 2;L[l, k − 1] �= 0; k ++) do
9: Ck = get candidate set(L[l, k − 1])
10: for each transaction t ∈ T [2] do
11: Ct = get subsets(Ck, t)
12: for each candidate t ∈ T [2] do c.support++ end for
13: endfor
14: L[l, k] = {c ∈ Ck|c.support ≥ min− sup[l]}
15: endfor
16: LL[l] =

⋃
k L[l, k]

17: endfor

Table 2.6: Pseudo code of Eclat algorithm
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TID Items

T1 111,212,312
T2 312,113,231
T3 111,212,312,121
T4 212,311
T5 111,212,312,221
T6 111,312,412

Table 2.7: Encode Transaction Table for ML T2L1

hierarchy. For example: ‘111’ represent ‘2% Quebon Milk’. We suppose the

min-sup for each level is: 4, 3, 3.

Example 5 1. Step 1: Find frequent itemsets for level-1 for each size with

three scans and min-sup equals to 4. The result is as shown in Figure 2.9.

Then, using Level-1 Frequent 1-itemset we can get the filtered transaction

table shown in Table 2.8.

 

Frequent Support 

 {1**} 5 
 {2**} 5 
 {3**} 6 

Frequent Support 

 {1**,2**} 4 
 {2**,3**} 5 
 {1**,3**} 5 

Frequent Support 

 {1**,2**,3**} 4 

Level-1 Frequent 1-Itemset Level-1 Frequent 2-Itemset Level-1 Frequent 3-Itemset 

Figure 2.9: Frequent itemsets for level-1

2. Step 2: find frequent itemsets for level-2 using filtered transaction Table 2.8

with min-sup equal to 3. The result is as Figure 2.10.

3. Step 3: find frequent itemsets for level-3 using filtered transaction Table 2.8

with min-sup equal to 3. The result is as Figure 2.11.
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Frequent Support 

 {11*} 4 
 {21*} 4 
 {31*} 6 

Frequent Support 

 {11*, 21*} 3 
 {21*,31*} 4 
 {11*31*} 4 

Frequent Support 

 {11*, 21*,31*} 3 

Level-2 Frequent 1-Itemset Level-2 Frequent 2-Itemset Level-2 Frequent 3-Itemset 

Figure 2.10: Frequent itemsets for level-2

 

Frequent Support 

 {111, 212,312} 3 

Frequent Support 

 {111} 3 
 {212} 4 
 {312} 5 

Frequent Support 

 {111,212} 3 
 {212,312} 3 
 {111,312} 3 

Figure 2.11: Frequent itemsets for level-3

Therefore, ML T2L1 algorithm generates the multi-level frequent itemset as fol-

low:

Frequent itemset at level-1:

{{1**}, {2**}, {3**}, {1**, 2**}, {2**, 3**}, {1**, 3**}, {1**, 2**, 3**}};
Frequent itemset at level-2:

TID Items

T1 111,212,312
T2 312,113,231
T3 111,212,312,121
T4 212,311
T5 111,212,312,221
T6 111,312

Table 2.8: Filtered Transaction Table for ML T2L1
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{{11*}, {21*}, {31*}, {11*, 21*}, {21*, 31*}, {11*, 31*}, {11*, 21*, 31*}};
Frequent itemset at level-3:

{{111}, {212}, {312}, {111 ,212}, {212, 312}, {111, 312}, {111, 212, 312}}.

2.2.2 Cross-level frequent itemset mining

Several studies on Cross-level frequent itemsets mining are also proposed. R.

Srikan has introduced an algorithm [6] which can generate flexible concept level

frequent itemsets based on Apriori like the ET-apriori proposed in this thesis.

However, our method has more pruning on the filtered database. Runying Mao

introduced a method that can generate flexible concept level frequent itemsets

base on FP-Growth [26], which focus more on multi-dimension. Due to the com-

plexity of the structure of FP-Growth, this algorithm is suitable for low level

dataset. That is,it may be suitable for three-level data, But if usedthe total data

level is 6, the FP-Growth tree will became bigger and more complicate. Venkata

[32] proposed a algorithm based on Han’s Discovery of Multiple-Level ssociation

Rules from Large Databases. They just add cross-level items to the algorithms.

So they are low efficient since it scans the database more times.
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Chapter 3

Item definitions and Properties

Products are frequently organized as so called isA hierarchies, or taxonomies. A

taxonomy T is a tree structure of classifications for a given set of items. At the

root of this tree is a single class consisting of all items. Nodes below are more

specific classes, each corresponding to a subset of the items. The leaves of the

taxonomy T are the items. See Figure 1.2 for an example of a taxonomy. It

illustrates that ‘Quebon 2% milk’ isA ‘Quebon milk’ isA ‘Milk’ isA ‘Food’, and

so on. In the following we present the encoding schema [20] used for the items in

the taxonomy. Each item is identified by a unique list of ‘n’ digit encoding. For

example ‘Quebon 2% milk’ is encoded as ‘112’, that is this item is represented by

3 digits. The encoding of the items in an ‘n’ level taxonomy is defined recursively

as follows:

• The root is encoded with n ‘*’s.

• The child on level k+1 is encoded with the same first k digits as its parent,

followed by an additional digit and n− k − 1 ‘*’s.
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TID Items

T1 111,212,112
T2 111,222,231
T3 111,222,312,121

Table 3.1: Encoded Transaction table using the taxonomy

Thus, the leaves are encoded with n digits and no ‘*’s representing the original

encoding of the items. Actually in our implementation, we use binary represen-

tation for these items, which can help using binary operators to check two items

are parent each other. we will introduce it in section 4.1.

Example 6 Figure 1.2 shows an example of such an encoding. The first-level

concept is represented by Category, the second level is represented by Brand and

the last level is represented by the Content. Each product is represented by a

unique digit encoding. For example, ‘Ground Café of

Van’ is encoded as ‘311’ in which the first digit, ‘3’ represents the category ‘Cafe’,

the second digit ‘1’ representing the content ‘Van’ the last digit ‘1’ represents the

content ‘Ground’. Using this encoding we can encode the transaction data as

represented in Table 3.1.

In this paper we focus on a mixed multilevel itemsets mining, based on the tax-

onomy hierarchy. Our approach can generate frequent itemsets as

{2% Quebon milk, Pom bread}, with encoding ({112, 22∗}), that is with items

located on different levels in the taxonomy tree. In Figure 3.1 are displayed

frequent size 2 itemsets from Table 3.1, using min-sup 0.5. For two same size

itemsets X and Y , we denote X is a descendant of Y if for any item i in X, there

exists an item j in Y that i � j and for any item j in Y ,there exists an item

i in X that j � i. The taxonomy based pruning means that if an node on the
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tree is infrequent, then all the descendants of that node are also infrequent. For

instance of Figure 3.1, if the node ({11∗, 22∗}) is infrequent, all of its leaves in
the tree are also infrequent.

(1**,2**)

(1**,22*)(11*,2**) (11*,22*)

(111,22*)(111,2**) (111,222) (11*,222)(1**,222)
 

Figure 3.1: Frequent size two itemset

3.1 Properties of itemsets

Single-Level Definitions and Properties

Frequent itemset mining is aimed to find frequent patterns from transaction

databases. In this section, we review some concepts for single-level frequent

itemsets mining which will be useful for multiple-level data mining. Let I be

a set of items from a transaction database D. The k -itemset is a set of size k

with elements from I. Each transaction from the set D is identified by a unique

identifier tid, named transaction id. Let I be a function that for each transaction

id tid returns the set of elements part of that transaction.

Next, let us introduce the definition of the support. The support of an itemset

X in a transaction database D, is percentage of transactions in D that contains
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X. The support of X in D is denoted as σ(X,D)

Proposition 1 (Support monotonicity) [4] Let X, Y ⊆ I be two itemsets,

then,

X ⊆ Y ⇒ σ(Y,D) ≤ σ(X,D)

�

This means that the support of an itemset is less than or equal to the support of

its subsets.

An itemset is said to be frequent if its support is greater or equal than a threshold

support given, in general, given by the users, and it is denoted by min-sup. The

frequent itemset mining problem is to find all frequent itemsets in the transaction

database given by a threshold support min-sup. The Apriori algorithm is based

on this proposition.

Definition 2 Let I be the set of items for transaction database D, and min-sup

be the threshold support. The collection of frequent itemsets in D is denoted by

F(D, σ) = {X⊆ I | (σ(X,D)) ≥ min-sup}

Mutil-Level Definitions and Properties

Let us now introduce some properties of multiple level itemsets. According to the

item taxonomy, we denote a � b if a is a descendant of item b or b is an ancestor

of a. For example: 11∗ � 1 ∗ ∗. For two same size itemsets X and Y , we denote

X � Y if for any item i in X, there exists an item j in Y that i � j and for any

item j in Y ,there exists an item i in X that j � i. We will need the following

notations:
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Definition 3

X � Y =def {a ∈ X : ∀b ∈ Y, a �≺ b} ∪ {b ∈ Y : ∀a ∈ X, b �≺ a}

Example 7 Consider the itemset X = {111, 21∗, 311} and itemset Y = {11∗, 3∗
∗, 4 ∗ ∗}. Then X � Y = {11∗, 21∗, 3 ∗ ∗, 4 ∗ ∗}.

Definition 4

X � Y =def {a ∈ X : ∀b ∈ Y, a �� b} ∪ {b ∈ Y : ∀a ∈ X, b �� a}

Example 8 Consider the itemset X = {111, 21∗, 311} and itemset Y = {11∗, 3∗
∗, 4 ∗ ∗}. Then X � Y = {111, 21∗ , 311, 4 ∗ ∗}.

Definition 5

max(X) =def {a ∈ X : ∀b ∈ X, a �≺ b}

Example 9 Consider the itemset X = {111, 21∗, 2 ∗ ∗, 311}. Then max(X) =

{111, 2 ∗ ∗, 311}.

Definition 6

min(X) =def {a ∈ X : ∀b ∈ X, a �� b}

Example 10 Consider the itemset X = {111, 21∗, 2∗∗, 311}. Then min(X) =

{111, 21∗, 311}.

We now have the following propositions:

Proposition 2 X � Y = max(X ∪ Y )
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Proof : Let a ∈ X � Y , follows that either a ∈ max(X) or a ∈ max(Y ) that is

a ∈ max(X ∪ Y ). �

Example 11 Consider the itemset X = {111, 21∗, 311} and itemset Y =

{11∗, 3 ∗ ∗, 4 ∗ ∗}. We have X � Y = {11∗, 21∗, 3 ∗ ∗, 4 ∗ ∗}

Proposition 3 X � Y = min(X ∪ Y )

Proof : Let a ∈ X �Y , it follows that either a ∈ min(X) or a ∈ min(Y ). Thus

a ∈ min(X ∩ Y ) �

Example 12 Consider the itemset X = {111, 21∗, 311} and itemset Y =

{11∗, 3 ∗ ∗, 4 ∗ ∗}. We have X � Y = {111, 21∗, 311, 4 ∗ ∗}

Proposition 4 If X � Y then X � Y = Y .

Proof : Let a ∈ X � Y , that is a ∈ max(X ∪ Y ). case 1: a ∈ max(X), since

X � Y , it follows that a ∈ Y . case 2: a ∈ max(Y ), it follows that a ∈ Y , so

X � Y ⊆ Y .

Let a ∈ Y , thus a ∈ X � Y , so Y ⊆ X � Y . From above, we can get if X � Y

then X � Y = Y . �

Example 13 Consider the itemset X = {111, 21∗, 311} and itemset Y =

{11∗, 2 ∗ ∗, 3 ∗ ∗}. We have 111 ≺ 11∗, 21∗ ≺ 2 ∗ ∗ and 311 ≺ 3 ∗ ∗. In

this case we compute X � Y = max(111, 21∗, 311, 11∗, 2 ∗ ∗, 3 ∗ ∗) that is

X � Y = {11∗, 2 ∗ ∗, 3 ∗ ∗} = Y

Proposition 5 If X � Y then X � Y = X.

Proof : similar to the proof of Proposition 4. �
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3. Definitions and Properties

Example 14 Consider itemset X = {111, 21∗, 311} and itemset Y = {11∗, 2∗
∗, 3 ∗ ∗}. We have 111 ≺ 11∗, 21∗ ≺ 2 ∗ ∗ and 311 ≺ 3 ∗ ∗ we can now compute:

X � Y = min({111, 21∗, 311, 11∗, 2 ∗ ∗, 3 ∗ ∗})

that is X � Y = {111, 21∗, 311} = X.

The following proposition is used in the LP-Apriori algorithm in order to check

if the set of parent items for an itemset is frequent then the itemset can be a

candidate, otherwise we eliminate it.

Proposition 6 Let X ∪ Y ⊆ I, and let X � Y , then σ(X,D) ≤ σ(Y,D).

�

Example 15 Consider itemset X = {111, 21∗, 311} and itemset Y = {11∗, 2∗
∗, 3 ∗ ∗}. σ({111, 21∗, 311}) ≤ σ({11∗, 2 ∗ ∗, 3 ∗ ∗})

38



Chapter 4

The Algorithms

Throughout the past decade, lots of implementations were developed for frequent

itemset mining. The most general and popular of these algrithms are Apriori

[4], Eclat [40] and FP-growth [21]. For mixed multiple level frequent itemset

mining, we need to generate more single items, which makes the data structure

of FP-growth more complicated. For example, if we mine for a six level item-

set, the FP-growth tree will become six times bigger. It will be inefficient to

mine from large information tree. So we chose Apriori and Eclat as our basic al-

gorithms to develop ET-apriori,LP-apriori, ET-eclat and LP-eclat in this study.

And among the dozens of Apriori implementations, our algorithms extend A Fast

APRIORI[10], which is proved to be the fastest one in most cases. It uses a trie

stucture which is first introduced in [24] to store and retrieve words of a dictio-

nary. The implementation uses an array [27] to support this trie stucture. The

essential difference between ET-apriori, LP-apriori and A Fast APRIORI is A

Fast APRIORI can only generate single-level fequent itemsets, and ours can gen-

erate cross-level fequent itemsets. We also make a significant research on fequent
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4. The Algorithms

TID Items

T1 111,212 ,112,222,312
T2 312,113,231
T3 111,212,312,121,232
T4 212,211,311
T5 111, 212,312,221,321
T6 111, 312,322,412

Table 4.1: Encoded Original Transaction table

pairs mining, we will introduce them in Section 4.5 and Section 4.6. Due to the

fast development of memory, we store our transaction table in the main memory

in all the presented algorithms.

4.1 ET-apriori

The ET-apriori algorithm, it is similar to [34], and is an extension of A Fast

APRIORI [10]. The algorithm uses a breadth-first search technique through

candidate itemsets. The ET-apriori expand each item with all its ancestors in

the transaction table creating a new extended transaction table. There is a little

difference between ET-apriori and the algorithm presented by Srikant, Agrawal

in [34]. The main difference is that after the first scan, ET-apriori removes from

the original transaction database all items that are not frequent decreasing the

size of the database. This step is not done in the Srikant’s algorithm. Also,

Srikant’s algorithm uses the original dataset for all scans. This extra step done

by our algorithm helps by making the original transaction database smaller, and

increasing the performance of the rest of the scans on the cost of one extra scan.

The ET-apriori algorithm can generate multi-level frequent itemsets. The
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4. The Algorithms

Algorithm ET-apriori:
Input: D, σ
Output: F(D, σ)
1: Extend D by including in each transaction all the higher level items;
2: Let C1 := {{i} : i ∈ I(D)}
3: Let F1 = scan(D,C1)
4: D′ be the database obtained from D by removing items such that

I(D′) = I(D)
⋂
(
⋃

X∈F1
X)

4: Let C2 := F1 × F1

5: Let k := 2
6: while Ck �= ∅ do
7: Let Fk = scan(D′,Ck)
8: Let k := k + 1
9: Let Ck := Fk−1 × Fk−1

10: end while

11: F(D, σ) =
⋃k

i=1Fi

Table 4.2: ET-apriori Algorithm

ET-apriori algorithm that generates mixed-level frequent itemsets is described in

Table 4.2. The input of the algorithm is the encoded transaction database and

the support. The algorithm outputs the set of mixed-level frequent itemsets.

Where the scan function computes the frequent itemsets for a database D and

a set of candidate itemsets Ck, for some k. This computation is done in the usual

way, by scanning each transaction step by step and increasing the support for

each itemset that is a subset of the transaction.

Note that the computation of the set Fk×Fk, for some k, involves an expensive

step that checks if for two items X, Y is it that X � Y or Y � X. For a better

performance we optimized this step as follows: convert the encoded item to binary

representation by expanding each digit to its four bits binary encoding. As a

special case digit ∗ is replaced by binary encoding ‘1111‘. For instance item 112 is

encoded with the following binary vector ‘000100010010‘, item 11∗ is represented
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4. The Algorithms

by binary vector ‘000100011111‘. Thus, to check if 112 � 11∗ is enough to check

if 112 ∧ 11∗ = 112 in their binary representation, where ∧ represents the logical

”and” operator. In our example we have that ‘000100010010‘∧ ‘000100011111‘ =

‘000100010010‘, meaning that 112 � 11∗. This is indeed an optimization as it

is well known that binary operators are executed faster than any other language

specific operators.

Intuitively, the ET-apriori algorithm follows these steps:

1. expand each transaction by adding all ancestors for each item in the trans-

action;

2. to compute size 1 frequent itemsets we simply scan once the extended

database;

3. remove from the extended database all the items that are not found fre-

quent. This can be done by scanning once the extended transaction database;

4. for any k > 1, we repeat the following steps until there are no more candi-

date itemsets:

(a) Compute the candidate set Ck as Fk−1×Fk−1 by using apriori candidate

generation algorithm [4].

(b) In one scan of the transaction database find the frequent itemsets of

size k based on the candidates Ck.

5. Finally output is the union of all computed sets Fk.

As an optimization in our implementation, we use a trie structure to save

frequent itemsets. For more details about the data structure, the reader should

refer to [10].
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4. The Algorithms

TID Items

T1 111,112,11*,1**,212,21*,222,22*,2**,312,31*,3**
T2 113,11*,1**,231,23*,2**,312,31*,3**
T3 111, 112,11*,1**,212,21*,232,2**,312,31*,3**
T4 211,212,21*,2**,311,31*,3**
T5 111, 11*,1**,212,21*, 221,22*,2**,312,31*,321,32*,3**
T6 111, 11*,1**, 312,31*,322,32*,3**,4**,41*,412

Table 4.3: Extended Transaction table using the taxonomy

TID Items

T1 111,112,11*,1**,212,21*,222,22*,2**,312,31*,3**
T2 113,11*,1**,231,23*,2**,312,31*,3**
T3 111, 112,11*,1**,212,21*,232,2**,312,31*,3**
T4 211,212,21*,2**,311,31*,3**
T5 111, 11*,1**,212,21*, 221,22*,2**,312,31*,321,32*,3**
T6 111, 11*,1**, 312,31*,322,32*,3**,4**,41*,412

Table 4.4: Filtered Transaction table

Example 16 1. Let us suppose Table 4.1 to be our original dataset. Next we

convert Table 4.1 in Table 4.3 by extending each transaction by adding for

each item its ancestors.

2. After first scan Table 4.3, we generate the following size-1 frequent itemsets

{111, 11∗, 1 ∗ ∗, 212, 21∗, 2 ∗ ∗, 312, 31∗, 3 ∗ ∗} with min-sup equal to 3.

Then we use this set to filter Table 4.4. The resulted table is represented in

Table 4.4.

3. We continue mining size-k itemsets and get the final output frequent itemset

trie as represented in Figure 4.1.
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Figure 4.1: Frequent Itemsets Tree for ET-apriori from input of Table 4.1 with
min-sup is 0.5
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Algorithm LP-apriori:
Input: D, σ
Output: F(D, σ)
1: Let C1 := {{i} : i ∈ I(D)}
2: Let F1 = scan(D,C1)
3: Consider F1 =

⋃
1≤l≤n F

l
1, where n represents the levels

4: Let D′ be the database obtained from D by removing items such that
I(D′) = I(D)

⋂
(
⋃

X∈F1
X)

5: for l = 1 to n do //n represents the number of levels, where level 1 is ***

6: Cl
2 = Fl

1 × (
⋃

1≤j≤l F
j
1)

7: Let k := 2
8: while Cl

k �= ∅ do
9: Let Fl

k = scan(D′,Cl
k)

10: Let Cl
k+1 = Fl

k × (
⋃

1≤j≤l F
j
k)

// The level pruning
11: eliminate from Cl

k+1 all sets X such that there exists Y ∈ P(I∗)k+1 with X ≺ Y .
12: k ++
13: end while
14: end for

15: F(D, σ) =
⋃�

l=1

⋃k
i=1F

l
i

Table 4.5: LP-apriori Algorithm

4.2 LP-apriori

The LP-apriori algorithm also extends A Fast APRIORI algorithm [10]. We

construct trie based structures for each level. The algorithm uses the breadth-

first search technique to search candidate itemsets.

Table 4.5 represents the LP-apriori algorithm. Similarly to the ET-apriori

algorithm, the input is the transaction database and the minimum support used to

find frequent itemsts. The main difference between ET-apriori and LP-apriori it

that the later does not expand the transactions in the database. The performance

comparing is done in the next section.

The intuition behind the algorithm is as follows:
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4. The Algorithms

1. First compute the frequent itemsets of size 1 for all levels. This can be done

in only one scan of the transaction database;

2. remove from the extended database all the items that are not found fre-

quent. This can be done by scanning once the extended transaction database;

3. For all levels, starting with the lowest level (***), for each size k ≥ 2

compute the candidate itemsets

4. From the computed candidate set of itemsets eliminate those itemsets for

which there is an ancestor set such that it is not in the already computed

frequent itemsets. (Step 11)

5. Last, the output is the union of Fl
k for all the k’s.

Example 17 1. After the first scan we get frequent itemsets of level 1 and

size-1 {1 ∗ ∗, 2 ∗ ∗, 3 ∗ ∗} with min-sup equal to 3.

2. Use, frequent one size one itemset {1 ∗ ∗, 2 ∗ ∗, 3 ∗ ∗} to filter the Table

4.1 and get Table 4.6. For an instance, 4∗∗ is infrequent, we eliminate 412

from the Table 4.1.

3. We generate candidates for each level. For an instance, after we generate

candidate {11∗, 21∗, 31∗}, we check its parent {1 ∗ ∗, 2 ∗ ∗, 3 ∗ ∗} from

its first level. since {1 ∗ ∗, 2 ∗ ∗, 3 ∗ ∗} is frequent, {11∗, 21∗, 31∗} could

be a candidate. We than scan the dataset to calculate the support for the

candidate itemsets and eliminate the ones that are infrequent. For each level

we will have a frequent itemset trie to save the frequent itemsets as Figure

4.2.

46



4. The Algorithms

1*
*

2*
*

3*
*

R
oo

t

2*
*

3*
*

3*
*

3*
*

le
ve

l1

R
oo

t

11
*

21
*

31
*

21
*

2*
*

31
*

3*
*

31
*

3*
*

31
*

3*
*

31
*

3*
*

le
ve

l2
le

ve
l3

R
oo

t

11
1

21
2

31
2

21
2

21
*

2*
*

31
2

31
*

3*
*

31
2

31
*

3*
*

31
2

31
*

3*
*

31
2

31
*

3*
*

31
2

31
*

3*
*

Figure 4.2: Frequent Itemsets Tree for Each Level
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TID Items

T1 111,212 ,112,222,312
T2 312,113,231
T3 111,212,312,121,232
T4 212,211,311
T5 111, 212,312,221,321
T6 111, 312,322, 412

Table 4.6: Filtered table by using Frequent level-1 size-1 itemset for LP-apriori

4.3 ET-eclat

The ET-eclat algorithm is based on An efficient algorithm for closed itemset

mining presented in [40]. The algorithm uses a Depth-First search technique

through search candidate itemsets. The database is converted into a vertical bit-

map format and use the intersection based approach to calculate an itemset’s

support. ET-eclat recursively generates the frequent itemsets F[i](D, σ) for each

item i ∈ I which I is the expanded set of all the items. The frequent itemsets

mining of ET-eclat algorithm is given in Table 4.7.

The intuition behind the algorithm is as follows:

1. First, we expand the each transaction with different level in digital number

with numeric order, the notation ‘*’ is replaced by ‘9’ and the result is

shown in Table 4.3.

2. Second, we convert the expanded database to a vertical tid-list database

format where we associate with each itemset a list of transactions in which

it occurs. The result is shown as Figure 4.3.

3. Third, for each item i we use depth-first approach and do the intersection

with j(i < j) recursively where i and j have no parents pairs. The support
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Algorithm ET-eclat:
Input: D, σ,L, I ⊆ I

Output: F[I](D, σ)
1:D = convertT toMultiLevel(D) \\for each
item generate all its parents as new item
2:F[I] := {}
3:for all i ∈ I occurring in D do
4: F[I] := F[I] ∪ {I ∪ {i}}
5: Create Di

6: Di := {}
7: for all j ∈ I occurring in D such that

j > i and NotParentEachOther(i, j) do
8: C := cover({i}) ∩ cover({j})
9: if |C| ≥ σ then
10: Di := Di ∪ {(j, C)}
11: end if
12: end for
13: \\Depth-first recursion
14: Compute F[I ∪ {i}](Di, σ)
15: F[I] := {F}[I] ∪ F[I ∪ {i}]
16:end for

Table 4.7: ET-eclat Algorithm

111
1
3
5
6

11*
1
2
3
5
6

1**
1
2
3
5
6

212
1
3
4
5

21*
1
3
4
5

2**
1
2
3
4
5

312
1
2
3
5
6

31*
1
2
3
4
5
6

3**
1
2
3
4
5
6

Figure 4.3: Tid-List for frequent one item
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for the itemsets is the number of results of the intersection, for example:

for itemset {111,21*}, the intersection result is {1,3,5}, so the support is 3.

We give an example for item ’111’ as Figure 4.4.

Figure 4.4: Frequent itemsets Result for item ’111’

4. Last, the output is the union of F[i] for each i ∈ I. We’ll get the same

results with ET-apriori and LP-apriori.

4.4 LP-eclat

The LP-eclat algorithm is the same with ET-eclat. We add a frequent prefix

tree for the first level to filter some itemsets before count their support. This

algorithm is fast for the two-digit represent data format. The algorithm still uses

a Depth-First search technique through search candidate itemsets. We convert the

database to a vertical bit-map format and use the intersection based approach

to calculate an itemset’s support. LP-eclat recursively generates the frequent

itemsets Fl[i](D, σ) for each item i ∈ Il which Il is the expanded set of all the

items for each level. The frequent itemsets mining of LP-eclat algorithm is given

in Table 4.8.
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Algorithm LP-eclat:

Input: D, σ,L, I ⊆ I

Output: F[I](D, σ)
1:for each level l ∈ L do
2: Fl[I] := {}
3: for all il ∈ Il occurring in D do
4: Fl[I] := Fl[I] ∪ {I ∪ {il}}

\\Create Dil

5: Dil := {}
6: for all jl

′≤l ∈ I occurring in D such that

jl > il and NotParentEachOther (il, jl
′
) do

7: if ParentSetIsFrequnet(il ∪ jl
′
) then

\\check its parent in level1

8: C := cover({il}) ∩ cover({jl′})
9: if |C| ≥ σ then

10: Dil := Dil ∪ {(jl′ , C)}
11: end if
12: end if
13: end for

\\Depth-first recursion

14: Compute Fl[I ∪ {il}](Dil , σ)
15: Fl[I] := Fl[I] ∪ Fl[I ∪ {il}]
16: end for
17:end for

Table 4.8: LP-eclat Algorithm
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The intuition behind the algorithm is as follows:

1. we scan the encoded transaction and convert the database to a vertical

tid-list database format for each level. The result is shown as Figure 4.5.

1**
1
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5
6

2**
1
2
3
4
5

Level1

3**
1
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4
5
6

11*
1
2
3
5
6

21*
1
3
4
5

Level2

31*
1
2
3
4
5
6

111
1
3
5
6

212
1
3
4
5

Level3

312
1
2
3
5
6

Figure 4.5: Tid-List for frequent one items for each level

2. for each item i of level 1 we use depth-first approach and do the intersection

with j(i < j) recursively. The support for the itemsets is the number of

results of the intersection. At the same time we construct a prefix tree of

all frequent itemsets of first level. The result is shown as Figure 4.6.

1** 2** 3**

Root

2** 3**

3**

3**

level1

Figure 4.6: Prefix tree of frequent itemsets of first level

3. for each item il(l > 1) we use depth-first approach to generate candidate

itemset with all its upper levels frequent one items jl
′≤l(i < j) and check if
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Table 4.9: Encoded original transaction table for pairs

TID Items

T1 111,112,311
T2 111,112,211
T3 211,221,311
T4 211,221,412
T5 221

its parent of the first level with the prefix tree that we generate in the second

step. If its parent is frequent then we make the intersection where i and j

have no parents-pairs. The support for the itemsets is the number of results

of the intersection, for example: for itemset {111, 21*}, the intersection

result is {1, 3, 5}, so the support is 3. We do the step 3 recursively for each

item of each level.

4. the output is the union of Fl[i] for each i ∈ I, l ∈ L.

4.5 ET-Pairs

The ET-Pairs pair algorithm uses a breadth-first search technique through can-

didate itemsets. The ET-Pairs expand each item with all its ancestors in the

transaction table creating a new extended transaction table.

The ET-Pairs algorithm can generate multi-level frequent pairs. The ET-

Pairs algorithm that generates mixed-level frequent itemsets is described in Table

4.11. The input of the algorithm is the encoded transaction database and the

support. The algorithm outputs the set of mixed-level frequent pairs. Note that

the frequent items are stored as structured types, that is each item t stores the
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Algorithm ET-Pairs:

Input: D, σ,L, I ⊆ I

Output: F2[I](D, σ)

1: Let F2 := ∅;
2: D := convertTtoMultiLevel (D) \\for each item generate all its parents as new item;
3: Generate frequent 1 itemset F1 by single scan of D;
4: for i := 1 to n do
5: begin
6: j := i+ 1;
7: while (j ≤ n) do
8: begin
9: if (F1[i].id,F1[j].id are parent each other) then
10: j ++;
11: else if (F1[i].tid ∩ F1[j].tid > σ) then
12: begin
13: F2 := F2 ∪ {F1[i].id,F1[j].id};
14: j ++;
15: end
16: end
17: end
18: end

Table 4.10: ET-Pairs Algorithm

item encoding (t.id) and the bitmap corresponding with the transactions where

the item appeared in the database (t.tid).

Intuitively, the algorithm computes the frequent 1 itemsets for a database D and

then uses F1 × F1 to compute the candidate set C2. This computation is done in

the usual way, by intersecting the bit vector of each item.

Note that the computation of the set F1 × F1 involves an expensive step

that checks if for two items X, Y is it that X � Y or Y � X. For a better

performance we optimized this step as follows: convert the encoded item to binary

representation by expanding each digit to its four bits binary encoding. As a

special case digit ∗ is replaced by binary encoding ‘1111‘. For instance item 112 is
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encoded with the following binary vector ‘000100010010‘, item 11∗ is represented

by binary vector ‘000100011111‘. Thus, to check if 112 � 11∗ is enough to check

if 112 ∧ 11∗ = 112 in their binary representation, where ∧ represents the logical

”and” operator. In our example we have that ‘000100010010‘∧ ‘000100011111‘ =

‘000100010010‘, meaning that 112 � 11∗. This is indeed an optimization as it

is well known that binary operators are executed faster than any other language

specific operators.

The ET-Pairs algorithm follows these steps:

1. expand each transaction by adding all ancestors for each item in the trans-

action;

2. to compute size 1 frequent itemsets we simply scan once the extended

database;

3. convert the expanded database to a vertical tid-list database format where

we associate with each itemset a list of transactions in which it occurs.

4. Compute the candidate set C2 as F1 × F1 by intersecting the tid-list.

5. Finally output is the union of all computed pairs F2.

Example 18 1. Let us suppose Table 4.9 to be our original dataset. First we

convert the database, represented by Table 4.9, in the one represented by

Table 4.11. That is extending each transaction by adding for each item its

ancestors.

2. After the first scan of the database, we generate the following frequent item-

sets of size one {111, 112, 11∗, 1∗∗, 211, 21∗, 221, 22∗, 2∗∗, 311, 31∗, 3∗
∗} with min-sup equal to 2. Each of them has a bit vector list as Figure 4.7.
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Table 4.11: Extended Transaction table using the taxonomy

TID Items

T1 111,112,11*,1**,311,31*,3**
T2 111,112,11*,1**,211,21*,2**
T3 211,21*,221,22*,2**,311,31*,3**
T4 211,21*,221,22*,2**,4**,41*,412
T5 221,22*,2**

Table 4.12: Frequent Pairs Result

Pairs Support

111,112 2
211,221 2
211,22* 2
21*,22* 2

3. We continue mining size-2 itemsets by computing F1 ×F1 and get the final

output frequent itemset pair as represented in Table 4.12.
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Figure 4.7: Frequent Size-1 items Tid-List
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4.6 LP-Pairs

The LP-Pairs pair algorithm uses a hierarchy list structure to store the Frequent

size-1 items.

Data Structure: Each node include item encoding (id), item bitmap (tid),

item sibling. All the nodes are saved into an array.

Table 4.13 gives a pseudo-code definition for the LP-Pairs algorithm. Similarly

to the ET-Pairs algorithm, the input is the transaction database and the minimum

support. The difference between ET-Pairs and LP-Pairs it that the later does

not expand the transactions in the database and organize the frequent size-1

items within a hierarchical structure. Thus, ET-Pairs may get pruned using the

observation from Proposition 6. The performance comparison between these two

algorithms is presented in the next section.

Here is the intuition behind this algorithm:

1. First compute the frequent itemsets of size 1 for all taxonomy levels and

construct a hierarchy tree T. Where T is a parent prefix tree and the parent

of each node is the prefix of the child. All nodes with the same parent are

sibling and are considered ordered. Then, convert the tree structure T to a

list (L) structure using a single scan of the transaction database;

2. The size-2 itemsets are computed from L × L. For optimization, when

sup((X ∈ L) × (Y ∈ L)) is less than min-sup, the algorithm will stop

calculating the support the children nodes of X and Y .

3. Finally, the algorithm outputs the union of all pairs in F2.

Example 19 1. After the first scan of the database the algorithm computes
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Algorithm LP-Pairs:
Input: D, σ,L, I ⊆ I

Output: F2[I](D, σ)
1: Let F2 := ∅;
2: Generate frequent 1 itemset listing L(F1) using a single scan of D;
3: for (i = 1 to n) do
4: begin
5: j := i+ 1;
6: while (j ≤ n) do
7: begin
8: if ((L[i].id, L[j].id are parent each other)) then
9: j ++;
10: else if (L[i].tid ∩ L[j].tid < σ) then
11: j = L[j].sibling;
12: else
13: begin
14: F2 := F2 ∪ {L[i].id, L[j].id};
15: j ++;
16: end
17: end
18: end

Table 4.13: LP-Pairs Algorithm
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the frequent itemsets of level 1 and builds a hierarchy tree T with a bit vector

list for each node as shown in Figure 4.8 (the min-sup used is 2). The T is

converted in a list representation as shown in Figure 4.9

2. Compute L× L on Figure 4.9. After it calculates sup(1 ∗ ∗ × 2 ∗ ∗) is less

than min-sup 2, it will not calculate anymore sup(1 ∗ ∗ × 21∗). Next it will
continue calculating sup(1 ∗ ∗× 3 ∗ ∗) for the item 3 ∗ ∗, sibling of 2 ∗ ∗. At
this point by pruning from the list structure, it does not need to compute the

children nodes if their parent are not frequent pairs.

3. Finally, the algorithm outputs the frequent itemset pairs as presented in

Table 4.12.
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Figure 4.8: Hierarchy Tree for Frequent Size-1 items with Tid-List
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Figure 4.9: Listing Structure for Frequent Size-1 items with Tid-List
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Experimental Result

The algorithms were implemented in C++. All experiments were run on a 32-

bit, 2.4GHz machine with 4GB RAM Windows 7 OS. We used various synthetic

datasets that were generated with our own data generator. Since there is no

data generator served for multiple level datasets, we implement an small tool to

generate multiple level datasets. Next, we will describe our data generator used

to produce the data for used in our experimental results.

5.1 Data generator

Each item is encoded as integers with digits ranging between 1 and 8. The

number of digits is given by the number of levels in the taxonomy, for example

2456 represents an item in a 4 level taxonomy and number 63467 represents an

item in a 5 level taxonomy. Figure 5.1 represents a three level and fan-out 3

taxonomy for leaf items 111, 112, 113, 121, 122, 123, 131, 211, 212 . . .

The algorithm proposed, controls the height and width of the taxonomy tree by

61



5. Experimental Result

root

1 2 3

1  2  3 1  2  3 1   2  3 

123

Level 1:

Level 2:

Level 3: 123 123 123 123 123 123 123 123

Figure 5.1: Item Represent Tree

input parameters. Also, by input, are specified the number of items generated

and the data distribution of these items in the generated transaction set.

The data generator algorithm has the following input parameters:

• l: the number of levels, acceptable values are from 1 to 6;

• i: the total number of items generated. This number should be less than

8l;

• f : represents the taxonomy tree fanout. This parameter determines the

width of the tree;

• T : represents the number of transactions;

• k1: this number represents the size of the items candidate for frequent

itemsets (see description for k2);

• k2: gives the number of items considered for the frequent itemsets of size

k1, that is for each transaction k1 items are selected from the fixed k2 items.

The rest of the items for the transaction are choose form the set of items

except the fixed k2 items. T is the total number of transactions. Thus, the
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probability of exists k1 size frequent itemsets is:

T
(
k2
k1

)

• h: represents the homogeneity, that is a high value of h gives us more items

related to a lower level ancestor in the taxonomy tree. A low value of h

will give items related by a higher level ancestor in the taxonomy tree. The

value for h should range between 1 and i;

Example 20 From Figure 5.1 we can get the total number of item i is 27.

If we set h to 3, then we will get 111,112,113, which have the same parent

with each other. If we set h to 27, then we will get 111,113, . . . ,332,333,

which will generate items have less relation among them. So h can help us

control generate sparse or dense dataset.

With this input the algorithm will construct the transaction set. In order to

delimit between sets generated with different parameters we conveniently named

the files to include the input parameters as well. The file name has the format

as “6-200000-10-1020-200000$5000” which means

“levels-Total number of items-transaction size- number of items in the file-from

where to select items $ transaction No.”. To obtain a dataset similar to the

one depicted in Table 4.1, the generator should be executed with the following

parameters: l = 3; i ≈ 64; f = 3; T = 6; k1 = 3; k2 ≈ 5; h ≥ 50
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Data generator:
Input:
l, i, f, k1, k2, h, T, s

Output:
The output file is a binary representation
dataset. It will help us use binary operators
to determine two itemsets are parent each
other, and save time.

Table 5.1: Data Generator Description

5.2 Frequent itemset Performance Study

In this section we present an experimental comparative performance study, for

the two algorithms introduced. The performance is measured based on the type

of the input data and the minimum support value. Here, by type of the data,

we refer to the size of the data, size of the transactions but also the shape of its

taxonomy tree. For the taxonomy tree, we consider two parameters that may

vary the width of the tree and the depth of the tree.

For the experiments we considered seven distinct type datasets. The type of

the data sets considered was given by our data generator tool based on different

input parameters as described in the previous section. We run our algorithms

against each such datasets and retain the execution time.

In Figure 5.2, we used deep taxonomy tree (6 level), transactions with a large

number of items (10 items in each transaction) and large datasets. For this dataset

we started with a low min-sup and slowly increase, in order to see the behavior for

each of our four algorithms. As it can be seen, for small min-sup, the best choice

is the LP-apriori algorithm as it filters more data during the candidate generation
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Figure 5.2: 6-200000-10-50-200000$20000

Figure 5.3: 6-200000-15-30-200000$3000
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Figure 5.4: 6-200000-5-50-200000$100000

Figure 5.5: 6-100000-3-30-100000$2000
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Figure 5.6: 3-500-10-30-500$100000

Figure 5.7: 3-500-15-30-500$3000
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Figure 5.8: 3-500-5-30-500$100000

Figure 5.9: 6-200000-5-5000-200000$10000
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phase for sparse datasets and also it is faster than ET-apriori algorithm, as it does

not extend the already large transactions.

Next, we used we changed the previous dataset by decreasing the size of the

dataset (3000 transactions). In this case, as it can be seen in figure 5.3, ET-eclat

is faster for small min-sup, but as we increase the min-sup LP-apriori runs faster

on the same dataset. This is the expected behavior as LP-apriori can filter more

candidates during the pruning phase. On the other hand, ET-eclat runs faster

for lower min-sup.

In the following experiment we go back for larger datasets, but using smaller

transaction size (5 items in each transaction). The result of this experiment is

shown in Figure 5.4. As it can be seen, LP-apriori runs faster on small values for

the min-sup. This is mainly because when the transaction number is large and

small min-sup, the tid list used in ET-eclat is large, and makes ET-eclat slower.

Also, ET-apriori does not filter many items in its pruning phase, made him slower

than LP-apriori.

In the next scenario,as Figure 5.5, we considered both the transaction size and

the size of the dataset as small. In this case ET-Eclat is faster when using small

values for the min-sup, as the size of the tid-list is smaller and it is processed

faster. As the min-sup is small the apriori based algorithms are slower as there

is not much filtering during candidate pruning.

Figure 5.6, represents the experiment run on a dataset with a wide taxonomy

tree , large transaction size and a large number of transactions (100000 transac-

tions), that is a sparse distribution of data in the dataset. In this case, as there

are a lot of candidates considered, ET-Eclat runs faster than the other algorithms

independent on the min-sup value. This is the expected behavior as in the case
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of ET-Apriori the transaction size gets very large by the transaction extension

process.

The next dataset considered, Figure 5.7, used a wide taxonomy with long

transaction size but with a small number of transactions. For this dataset, we

obtain similar results as for the previous case, making the ET-Eclat the favorite

algorithm for this type of dataset too.

In the following scenario, we kept the wide taxonomy tree, but we considered

small transaction sizes and with a large number of transactions. This gives a

sparse distribution of the items in the dataset. In this scenario, Figure 5.8, ET-

Apriori is the fastest one. This is explained by the dataset small transaction size.

By extending these small transactions ET-Apriori doesn’t add to much workload

on the algorithm. ET-Eclat is slower again because of its large tid-list that is due

to the large number of transactions.

In the last scenario considered, Figure 5.9, for the dataset creation we used

a deep taxonomy tree, short transaction size, medium number of transactions

and also we partition the items in the dataset in 2 disjoint sets such that each

transaction, excepting a small number, contains items only from one of these two

partition. Again, this case gives us a sparse data distribution in the dataset. For

large min-sup values LP-Eclat runs faster. This is because LP-Eclat filters much

of the candidates even before calculating their support. On the other hand, for

small min-sup values, most of the one level item sets becomes frequent, slowing

down LP-Eclat. In this case, ET-eclat is the runs faster.

From the experiment result, we can conclude the following: ET-apriori is

general good for small size of transaction items in large dataset; LP-apriori is

faster for small min-sup and large transaction items in sparse datasets; ET-eclat
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is faster for dense and small dataset; LP-eclat is faster for skewed distribution

database.

5.3 Frequent Pairs Performance Study

In this section we compare the performance of the two algorithms introduced in

Section 4.5 and 4.6. The performance is measured based on the shape of the input

data and the minimum support value. Here, by shape of the data, we refer to the

size of the data, size of the transactions and also the shape of its taxonomy tree,

thus the input parameters for the data generator algorithm. For the taxonomy

tree, we consider two parameters that may vary: (i) the width of the tree and (ii)

the depth of the tree.

For the experiments we considered six distinct shape of datasets and one

real world GROCERIES dataset [19]. The shape of the data sets considered were

given by our data generator tool based on different input parameters as described

in the previous subsection.

In Figure 5.10 (top left), we used deep taxonomy tree (6 level), transactions

with a large number of items (10 items in each transaction) and a large dataset.

For this dataset we started with a low min-sup and slowly increase it, in order to

see the behavior for each of our two algorithms. As it can be seen, for small min-

sup, LP-Pairs algorithm discovers the frequent mixed pairs faster as it needs to

compute less data during the candidate generation phase for these dense datasets.

Next, we changed the previous dataset by increasing the size of each transac-

tion (15 items in each transaction). In this case, as it can be seen in Figure 5.10

(top right), LP-Pairs is faster. This is an expected result as LP-Pairs will skip
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Figure 5.10: Top left: 6-200000-10-50-200000$3000; top right: 6-200000-
15-30-200000$3000; center left: 6-200000-5-50-200000$3000; center right:
6-200000-5-50-200000$100000; bottom left: 3-500-15-30-500$3000; bottom
right: 3-500-5-30-500$100000.
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Figure 5.11: Real World Groceries

more items during the pruning phase.

In the third experiment we used again small datasets, but in this case us-

ing smaller transaction size (5 items in each transaction). The result of this

experiment is shown in Figure 5.10 (center left). As it can be seen, LP-Pairs

algorithm runs faster on small values for the min-sup. This is mainly because

when the transaction number is small and small min-sup. More frequent 1 items

are generated. LP-Pairs computes less than ET-Pairs.

In the next scenario, as Figure 5.10 (center right), we considered the trans-

action size as small(5 items in each transaction) and the size of the dataset as

big . ET-Pairs is fast when the min-sup is getting smaller. This is because the

transaction size is big and number of frequent 1 items are small and we can’t gain

much by pruning from our hierarchy structure. In this case the total number of

frequent pairs is less than 100.

Figure 5.10 (bottom left), represents the result for running the experiment on

a dataset with a wide taxonomy tree and with long transaction size but with a

small number of transactions, small number of levels in the taxonomy, thus, a

sparse distribution of data in the dataset. Since it will generate more frequent 1

items when the min-sup is small. LP-Pairs will compute less data than ET-Pairs.
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The next dataset considered, Figure 5.10 (bottom right), uses a dataset with

a wide taxonomy tree, small transaction size and a large number of transactions

(we used 100,000 transactions), still using a taxonomy with only a few levels, thus,

a sparse distribution of data in the dataset. For this dataset, we obtain similar

results as for the previous case, making the LP-Pairs the favorite algorithm for

this type of dataset too.

In the next scenario, we used a real world database. The GROCERIES dataset

[19] includes 1-month of the point-of-sale transactions in a local grocery store.

The taxonomy of items is provided and it represents item categorization used

in this store. The dataset contains 9,835 transactions, it has three levels of

abstraction and 170 different items. Comparing our two algorithms against this

data, Figure 5.11, LP-Pairs was fastest than ET-Pairs algorithm. This is because

as the min-sup decreases, more pairs are generated, so LP-Pairs will compute less

data than ET-Pairs.

From the experiment result, we can conclude the following:

1. ET-Pairs is in general a good choice for small size of items in large dataset

with high min-sup.

2. If the min-sup is high, we will get a small number of frequent 1 item sets,

thus, the calculation is not to high, so there is no or small pruning from the

hierarchy structure.

3. LP-Pairs is faster for small min-sup and large transaction items in large

number of items datasets.

4. In general, no matter of the width and height of the taxonomy tree, most

of the time, LP-Pairs is faster than ET-Pairs.
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Future Work

All of our six methods assume that the input file can fit in main memory, and

we use the uniform min-sup for all the levels. Therefore, the future work can

be improved by processing large data files from the disk, and using different

min-sup for different levels or special items. We examine the applications of

finding frequent itemset at flexible concept level, which means that we can find

frequent itemset patterns like {11*, 2**}, but we cannot find frequent itemsest

at mix concept level, for example:{1*1, 2**}. This is important to note for the

future studies, and not difficult to implement, but because of data complexity, the

running time will become a big issue. We also implement two algorithms to find

frequent pairs at mix-level since it’s more useful. Finding frequent itemsets of size

greater than 2 will introduce new and interesting aspects that need to be taken

into account. Although several algorithms are proposed, none of them use the

hierarchy pruning. Therefore the challenge for researchers is how to efficiently

organize the data structure, and how to use hierarchy pruning to mine size k

frequent itemset.
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Conclusions

Throughout the past decade, mining frequent itemsets has been developed from

single concept level to multiple concept level. A lot of data mining methods were

introduced, and based on these methods, we have selected the fastest ones to

develop flexible multiple level frequent itemset mining which will help make data

mining reach a higher level. In this paper, we have developed two algorithms: ET-

apriori and LP-apriori. Our experimental results show that different algorithms

will have higher performance for different distributions of data. Generally, ET-

apriori is good for small transaction items in large datasets; LP-apriori is fast

for small min-sup and large transaction items in sparse datasets. Mining flexible

multiple level frequent itemsets may lead to the discovery of more detailed in-

formation from data. We also developed two algorithms for pairs: ET-Pairs and

LP-Pairs. Our experimental results show that ET-Pairs is usually better for small

transaction items in large datasets, while LP-Pairs tends to perform better for

small min-sup and large transaction items in sparse datasets. Mining mix-level

frequent itemsets can lead to the discovery of more detailed information from
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data.
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