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A Multi-agent Methodology for Distributed and Cooperative
Supervisory Estimation Subject to Unreliable Information

S. M. Azizi, M. M. Tousi, and K. Khorasani

Abstract— In this work, a novel multi-agent framework for
cooperative supervisory estimation of linear time-invariant (LTI)
systems is proposed. This framework is developed based on
the notion of sub-observers and a discrete-event system (DES)
supervisory control and is applicable to a large class of systems.
We introduce a group of sub-observers where each sub-observer
is estimating certain states that are conditioned on a given input,
output, and state information. The cooperation among the sub-
observers is managed by a DES supervisor. The supervisor makes
decisions regarding the selection and configuration of a set of
sub-observers to successfully estimate all the system states, while
the feasibility of the overall integrated cooperative sub-observers
is verified. When certain anomalies (faults) are present in the
system, or the sensors and sub-observers become unreliable,
the supervisor reconfigures the set of selected sub-observers so
that the impacts of anomalies on the estimation performance
are minimized to the extent that is possible. The application of
our proposed methodology in a practical industrial process is
demonstrated through numerical simulations.

Index Terms— Cooperative supervisory estimation; Distributed
observations; Discrete-event systems; Faults and anomalies in
sensors and systems; Cooperative sub-observers

I. INTRODUCTION

Estimation techniques have been extensively investigated in
the literature for various applications ranging from tracking
and navigation [1] to fault diagnosis and recovery [2], [3]. Due
to the need for developing distributed estimation methodolo-
gies in applications such as industrial processes and formation
flying satellites, decentralized filtering techniques are of most
significance and importance in this domain. Considerable ef-
fort has already been made to distribute local estimation filters
throughout a process. In [4], [5], the overall system model is
partitioned into several subsystems according to its physical
characteristics and considerations. A local Kalman filter is
designed for state estimation in each subsystem. Among the
local Kalman filters, the common observations are fused using
bipartite fusion graphs and consensus averaging algorithms.
The performance is shown to be acceptable when compared
to a centralized Kalman filter, while their method offers less
communication overhead.

In [6], decentralized estimation algorithms are surveyed and
applied to the problem of state estimation of formation flying
satellites. Their simulation results show that decentralized
reduced-order filters result in near optimal estimates while
simultaneously balancing the constraints on the communica-
tion cost and the computation resources among the satellites.
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Moreover, a hierarchical architecture is presented to embed
the decentralized estimators while scaling the problem to large
fleet of vehicles. In [7] a method of cascaded Kalman filters
is proposed for estimation of multiple biases for applications
to ground vehicles.

In [8], the estimation problem is addressed through a par-
allel operation of full-order observers by using local measure-
ments. A necessary condition on the communication topology
is derived to guarantee the stability of simultaneous parallel
estimators and controllers.

Another method for distributed estimation among local
filters is based on consensus filters. The consensus problems in
coordination of multi-agent systems are surveyed in [9]. The
results cover both the cases of time-varying and time-invariant
information exchange topologies. In [10], [11], distribution
of Kalman filters is performed in a consensus framework for
the special case of static systems. Furthermore, it is pointed
out that the case of dynamical systems is an open topic of
research. In [12], the case of distributed Kalman filtering for
dynamical systems is tackled by using micro-Kalman filters,
and the resulting estimates are fused by using a consensus
scheme. It is shown that the consensus error would be within
a finite error bound whose radius depends on the variation rate
of the measured states. In [13], a distributed Kalman filter is
proposed for actuator fault estimation of deep space formation
flying satellites, and the performance is shown to be acceptable
when compared to a centralized Kalman filter.

Supervisory control framework was proposed by Ramadge
and Wonham [14], in which a discrete-event system (DES)
is modeled as a generator of a formal language, and which
can be controlled by an external supervisor through enabling
or disabling certain events (transitions). This enablement or
disablement of events is carried out to restrict the system
behavior in order to satisfy a variety of criteria. Safety speci-
fications such as avoidance of prohibited regions of the state-
space or observation of service priorities could be incorporated
as examples of these criteria. The application of DES in a
switched control system is also proposed in [15].

Considerable research has already been devoted to the prob-
lem of distributed estimation [1], [4], [6], [7], [9]–[12]. In these
works, predefined levels of process and sensor uncertainties are
assumed and incorporated in the estimation algorithms that can
be classified as passive estimation techniques. These works
have not considered the presence of probable process and/or
sensor faults, an aspect that is of interest in the present paper.

In [16], the problem of hybrid estimation of complex
systems is investigated by using the probabilistic interactive
multiple model (IMM) approach. In [17] and [18], the authors
have proposed a centralized scheme for fault tolerant estima-
tion in the general case of nonlinear systems. The approach
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in [17] and [18] cannot be readily applied to the distributed
estimation of a dynamic system due to the fact that these works
are not based on a distributed estimation framework in which
distributed estimation modules are appropriately defined and
designed. In the distributed fault tolerant estimation problem
the overall model is distributed among multiple local agents
and the system information is cooperatively provided by
local agents. This information is partially available to the
local agents due to the communication constraints among
them. Furthermore, in [17] and [18] the developed method
is based on the “differential algebra” theory [19], in which
multiple derivatives of the output sensor and input signals
are required. However, sensor and measurement noise have
significant negative impacts on the performance of the multiple
differential operators, which is one of the main drawbacks of
the differential algebra theory [20].

In this paper, we propose a novel multi-agent based method-
ology for supervisory cooperative estimation of linear time-
invariant (LTI) systems in presence of permanent process
and/or sensor faults and other unreliabilities in obtaining
system information. In this cooperative framework, a group
of sub-observers where each is estimating certain states given
(conditioned on) the availability of certain inputs, outputs, and
state estimates are designed and developed. The cooperation
among the sub-observers is supervised by a DES. The DES
supervisor makes decisions regarding the selection and config-
uration of a set of sub-observers to successfully estimate all the
system states. Moreover, in case that certain anomalies, system
faults, or unreliabilities in sensor measurements are present,
the supervisor reconfigures the set of selected sub-observers
so that the impacts of these anomalies on the estimation
performance are minimized to the extent that is possible.

Our present methodology is different from the other work on
multi-agent systems such as those in [21], [22]. Furthermore,
since the main objective of our work is actually not to provide
a fault detection and isolation (FDI) solution [21]–[24], any
one of the available FDI methods in the literature can be
utilized to determine the validity or invalidity of a sensor or an
estimator. However, it should be noted that the results of our
proposed estimation methodology can be further extended for
use in designing observer-based FDI techniques. This problem
is not addressed here and is left as a topic of our future work.

In case that our DES supervisory control framework is not
adopted, one would require instead to use a large number of
various look-up tables corresponding to each change in the
system parameters or changes due to occurrence of system
faults and unreliabilities in system information. It turns out that
this is a nontrivial exercise specially when the system dimen-
sion is sufficiently large as in the case of large-scale systems.
The differential operators (as in the differential algebra theory
[19]) are avoided in our proposed estimation framework by
implementing linear filtering techniques (such as Luenberger
observers) to prevent and eliminate the negative impacts of
sensor and measurement noise on the multiple differential
operators. In summary, our proposed cooperative distributed
estimation approach can be classified as an active and recon-
figurable methodology as opposed to the conventional passive
estimation techniques in the literature.

The remainder of the paper is organized as follows. Sec-
tion II, provides the required preliminary definitions and
concepts. The main results of the paper on supervisory cooper-
ation of sub-observers are presented in Section III. The conver-
gence property of the cooperative sub-observers is investigated
in Section IV. Section V, presents a case study along with
simulation results to justify and illustrate the advantages of our
proposed methodology. The paper is concluded in Section VI.

II. PRELIMINARIES

In this section, preliminary definitions and concepts that are
required to develop our supervisory estimation framework are
reviewed.

A. Discrete-Event Systems (DES)

Let Σ represent an alphabet and L ⊆ Σ∗ a language over Σ.
Denote the prefix-closure of L as L. L is called prefix-closed
(or simply closed) if L = L. For two languages L,M ⊆ Σ∗,
L is called M-closed if L = L ∩M [14].

In the Ramadge-Wonham (RW) framework [14], it is as-
sumed that the plant is modeled as a finite-state automaton
G = (Q, Σ, δ, q0, Qm), where Q and Σ are the finite state
and event sets, respectively, and δ : Q × Σ → Q, q0, and
Qm are the (partial) transition function, the initial state, and
the set of marked states, respectively. It is assumed that the
event set Σ can be partitioned into two blocks, namely the
controllable events Σc and the uncontrollable events Σuc.
Furthermore, the events that are observable are denoted by
Σo and the unobservable events are denoted by Σuo. Let
L(G) := {s|s ∈ Σ∗, δ(q0, s) is defined} and Lm(G) :=
{s|s ∈ L(G), δ(q0, s) ∈ Qm} be the closed and marked
behaviors of G. The DES G is nonblocking if Lm(G) = L(G).

Let the legal (marked) behavior be denoted by E ⊆ Lm(G).
In the RW framework, the supervisor monitors the observable
events that are generated by G and by disabling or enabling
the controllable events in G, and ensures that the system
under supervision that is denoted by (S/G) satisfies the
following properties, namely (i) (S/G) satisfies the specifi-
cation (i.e. Lm(S/G) ⊆ E), and (ii) (S/G) is nonblocking
(i.e. Lm(S/G) = L(S/G)), where Lm(S/G) := Lm(G) ∩
L(S/G).

Let Pr : Σ∗ → Σ∗o denote the natural projection. Since
by assumption the supervisor can only monitor the observable
events, for any s, s′ ∈ Σ∗ with the same projection (Pr(s) =
Pr(s′)), the supervisor decision (i.e., the set of enabled events)
should be the same. A supervisor satisfying this property is
called feasible.

The solution to the problem of supervisory control can
be described in terms of Lm(G)-closed, controllable, and
observable sublanguages of E [14]. We may now state the
following definitions.

Definition 1. ( [14]) A language K ⊆ Σ∗ is controllable (with
respect to G) if KΣuc ∩ L(G) ⊆ K.

Definition 2. ( [14]) A language K ⊆ L(G) is called
(L(G), P r)−observable (or simply observable) if for all
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s, s′ ∈ Σ∗ such that Pr(s) = Pr(s′), we have

(∀σ ∈ Σ) sσ ∈ K ∧ s′ ∈ K ∧ s′σ ∈ L(G) ⇒ s′σ ∈ K. (1)

Theorem 1. ( [14]) Suppose K 6= ∅ and K ⊆ E ⊆ Lm(G).
There exists a feasible nonblocking supervisory control S for
G such that Lm(S/G) = K if and only if (i) K is controllable
(with respect to G), (ii) K is (L(G), P r)−observable, and (iii)
K is Lm(G)-closed.

Since the union of observable languages is not necessarily
observable, the class of Lm(G)-closed, controllable, and ob-
servable sublanguages of a given language does not necessarily
have a supremal element. Therefore, an optimal solution to the
supervisory control problem may not exist in general. A subset
of solutions can be obtained by replacing the observability
with the stronger normality property. The normality property
is closed under union, and therefore, the class of normal
sublanguages of a given language has a supremal element.

Definition 3. ( [14]) A language K ⊆ L(G) is (L(G), P r)−
normal if K = L(G) ∩ Pr−1(Pr(K)).

In the special case when all the controllable events are
observable, the controllable and observable languages are
normal. Therefore, in such cases the control problem has an
optimal solution given by the supremal element that is denoted
by E↑.

Theorem 2. ( [14]) Suppose all the controllable events are
observable, K 6= ∅, and K ⊆ E ⊆ Lm(G). Then, there exists
a feasible nonblocking supervisor S such that Lm(S/G) = K
if and only if K is controllable, normal, and Lm(G)−closed.

In other words, E↑ (if nonempty) characterizes the optimal
closed-loop behavior. Furthermore, when the legal behavior is
a regular language, then the supremal controllable and normal
Lm(G)−closed sublanguage will also be regular. In this case,
an optimal supervisor can be realized in the form of a trim
finite-state automaton (this is defined as a reachable and co-
reachable finite-state automaton implying that any state of
the state machine can be reached from the initial state, and
moreover from any state in the state machine there exists a
path to a marked state [14]) S such that the product G × S
represents S/G, with Lm(S/G) = E↑ and L(S/G) = E↑.

B. Structural Observability

In this section, the notion of a linear structured system is
introduced and its directed graph is defined. The notion of a
structural observability and its necessary/sufficient conditions
will be investigated based on the concepts of circuit and state-
output path.

An LTI system S is represented by the triplet matrices
(A,B, C)

S :
{

Ẋ = AX + BU + W + ΓxF
Y = CX + V + ΓyF

(2)

where

B =




B1

...
Bn




n×r

, C =




C1

...
Cm




m×n

, Γx =




Γx
1
...

Γx
n




n×nf

,

Γy =




Γy
1
...

Γy
m




m×nf

Moreover, X =
[

x1, . . . , xn

]T ∈ Rn, Y =
[

y1, . . . , ym

]T ∈ Rm, and U =
[
u1, . . . , ur

]T

∈ Rr are the state, output, and input vectors, respectively.
In addition, W =

[
w1, . . . , wn

]T ∈ Rn, V =
[

v1, . . . , vm

]T ∈ Rm, and F =
[
f1, . . . , fnf

]T

∈
Rnf are the process disturbance, sensor uncertainty, and fault
vectors, respectively. The system (A,B, C) is called a linear
structured system if the entries of the three matrices A,B, and
C are either fixed zeros or independent parameters (not related
by algebraic equations). For such systems, one can apply graph
theory to study generic properties that are true for almost all
values of the system parameters [25]. In the following, a linear
structured system will be represented by a directed graph that
enables us to investigate the structural observability of the
system. The following definitions are adopted from [26].

Definition 4. For a structured system S , represented by
the triplet matrices (A,B, C), the associated directed graph
G (S ) = (V , E ) is defined as follows:
• The vertex set is V = set(U) ∪ set(X) ∪ set(Y ) where

U,X , and Y are the input, state, and output vectors,
respectively, and Set(Ψ) denotes the set of the elements
of the vector Ψ.

• The edge set is defined as

E = {(ui, xj)|bji 6= 0} ∪ {(xi, xj)|aji 6= 0} (3)
∪{(xi, yj)|cji 6= 0}

where aji, bji, and cji are the corresponding elements of
the matrices A, B, and C, respectively.

Definition 5. Consider a directed graph G . A directed path
P = (vp0 , vp1 , ..., vp(l−1) , vpl

) from a vertex vp0 to a ver-
tex vpl

is a sequence of edges (vp0 , vp1), (vp1 , vp2), ...,
(vp(l−2) , vp(l−1)), (vp(l−1) , vpl

) such that
• vpk

∈ V for k = 0, 1, ..., l, and
• (vp(k−1) , vpk

) ∈ E for k = 1, 2, ..., l.

Definition 6. A path with vp0 ∈ U and vpl
∈ Y is called an

input-output path. Similarly, a path with vp0 ∈ X and vpl
∈ Y

is called a state-output path. A path with vp0 = vpl
is called

a circuit. A set of paths with no common vertex is said to
be vertex disjoint. The length of a path is the number of the
consecutive edges required to complete the path.

The directed graph representation simplifies and visualizes
the study of generic properties of a system. In this work,
we are interested in structural observability among all the
generic properties of a system. It should be noted that if a
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system is structurally unobservable, then it is unobservable for
any arbitrary values of nonzero entries of the triplet matrices
(A,B, C). But once a system is guaranteed to be structurally
observable, its observability should be further validated by
using the conventional Grammian theory [27]. Consequently,
one can ensure that none of the system modes loses the
observability property due to some pathological parameter
matching circumstances. The Grammian theory provides a
fundamental necessary/sufficient condition for observability
of dynamical systems. In this work, although we introduce
and use structural observability and graph-based analysis to
demonstrate and visualize the feasibility of cooperative sub-
observers, one needs to always verify the observability of the
overall system (with respect to the integrated sub-observers)
by using the Grammian theory.

Proposition 1. ( [26], [28]) Let S be a linear structured
system that is represented by the triplet (A, B,C) with its
associated graph G (S ). The system

(
or equivalently, the pair

(C, A)
)

is structurally observable if and only if the following
two conditions hold:
• There exists at least one state-output path originating

from any state vertex in X , and
• There exists a set of vertex disjoint circuits and state-

output paths which cover all state vertices.

Using the properties of directed graph and structural ob-
servability, the notion of sub-observers is defined in the next
section that is utilized in the DES cooperative framework.
Moreover, we present results to guarantee the cooperative
convergence of the overall integrated sub-observers.

III. SUPERVISORY COOPERATION OF SUB-OBSERVERS

In the following, the definition of sub-observers is first
presented and the notions of directed graph and structural
observability that have already been discussed in the previous
section are then used to verify and demonstrate the feasibility
of integrated sub-observers and to subsequently design them
for a general class of LTI systems.

Definition 7. A sub-observer #i represented by
SO(i)(R(i)|U (i), Y (i), D(i)) is a filter with the following
specifications. Namely, the range R(i) is the set of state
estimates that are generated by SO(i). The domain D(i) is
the set of state estimates that are not generated by SO(i)

but are received from the ranges R(j) (j 6= i) of the other
sub-observers SO(j) as they directly affect the state estimates
in R(i) through the dynamic equations of the system. The
input set U (i) ⊂ Set(U) and the output set Y (i) ⊂ Set(Y )
are those sets that are required by SO(i) in order to generate
the state estimates in R(i). Given (conditioned on) availability
of the information on U (i), Y (i), and D(i), all the states of
S whose estimates belong to R(i) are observable by using
the sub-observer SO(i), provided that the sub-observer exists.

If a state estimate x̂p, p ∈ {1, . . . , n} is in the range of
SO(j), then we write x̂

(j)
p ∈ R(j). Moreover, if x̂p is in the

domain of another sub-observer SO(i), then we write x̂
(i)
p ∈

D(i). In addition, the members us ∈ U (i), s ∈ {1, . . . , r},

and yq ∈ Y (i), q ∈ {1, . . . , m} of the sub-observer SO(i) are
members of the Set(U) and Set(Y ) in (2), respectively.

The above definition implies that a sub-observer SO(i) :(
U (i), Y (i), D(i)

) → R(i) is a map that cannot operate
independently if D(i) 6= ∅. In such a case, SO(i) requires
the information about the state estimates x̂

(i)
m ∈ D(i) from the

other sub-observers SO(j) (x̂(j)
m ∈ R(j); x̂(i)

m := x̂
(j)
m ). This

implies that one needs to design and develop a cooperative
framework for the sub-observers in the sense that they share
and exchange information about their state estimates. The
procedure presented below provides a constructive mechanism
for designing the sub-observers.

Procedure 1. In the general case of an LTI system with the
triplet matrices (A,B, C) as described in Definition 4, the
sub-observers can be designed by following the proposed two
steps, namely

Step 1. The directed graph of the system is sketched ac-
cording to the Definition 4.

Step 2. The sub-observer SO(i) is designed by choosing
U (i) ⊂ Set(U), Y (i) ⊂ Set(Y ), and two sets of vertices from
the Set(X) to form its domain D(i) and range R(i) such that
the following two conditions are satisfied:

Condition 1. The states in R(i) and the output sensor
measurements in Y (i) should satisfy the conditions in Propo-
sition 1.

Condition 2. The set of input vertices in U (i) and the state
vertices in D(i) should include all the vertices in Set(U) and
Set(X), respectively, from which there exist incoming edges
to the set of state vertices in R(i) and output vertices in Y (i),
unless the sub-observer SO(i) represents a direct measurement
of one state x̂

(i)
p ∈ R(i), in which R(i) = {x̂(i)

p }, D(i) =
{}, U (i) = {}, and Y (i) = {yp} (yp ∈ Set(Y ) is a direct
measurement of xp).

In its simplest graphical representation, a sub-observer con-
sists of a single/multiple circuit(s) or state-output path(s), such
that the structural observability (as well as the observability) of
the states in the corresponding circuits and state-output paths
is guaranteed. These sub-observers and their corresponding
sensors should be first validated before being used for the
purpose of estimation. The validity condition of a sub-observer
depends on the accuracy of its sub-model. Similarly, the
validity condition of a sensor depends on the accuracy of
its measurement. These notions are formally specified in the
following definition.

Definition 8. A sensor yq ∈ Y (i), q ∈ {1, . . . , m} is said to
be uncertain or invalid (faulty) if Fyq

∆= Γy
qF 6= 0, otherwise(

for Fyq = 0
)

it is said to be valid. Moreover, the dynamic
equation of a sub-observer SO(i) is said to be uncertain or
invalid (faulty) if for some state estimates x̂

(i)
p ∈ R(i), p ∈

{1, . . . , n}, Fxp

∆= Γx
pF 6= 0 which represents the effects of a

permanent process anomaly (failure), otherwise
(
for Fxp = 0

)
the sub-observer is said to be valid.

As stated in the next assumption, implicit in the above
definition is the fact that one has access to a diagnostic system
for examining the validity conditions in Definition 8. For this
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purpose any suitable and capable fault diagnostic system can
be used, for example such as those that are proposed in [23]
and [24]. Depending on the properties of the fault diagnostic
system that is employed, one should consider and impose a
lower bound condition on the severity of the process fault Fxp

and the sensor fault Fyq that can occur in the system in order
for the diagnoser to be able to detect and isolate faults from
the levels of the process disturbance W and the sensor noise
V . It should be noted that a more detailed investigation on
developing and designing these diagnosers are clearly beyond
the scope of this work and are therefore not discussed here
any further. We now formalize the above discussion with the
following assumption.

Assumption 1. Without loss of generality, it is assumed
that an effective fault detection and isolation (FDI) module
has already been selected and is available. This module will
be independent of the sub-observers that are designed to
determine the validity or invalidity of a sensor or a sub-
observer system (as formalized according to the conditions
in Definition 8).

It should be noted that the functionality, operation and
use of the FDI module is considered here to be completely
independent from the estimation module (sub-observers) [23].
Consequently, the FDI module does not receive any feedback
from the estimation module as depicted in Fig. 1. As shown
in this figure the FDI module uses inputs and outputs of the
system to detect and isolate any possible fault. Based on
the knowledge of the detected fault(s) the DES supervisor
determines the validity conditions of the sub-observers. The
DES supervisor utilizes these validity conditions to propose
and activate a set of sub-observers that can cooperatively
estimate all the system states to be ultimately employed in
the controller.

As pointed out above the problem of fault diagnosis in the
FDI module can be investigated according to the techniques
that are developed as in e.g. [24] and [29] by using the
differential geometry approach. Moreover, the problem of fault
diagnosis for switched and hybrid systems has also been
investigated in e.g. [30] and [31].

FDI 
Module

DES Supervisor

SO
(1)

SO
(Nso)

SO
(2)

Estimation

· · ·

Controller System

Fig. 1. Overview of the multi-agent based methodology for distributed
and cooperative supervisory estimation of a system subject to unreliable
information. The bus lines represent the possible information exchanges
to/from the sub-observers of the estimation module.

We are now in the position to present our supervisory

estimation strategy. In the following, the set of cooperative
sub-observers along with their validity conditions are trans-
formed into a DES framework. Moreover, a DES supervisor
is designed to modify and update the set of sub-observers
in presence of anomalies, faults, or unreliabilities in the sub-
observers or sensors.

a) DES Event Set: The corresponding automaton event
set contains the sensor measurements Y (i), inputs U (i), sub-
observer SO(i), and states R(i) and D(i). Therefore, the set
of events (Σ) is partitioned into the following four different
categories, namely

1) Set of sensor measurement events ΣY and set of input
events ΣU : These events are observable but uncontrol-
lable with

ΣU ∪ ΣY =
{
ũ1, . . . , ũr, ỹ1, . . . , ỹm

}
(4)

where ũi and ỹj denote the events of the input ui and
the measured output yj , respectively.

2) Set of sub-observer events ΣS : Each member of this set
represents the utilization of an observer to estimate a set
of states. These events are controllable and observable
with

ΣS =
{

so(1), . . . , so(Nso)
}

(5)

where so(i) denotes the event of the usage of the sub-
observer SO(i), and Nso denotes the total number of sub-
observers.

3) Set of state estimation events ΣX : These events are the
outputs R(i) of the sub-observers SO(i), however they
could possibly be the inputs D(j) to other sub-observers
SO(j). These events are observable but uncontrollable
with

ΣX =
{
x̃1, . . . , x̃n

}
(6)

where x̃i denotes the event of the state estimate x̂i.
4) Set of anomaly, fault, or unreliability events ΣF : These

events are the outputs of the FDI module (as per As-
sumption 1). These events model the occurrence of faults
that affect the validity condition of the sensors or sub-
observers. These events are observable but uncontrollable
with

ΣF =
{
fx1 , . . . , fxn , fy1 , . . . , fym

}
(7)

where fxp and fyq denote the DES events of the anoma-
lies, faults, or unreliabilities Fxp and Fyq , respectively.

These events will be depicted in the DES schematic by using
an arrow which is labeled by the name of the event that departs
from one state to another state.

b) DES State Set: Each state of the DES model repre-
sents an estimation snapshot of the system. In each snapshot,
a set of states is cooperatively estimated by using a set of
sensor measurements and sub-observers. Since we would like
to estimate all the states of the system, the DES states in which
the set of used sub-observers can estimate all the states of the
system are marked (these are known as marked states).

The DES states are depicted in the DES schematic by circles
that sometimes they contain a number or name for referral. The
initial state is recognized by an incoming arrow that does not
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exist from any other state. Moreover, the marked states are
indicated by an outgoing arrow that does not lead to any other
state.

c) Constructing the DES Plant Model: The complete
DES plant model for the set of sub-observers cannot be
designed in a single step due to the size of the DES model.
Therefore, the DES model is constructed by using multiple
DESs of lower complexities. Each sub-observer SO(i) can
be modeled with two sets of DESs. The first set represents
the relation amongst the required information on U (i), Y (i),
and D(i) for the sub-observer SO(i). The second DES set
models the relation amongst the sub-observer SO(i) and its
state estimate R(i). The DES plant model G contains all the
possible combinations that the set of sub-observers are utilized
in. In other words, in each DES state some of the sub-observers
are incorporated.

In the circumstances that certain sub-observers estimate the
same common states (i.e. ∃i, j s.t. R(i) ∩R(j) 6= ∅), the sub-
observers might lead to conflicts or result in contradictions
within the DES model, and consequently they may block
the occurrence of certain events. One solution to remedy and
address the blocking problem of these sub-observers automata
with common events is to design the automata altogether [14].
However, this solution might result in a highly complicated
outcome for a general class of large scale systems. Instead, a
more efficient and a practical alternative solution is proposed
and developed below. This procedure models a set of sub-
observers in the DES framework.

Procedure 2. Consider a set of sub-observers SO(i), where
i ∈ Ω and Ω = {1, . . . , Nso} is the set of sub-observer indices.
Furthermore, define Ωxk

:= {i ∈ Ω|x̂k ∈ R(i)}. The system
of sub-observers is now transformed into the DES framework
according to the following procedure, namely
• ∀i ∈ Ω, SO(i) is modeled along with all x̂k ∈ R(i) −

dj∈Ω,j 6=iR
(j), and

• ∀i ∈ Ω, ∀x̂k ∈ R(i), if n(Ωxk
) > 1 (n(.) denotes

the cardinality of a set), then x̂k is modeled with all
SO(j)(j ∈ Ωxk

).

d) Specifications: The fault information that is received
from the FDI module (as per Assumption 1) is used as a
specification in the DES supervisory control design. This
specification contains the validity conditions of the sensors or
sub-observers that are described in Definition 8. According
to Theorem 2, if this specification is controllable, normal,
and Lm(G)−closed, then there exists a feasible nonblocking
supervisor such that the DES plant under supervision satisfies
the given specification. The following proposition gives the
requirements that a specification needs to contain in order to
be controllable, normal and Lm(G)−closed for a set of sub-
observers.

Proposition 2. The desired specification E, which includes all
the possible faults (ΣF ) in the system (that is received from
the FDI module), and which modifies (disables or enables)
the utilization of the sub-observers (ΣS), is Lm(G)−closed,
controllable, and normal.

Proof:

• The Lm(G)-closeness can be shown from the definition
of E. Since E is a closed language by the definition (it is
marked by a finite state automaton), we have E = E. On
the other hand, E ⊆ Lm(G). Therefore, E = E∩Lm(G),
or E is Lm(G)-closed.

• The controllability properly can be shown by verifying
that EΣuc∩L(G) ⊆ E. According to the event set which
is described above, the following two cases may occur for
the uncontrollable events (Σuc = ΣF ∪ΣU ∪ΣX ∪ΣY ),
namely

– σ ∈ ΣF : Since all the fault signals which are
received from the FDI module, are considered in the
desired specification E, we therefore have

σ ∈ ΣF , σ ∈ L(G) ⇒ σ ∈ E

∴ σ ∈ ΣF , σ ∈ EΣuc ∩ L(G) ⇒ E (8)

– σ ∈ ΣU ∪ΣX ∪ΣY : Since none of these events has
any influence on the desired specification (all these
events are self-looped at all the states of the desired
specification), we therefore have

σ ∈ ΣU ∪ ΣX ∪ ΣY , σ ∈ L(G) ⇒ σ ∈ E

∴ σ ∈ ΣU ∪ ΣX ∪ ΣY , σ ∈ EΣuc ∩ L(G) ⇒ E
(9)

In view of equations (8) and (9), it now follows that
EΣuc ∩ L(G) ⊆ E. In other words, E is controllable.

• All the events (Σ) in the DES plant model G are
observable and E ⊆ Lm(G) ⊆ L(G), therefore,
Pr−1(Pr(Ē)) = Ē = L(G) ∩ Pr−1(Pr(Ē)). Hence,
E is normal.

e) DES Supervisor Design: As discussed in Section II-
A, the goal of the DES supervisor is to lead the DES plant
model to reach the marked states through the available paths,
while satisfying the desired specifications (validity conditions
in our case). Such a DES supervisor can be designed accord-
ing to Section II-A, if the desired specifications satisfy the
necessary conditions of Theorem 2.

As discussed earlier, we would like to use a set of valid
sub-observers and sensors to estimate all the states of the
system. Therefore, the DES supervisor requires to incorporate
and utilize only the valid sub-observers and sensors. According
to the fault information that is received from the FDI module
(as per Assumption 1), some of these sub-observers should
not be used in the state estimation process. Therefore, the
DES supervisor eliminates those paths along which these
invalid sub-observers are employed. Consequently, some of
the original marked states are made no longer reachable due
to their reliance on the invalid sub-observers. In other words,
the number of marked states is reduced.

It should be pointed out that in cases where there are
multiple marked states (destinations) available, and where each
satisfies the desired specifications one needs to consider other
criteria to select the appropriate solution. For example, by
taking advantage of DES optimization techniques that we have
introduced in [32], the cooperation among the sub-observes
can actually be optimized by further taking into account the
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sensor and the sub-observer costs and resources. These issues
are beyond the scope of this work and have therefore not been
addressed any further here.

In our proposed methodology, the DES supervisor takes ad-
vantage of the available redundancies in the system to propose
a new set of sub-observers that overcomes the effects of faults
(failures) and unreliability of sensors and sub-observers. In
the case where there are insufficient redundancies available in
the system, it is possible that the DES supervisor may not
be able to determine a set of sub-observers for estimating all
the system states (empty DES supervisor). This is due to the
fact that there are no valid and certain (healthy, fault-free, or
reliable) predesigned sub-observers that can estimate a certain
set of states. Under these circumstances, the solution would be
to either recover the faulty system hardware (e.g., by repairing
the hardware or by using hardware redundancy) or add a new
sensor that modifies the set of marked states and available
paths in the DES model. These remedies are also beyond the
scope of this work and are therefore not pursued further.

For sake of further clarity our proposed framework is
demonstrated below through a numerical example. All the
concepts that have been presented earlier in this section are
discussed and illustrated in detail to provide a transparent and
easy to follow transition to the verification procedure as well
as the case study simulations that are presented in the next
section.

Example 1. This example illustrates how the sub-observers
are designed, how their DES models are constructed, and
how the DES supervisor makes decisions on the proper set
of sub-observers in the absence as well as in the presence
of an anomaly. Consider the following two systems that are
represented by the triplet (A,B,C) and (A,B, C̄) that are
both structurally observable, that is

A =




a11 a12 a13

0 a22 0
0 0 a33


 , B =




0 0
0 b22

b31 0




C =
[

c11 0 0
0 0 c23

]
, C̄ =

[
c11 0 0

]

and which represent the model of a three tank system as shown
in Fig. 2. In this figure oij represents the flow from tank i to
tank j, oi is the output flow of tank i, and u1 and u2 are the
first and the second inputs to tanks 3 and 2, respectively. In the
state space representation, y1 and y2 correspond to the sensor
measurements of the output flows o1 and o3, respectively, and
the state xi, i = 1, 2, 3 represents the level of tank i = 1, 2, 3,
respectively. The above system is actually a subsystem of the
eight tank system that is analyzed in more detail in our case
study simulation results that are provided in Section V.

In fact, the linear model above is an approximation to the
nonlinear model of a tank [33], namely for tank i we have

ẋi = −δii
√

xi +
∑

j 6=i

δij
√

xj +
r∑

k=1

λikuk (10)

where xi is the level of the tank i, δii and δij are non-negative
coefficients, δii > 0 indicates that there is an output flow from
the tank i, δij > 0 indicates that there is a flow from the tank j

to the tank i, uk (k = 1, ..., r) is an external input flow, and λik

is the uk-corresponding input scalar for tank i. By using the
first order Taylor series expansion around the nominal point
xi0 we obtain

√
xi =

√
xi0 +

1
2
√

xi0
(xi − xi0) =

√
xi0

2
+

1
2
√

xi0
xi

Consequently, the nonlinear system (10) can be linearized
as follows

ẋi = −δii

(√
xi0

2
+

1
2
√

xi0
xi

)

+
∑

j 6=i

δij

(√
xj0

2
+

1
2√xj0

xj

)
+

r∑

k=1

λikuk

or equivalently

ẋi =
−δii

2
√

xi0︸ ︷︷ ︸
aii

xi +
∑

j 6=i

δij

2√xj0︸ ︷︷ ︸
aij

xj

+
−δii

√
xi0

2
+

∑

j 6=i

δij
√

xj0

2
︸ ︷︷ ︸

uvir
i

+
r∑

k=1

λikuk

Therefore, we have

ẋi = aiixi +
∑

j 6=i

aijxj +
r∑

k=1

λikuk + uvir
i

where uvir
i is the virtual input of tank i. In general, the overall

linearized dynamics of an n-tank system becomes

Ẋ = AX + BU + BvirUvir

where X = [x1 ... xn]T is the overall state vector, and the
matrices A, B, U , Bvir, and Uvir are specified according to

A =




a11 . . . a1n

...
. . .

...
an1 . . . ann




B =




λ11 . . . λ1r

...
. . .

...
λr1 . . . λrr


 , U =




u1

...
un




Bvir =




1 0 . . . 0

0 1
. . . 0

...
...

. . .
...

0 0 . . . 1




, Uvir =




uvir
1
...

uvir
n




Without lost of generality, and due to the fact that the
objective of this paper is to present a novel methodology
for an estimation problem, the linear model above is deemed
sufficient to be utilized in this example and in the subsequent
examples in order to not complicate the analysis with difficul-
ties associated with nonlinear models. Moreover, the dynamic
equations are linearized around the nominal point xi0 = 0,
i = 1, ..., n, which results in uvir

i = 0.

Consider the following two systems, namely (a) the system
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(A,B, C) with two sensor measurements {y1, y2}, and (b)
the system (A, B, C̄) with one sensor measurement {y1}. The
directed graphs of the corresponding systems are shown in
Fig. 3-(a) and (b), respectively. In Fig. 3-(a), the two vertex
disjoint state-output paths (x2, x1, y1) and (x3, y2) cover all
the states, and hence, guarantee the structural observability
of the system (Proposition 1). Similarly, in Fig. 3-(b) the set
of vertex disjoint state-output path (x2, x1, y1) and circuit x3

exist that cover all the states, implying that the system is
structurally observable. For further analysis we only consider
the directed graph of the system (A,B, C).

2 3

1

u2 u1

o31o21

o3(y2)

o1(y1)

Fig. 2. A three tank system.

u1

u2 x2

x3

x1 y1

y2 u1

u2 x2

x3

x1 y1

(a) (b)

Fig. 3. The directed graphs of the two systems (a) (A, B, C) and (b)
(A, B, C̄).

Let us now investigate the application of the Procedure 1
to the structurally observable system (A,B, C). In step 1 of
the Procedure 1, the directed graph of the system (A,B, C) is
constructed as shown in Fig. 3-(a). According to the directed
graph of the system it turns out that at most nine sub-observers,
which are shown in Fig. 4, can be designed in step 2 of
Procedure 1 that simultaneously satisfy both Conditions 1 and
2.

In Fig. 4, the dashed lines represent the information that
the sub-observer SO(i) requires to receive regarding certain
inputs us ∈ U (i)

(
s ∈ {1, . . . , r}), outputs yq ∈ Y (i)

(
q ∈

{1, . . . ,m}), and state estimates x̂
(i)
p ∈ D(i)

(
p ∈ {1, . . . , n})

from the other sub-observers SO(j)
(
such that x̂

(j)
p ∈ R(j)

and x̂
(i)
p := x̂

(j)
p

)
. The solid lines represent the dynamic

relations among the states x̂
(i)
p ∈ R(i) of the sub-observer

SO(i). Using the Proposition 1, for each sub-observer SO(i),
it is easy to verify that the graph representing SO(i) satisfies
both conditions of the Procedure 1.

Following the Procedure 1, the only available sub-observers

u2

x̂3

x̂
(1)
2 x̂

(1)
1 y1

u1 x̂
(2)
3

y2

u1

x̂
(3)
3

x̂2
x̂

(3)
1 y1

SO(1) SO(2) SO(3)

u1 x̂
(4)
3

x̂2
x̂

(4)
1

y1

y2

u2

u1 x̂
(5)
3

x̂
(5)
2

x̂
(5)
1 y1

y2
x̂3

x̂2
x̂

(6)
1 y1

SO(4) SO(5) SO(6)

u2

u1 x̂
(7)
3

x̂
(7)
2

x̂
(7)
1 y1

x̂
(8)
1 y1

x̂
(9)
3

y2

SO(7) SO(8) SO(9)

Fig. 4. The directed graphs of the nine sub-observers for the system
(A, B, C).

are formally represented as follows:

(i) SO(1)(R(1)|U (1), Y (1), D(1)), R(1) = {x̂(1)
1 , x̂

(1)
2 },

U (1) = {u2}, Y (1) = {y1}, D(1) = {x̂(1)
3 }

(ii) SO(2)(R(2)|U (2), Y (2), D(2)), R(2) = {x̂(2)
3 },

U (2) = {u1}, Y (2) = {y2}, D(2) = {}
(iii) SO(3)(R(3)|U (3), Y (3), D(3)), R(3) = {x̂(3)

1 , x̂
(3)
3 },

U (3) = {u1}, Y (3) = {y1}, D(3) = {x̂(3)
2 }

(iv) SO(4)(R(4)|U (4), Y (4), D(4)), R(4) = {x̂(4)
1 , x̂

(4)
3 },

U (4) = {u1}, Y (4) = {y1, y2}, D(4) = {x̂(4)
2 }

(v) SO(5)(R(5)|U (5), Y (5), D(5)), R(5) = {x̂(5)
1 , x̂

(5)
2 , x̂

(5)
3 },

U (5) = {u1, u2}, Y (5) = {y1, y2}, D(5) = {}
(vi) SO(6)(R(6)|U (6), Y (6), D(6)), R(6) = {x̂(6)

1 },
U (6) = {}, Y (6) = {y1}, D(6) = {x̂(6)

2 , x̂
(6)
3 }

(vii) SO(7)(R(7)|U (7), Y (7), D(7)), R(7) = {x̂(7)
1 , x̂

(7)
2 , x̂

(7)
3 },

U (7) = {u1, u2}, Y (7) = {y1}, D(7) = {}
(viii) SO(8)(R(8)|U (8), Y (8), D(8)), R(8) = {x̂(8)

1 },
U (8) = {}, Y (8) = {y1}, D(8) = {}

(ix) SO(9)(R(9)|U (9), Y (9), D(9)), R(9) = {x̂(9)
3 },

U (9) = {}, Y (9) = {y2}, D(9) = {}
For each of the sub-observers SO(8) and SO(9), there is only
one sensor that is utilized in the observation resulting in having
no specific dynamics associated with them. Consequently,
SO(8) and SO(9) should be interpreted as direct measurements
of the states.

Now we begin by transforming the set of sub-observers
into the DES framework. According to the discussions in
Section III-a, the DES event sets are as follows:

ΣU = {ũ1, ũ2}, ΣY = {ỹ1, ỹ2}, ΣS = {so(1), . . . , so(9)},
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ΣX = {x̃1, x̃2, x̃3}, ΣF = {fx3}
To construct the DES state set and the DES plant model

as described in Sections III-b and III-c, respectively, let us
consider the two sub-observers SO(1) and SO(2) as shown in
Fig. 4. The sub-observer SO(2) only needs the information of
sensor 2 (measurement y2 or the DES event ỹ2) and the input
u1 (DES event ũ1) as shown in the DES model of Fig. 5.
The sub-observer SO(1) needs the information of sensor 1
(measurement y1 or the DES event ỹ1), the input u2 (DES
event ũ2), and the the state estimate x3 (DES event x̃3) which
is estimated by the sub-observer SO(2). These DES models
are constructed by applying the steps that are outlined in
Procedure 2 in Section III and are shown in Fig. 6.

The DES model of the set of sub-observers SO(1) and
SO(2) is now generated by the sync product of the individual
models SO(1) and SO(2). The sync product [14] or the parallel
composition of two generators is used to combine the two
models in order to construct a single model for the entire
system. Similarly, the modeling of all the other sub-observers
in the healthy (fault-free or reliable) condition in the DES
framework can be developed. These details are not included
due to space limitations.

A differential pressure transmitter can be used to measure
input and output flows of the tanks in this application. For
example, the XYR differential pressure transmitter [34] can
be used for flowmeter purposes. However, since this sensor
can communicate with up to 20 other instruments at the
frequency of 1 (Hz) and the fact that the total number
of instruments in this example is less than 20, there are
no practical limitations on utilizing this instrument in this
application. This sensor is capable of communicating securely
with other field units within a 500’ distance. Consequently,
it is preferable to use sensors/sub-observers that have shorter
distance among them. On the other hand, it is also preferable to
use sub-observers that invoke more information of the system
in their estimation tasks. For example, from the two possible
sets of sub-observers

{
SO(1), SO(2)

}
and

{
SO(1), SO(9)

}
,

the first set is preferable since SO(2) utilizes more information
(u1) than SO(9).

ũ1

ũ1, so
(2)

ỹ2

ỹ2, so
(2)

so
(2)

x̃3, so
(2)

Fig. 5. The DES model of the sub-observer SO(2).

ũ2

ũ2, so
(1)

ỹ1

ỹ1, so
(1)

x̃3

x̃3, so
(1)

so
(1)

so
(1)

, x̃1, x̃2

Fig. 6. The DES model of the sub-observer SO(1).

Let us consider that an actuator fault occurs in the input
valve of tank 3 (that is, Fx3 = Γx

3F = −γB3U, |γ| ≤ 1)
[35]. According to Section III-d, the validity condition of
SO(2), which is described in Definition 8, is modeled as the
specification, Specfx3

, in the DES that is shown in Fig. 7.
This model implies that if an uncertainty (anomaly, fault, or
unreliability) Fx3 (the DES event fx3) occurs, SO(2) becomes

invalid, and consequently it should not be used any further for
constructing the state estimates. It can be observed from this
figure that in the DES initial state the event so(2) can occur,
however, in the other state this event cannot be present.

Σ − {fx3
}

fx3

Σ − {so(2)}

Fig. 7. The DES model corresponding to the validity condition of SO(2).

Although for system (A, B,C), there are nine possible sub-
observers, however, certain subsets of them can be used to
cooperatively estimate all the system states. For instance, in
the fault free scenario the DES supervisor suggests the four
initial sets of sub-observers {SO(1), SO(2)}, {SO(1), SO(9)},
{SO(5)}, and {SO(7)}, where each initial set can estimate
all the system states. In the faulty (Fx3) scenario, according
to Section III-e, a supervisor can be designed by applying
the results of Theorem 2 to modify G such that Specfx3

is satisfied. Consequently, this supervisor eliminates certain
controllable paths in which the invalid sub-observer SO(2) is
employed, so that the system can operate and function under
the uncertain (faulty) situation Fx3 . As can be observed from
Fig. 8, which shows a simplified (excluding the DES events
ΣU and ΣX ) version of the DES plant under supervision, the
DES supervisor prevents the occurrence of the event so(2) so
that SO(2) is not utilized after the uncertainty (anomaly, fault,
or unreliability) Fx3 (the DES event fx3) occurs. In this figure
a sample of a possible trajectory is highlighted in bold.

In Fig. 8, the selected bold trajectory corresponds to the
DES string ũ1fx3 ỹ2fx3 ỹ1fx3so

(9)fx3so
(1). Corresponding to

this trajectory, after the input flow of tank 3 is measured (u1

or DES event ũ1), and the fault Fx3 (the DES event fx3 ) has
occurred, the DES supervisor then disables so(2) associated
with all the succeeding states. Next, the outputs y2 and y1 are
measured, and consequently the two sub-observers SO(9) and
SO(1) are utilized. For this trajectory the event fx3 occurs
after other events, indicating that the external FDI module is
sending updates regarding the existence of faults, and the fault
Fx3 is a permanent fault.

By using all the nine sub-observers one can conclude
that after the fault Fx3 occurs, the supervisor proposes the
reconfigured set of sub-observers

{
SO(1), SO(9)

}
to estimate

all the states of the system. Therefore, the selected path
in the state machine (the supervised DES model) to the
marked states has the so(9) event implying that SO(9) is
utilized. In other words, the initial valid sub-observer set{
SO(1), . . . , SO(9)

}
is divided into the valid sub-observer set{

SO(1), SO(6), SO(8), SO(9)
}

and the invalid sub-observer
set

{
SO(2), SO(3), SO(4), SO(5), SO(7)

}
. Consequently, this

in return implies that the DES supervisor selects the modified
set of sub-observers {SO(1), SO(9)}, which does not require
information from the input u1.

Note that one still needs to verify the convergence of
the overall observation goal that is achieved by the DES-
selected initial set of sub-observers {SO(1), SO(2)} in the
fault free scenario, and the DES-reconfigured set of sub-
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fx3

ỹ1ỹ2

ỹ2

fx3
fx3

fx3 fx3

fx3

fx3

fx3
fx3fx3

so
(9)

so
(9)

so
(9)

so
(9)

ỹ1

ỹ1

so
(9)

so
(9)

ỹ1

ỹ1
so

(9) ỹ1

so
(1)

ũ1
ỹ1,

so
(1)

so
(1)

, so
(9)

ỹ2, ỹ1
ỹ2, ỹ1ỹ2

ỹ2

ỹ2

ỹ2, ỹ1

so
(1) ỹ1

Fig. 8. A simplified diagram of the supervised DES in presence of the
uncertainty (anomaly, fault, or unreliability) Fx3 (DES event fx3 ).

observers {SO(1), SO(9)} in the faulty scenario. Subsequently,
in Section IV we will provide guidelines on how to transform
the overall cooperative sub-observers scheme into an equiv-
alent centralized estimation scheme having an observer gain
matrix K̄ with a certain block-diagonal structure (as illustrated
in Example 2). Moreover, we will also provide a condition to
verify the feasibility of the equivalent centralized estimation
scheme having a block-diagonal observer gain matrix K̄ (as
illustrated in Example 3). 2

To summarize, in this section we have proposed a DES su-
pervisory methodology that selects a set of valid sub-observers
for cooperatively estimate all the system states in presence
of uncertainties, anomalies, and unreliabilities. It should be
noted that it is actually possible to characterize the sub-
observers based on only the Grammian observability theory.
However, the advantage of using the structural observability
is due to its graphical representation that provides a more
intuitive understanding and interpretation behind our proposed
concepts. If a system is structurally unobservable then it also
implies (this is sufficient) that it is unobservable for all the
values of the system parameters. However, if the system is
structurally observable, it does not guarantee that the system
is observable for all the values of the system parameters.
Therefore, in the latter case, the Grammian theory should
be employed to verify the observability of the system. On
the other hand, the objective of this paper is actually to use
and incorporate both the structural (graph based) and the
Grammian approaches simultaneously as follows: First, the
graph based approach is used to simplify the sub-observer
design by visualizing the interactions among the states. Next,
the Grammian approach is used to verify the observability of
the overall cooperative sub-observer scheme as presented and
discussed in the next section.

We are now in the position to formally verify that the overall
integration of the cooperative sub-observers in the selected set
will lead to an overall stable (convergent) system. Towards
this end, convergence of our proposed cooperative estimation
scheme is investigated in the next section.

IV. CONVERGENCE ANALYSIS OF COOPERATIVE VALID
SUB-OBSERVERS

In this section, our goal is to verify convergence of the
cooperative estimation scheme that is constructed from the
set of DES selected valid sub-observers. One needs to ensure
that the estimation error dynamics is stable so that the state
estimate x̂i converges within a bound of the actual state xi.
Let us first provide further description to the problem of a
given state that is being estimated by multiple sub-observers.

Each state xj , j = 1, . . . , n could be estimated by one
(multiple) sub-observer(s) SO(k) (i.e., x̂

(k)
j ∈ R(k)). In case

that the estimate of xj is required by the sub-observer SO(l)

(i.e., x̂
(l)
j ∈ D(l)), a weighted average over all the sub-

observers SO(k) which estimate xj is made. In other words,

∀l ∈ Ω, ∀j ∈ {1, . . . , n}; x̂(l)
j ∈ D(l),

x̂
(l)
j =

∑

∀k∈{1,...,Nso};x̂(k)
j ∈R(k)

α
(lk)
j x̂

(k)
j (11)

where 0 ≤ α
(lk)
j ≤ 1 are the weights that satisfy∑

∀k∈{1,...,Nso};x̂(k)
j ∈R(k) α

(lk)
j = 1. The equation above cor-

responds to a general form of information fusion that can be
represented by techniques such as estimation versions rank-
ing [18], weighted decision method (voting technique), and
Bayesian inference [36]. Since developing an optimal fusion
technique is beyond the scope of this paper, this discussion is
not pursued any further here.

The convergence of a set of cooperative sub-observers
is verified by investigating the properties of its equivalent
centralized estimation scheme. This is accomplished through
the following two stages:

1) Lemma 1 below provides guidelines on how to transform
the overall cooperative sub-observers scheme into an
equivalent centralized estimation scheme for sake of only
analysis. The observer gain matrix K̄ has a certain block-
diagonal structure K̄, i.e., K̄ ∈ K̄.

2) Lemmas 2 and 3 below provide conditions on verifying
the feasibility of the equivalent centralized estimation
scheme that has a block-diagonal observer gain matrix
K̄ ∈ K̄ when sensor measurements and system dynamics
are uncertain, respectively.

To summarize, a set of cooperative sub-observers is convergent
if and only if the equivalent centralized estimation scheme,
which is obtained and constructed according to Lemma 1, is
verified to be feasible by using Lemmas 2 and 3.

Lemma 1. For an observable multi-input multi-output
(MIMO) system that is represented by the triplet (A, B,C),
the feasibility of a cooperative estimation scheme as designed
according to the Propositions 1 and 2 is equivalent to the
feasibility of a centralized estimation problem having an
observer gain matrix K̄ ∈ K̄ with a certain sparse structure
K̄ = diag

(
K(1), . . . , K(NSO)

)
, where K(i) is the gain of

SO(i) and NSO denotes the total number of sub-observers.
Proof: Consider a linear MIMO system that is given by (2)

and the sub-observer SO(l), l = 1, . . . , Nso with its state vec-
tor X̂(l) ∈ Rn(l)(

n(l) is the dimension of X̂(l)
)

that includes
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and concatenates all its states x̂
(l)
i ∈ R(l), i ∈ {1, . . . , n}. For

all the states x̂
(l)
i ∈ R(l), we have

˙̂x(l)
i =

∑

∀j∈{1,...,n};
x̂
(l)
j ∈R(l)

aij x̂
(l)
j (12)

+
∑

∀j∈{1,...,n};
x̂
(l)
j ∈D(l)

∑

∀k∈{1,...,Nso};
x̂
(k)
j ∈R(k)

aijα
(lk)
j x̂

(k)
j

︸ ︷︷ ︸
x̂
(l)
j

+ K
(l)
i

(
Y (l) − C(l)X̂(l)

)
+ BiU

where aij is the ijth element of A, K
(l)
i is the xi-

corresponding element of the sub-observer matrix gain K(l),
X̂(l) is the estimate of X(l) ∈ Rn(l)

, which is the vector of all
the states x̂

(l)
i ∈ R(l), and Y (l) ∈ Rm(l)

is the vector of all the
local measurements, which are in terms of their corresponding
uncertainties V (l) and estimated states in R(l) through the
measurement matrix C(l), that is Y (l) = C(l)X(l) + V (l).

Taking e
(l)
i = x̂

(l)
i − xi, the corresponding error dynamics

becomes

ė
(l)
i =

∑

∀j∈{1,...,n};
x̂
(l)
j ∈R(l)

aije
(l)
j (13)

+
∑

∀j∈{1,...,n};
x̂
(l)
j ∈D(l)

∑

∀k∈{1,...,Nso};
x̂
(k)
j ∈R(k)

aijα
(lk)
j e

(k)
j

− K
(l)
i C(l)E(l) + K

(l)
i V (l) + wi

where E(l) = X̂(l) −X(l) is the vector of all the estimation
errors e

(l)
i . Now, augmenting all the error equations in (13)

(for i = 1, . . . , n(l) and l = 1, . . . , NSO) and neglecting the
effects of uncertainties, disturbances, and unmodeled dynamics
results in a compact form and representation of the estimation
error dynamics, namely

Ėt =
(
Ā− K̄C̄

)
Et (14)

where Et is an nNso × 1 vector, Ā is an nNso ×nNso matrix,
K̄ is an nNso × mNso matrix, and C̄ is an mNso × nNso

matrix
(
nNso =

∑NSO

l=1 n(l) and mNso =
∑NSO

l=1 m(l)
)

that

are defined as follows: ∀l ∈ Ω, ∀i′l ∈ N; 0 < i′l < n(l) and
∀k ∈ Ω, ∀j′k ∈ N; 0 < j′k < n(k); we have

Et
[nl−1+i′l]

= E
(l)
[i′l]

(15)

Ā[nl−1+i′l,nk−1+j′k] =





aij l = k,∃{xi, xj} ⊂ Set(X)
X̂

(l)
[i′l]

= x̂
(l)
i , X̂

(k)
[j′k] = x̂

(k)
j

aijα
(lk)
j l 6= k,∃{xi, xj} ⊂ Set(X)

X̂
(l)
[i′l]

= x̂
(l)
i , X̂

(k)
[j′k] = x̂

(k)
j

0 otherwise
(16)

C̄ = diag
(
C(1), . . . , C(NSO)

)
(17)

K̄ = diag
(
K(1), . . . , K(NSO)

)
(18)

in which the index [i] denotes the ith element of a vector,
the index [i, j] denotes the ijth element of a matrix, and
nl =

∑l
s=1 n(s) is the dimension of the cumulative state up

to the (l)th sub-observer. Therefore, our proposed cooperative
estimation scheme is equivalent to a centralized estimation
problem for the pair

(
Ā, C̄

)
with a block-diagonal observer

gain matrix K̄ ∈ K̄nNso×mNso
where

K̄nNso×mNso
=

{
diag

(
K(1), . . . , K(NSO)

)
(19)

∣∣K(1) ∈ Rn(1)×m(1)
, . . . , K(NSO) ∈ Rn(NSO)×m(NSO)

}

This completes the proof of the lemma.

The example below illustrates in detail the application of
Lemma 1 where we have transformed the overall cooperative
sub-observers scheme into an equivalent centralized estimation
scheme with a block-diagonal observer gain matrix K̄ ∈
K̄nNso×mNso

.

Example 2. Consider the system that is studied in Example 1
with the triplet matrices (A,B,C), and the initial set of sub-
observers

{
SO(1), SO(2)

}
in the absence of any anomaly

and the reconfigured set of sub-observers
{
SO(1), SO(9)

}
in

the presence of an anomaly, which are both selected by the
DES supervisor. Our goal is to find an equivalent centralized
observer structure for each of these two sets of sub-observers.
For the initial set of sub-observers

{
SO(1), SO(2)

}
, we have

SO(1) :
d

dt

[
x̂

(1)
1

x̂
(1)
2

]
=

[
a11 a12

0 a22

][
x̂

(1)
1

x̂
(1)
2

]
+

[
0

b22

]
u2

+
[

a13

0

]
x̂

(2)
3 +

[
k11

k21

]
(y1 − c11x̂

(1)
1 ) (20)

SO(2) :
d

dt
x̂

(2)
3 = a33x̂

(2)
3 + b31u1 + k32(y2 − c23x̂

(2)
3 )

Neglecting the effects of uncertainties, disturbances, and un-
modeled dynamics, the corresponding estimation error dynam-
ics are now governed by

SO(1) :
d

dt

[
e
(1)
1

e
(1)
2

]
=

[
a11 a12

0 a22

] [
e
(1)
1

e
(1)
2

]

+
[

a13

0

]
e
(2)
3 −

[
k11

k21

]
c11e

(1)
1 (21)

SO(2) :
d

dt
e
(2)
3 = a33e

(2)
3 − k32c23e

(2)
3

By augmenting the two error equations we obtain

d

dt




e
(1)
1

e
(1)
2

e
(2)
3


 =




Ā−



k11 0
k21 0
0 k32




︸ ︷︷ ︸
K̄

C̄







e
(1)
1

e
(1)
2

e
(2)
3


 (22)

or equivalently, ė =
(
Ā− K̄C̄

)
e, where Ā = A and C̄ =

C. Therefore, according to Lemma 1, the feasibility of the
cooperative estimation scheme with the use of the DES-
selected initial set of sub-observers

{
SO(1), SO(2)

}
(as in

equation (20)) is equivalent to the feasibility of the centralized
estimation problem as given by equation (22) with an observer
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gain K̄ having a sparse block-diagonal structure as follows

K̄ ∈ K̄3×2 =

{
diag

( [
k11

k21

]
, k32

)∣∣∣∣∣
[

k11

k21

]
∈ R2, k32 ∈ R

}

(23)
In this example, since each state is estimated by one and only

one sub-observer, the pair (Ā, C̄) of the overall augmented
error dynamics (22) is identical to the one obtained from the
pair (A,C) of the original system.

Next, for the DES-reconfigured set of sub-observers{
SO(1), SO(9)

}
, it is easy to show that the resulting equiva-

lent centralized observer has the same block-diagonal observer
gain structure K̄ as in equation (23). These details are not
included due to space limitations. 2

Up to this point, we have shown that the convergence
properties of the cooperative set of sub-observers (that are
selected by the DES supervisor) are equivalent to the central-
ized estimation scheme with a sparse block-diagonal gain K̄.
In the following, we investigate the convergence properties
of a centralized estimation scheme having the gain matrix
K̄ ∈ K̄nNso×mNso

given by equation (19).

Definition 9. For a given matrix M ∈ Rn×m if one eliminates
the rows r1, . . . , ri (1 ≤ r1 < . . . < ri ≤ n) and the columns
c1, . . . , cj (1 ≤ c1 < . . . < cj ≤ m), the resulting matrix is
represented and denoted by

M (−{r1,...,ri},−{c1,...,cj}) =


M[1:r1−1,1:c1−1] M[1:r1−1,c1+1:c2−1]

M[r1+1:r2−1,1:c1−1] M[r1+1:r2−1,c1+1:c2−1]

...
...

M[ri+1:n,1:c1−1] M[ri+1:n,c1+1:c2−1]

· · · M[1:r1−1,cj+1:m]

· · · M[r1+1:r2−1,cj+1:m]

. . .
...

· · · M[ri+1:n,cj+1:m]


 ∈ R

(n−i)×(m−j)

where M[ri:rj ,ci:cj ] denotes the submatrix of M which in-
cludes the elements up to and including the rows ri and rj ,
and the columns ci and cj .

According to [37], for a given MIMO linear system that is
represented by the triplet (Ā, B̄, C̄), a centralized estimation
design that is obtained by using an observer gain matrix K̄
having a certain sparse structure (K̄ ∈ K̄nNso×mNso

) is feasi-
ble if and only if the system does not have any fixed modes
with respect to the structured gain matrix K̄ ∈ K̄nNso×mNso

,
that is

⋂

K̄∈K̄nNso
×mNso

eigs(Ā− K̄C̄) = ∅ (24)

where eigs(M) denotes the set of all eigenvalues of the
matrix M . Moreover, in case of sensor and dynamic (actua-
tor/structural) uncertainties or invalidity (faults, anomalies, or
unreliabilities as per Definition 8), the above necessary and
sufficient condition is complemented by the following two

lemmas.

Lemma 2. Given that the jth sensor measurement yj =
Y[j], j ∈ {1, . . . ,m} is uncertain, a centralized estimation
scheme by using an observer gain matrix K̄ with a certain
sparse block-diagonal structure (K̄ ∈ K̄nNso×mNso

) is feasible
if and only if

⋂

K̄sen∈K̄sen
nNso

×m′
Nso

eigs
(
Ā− K̄senC̄sen

)
= ∅

where C̄sen = C̄(−T sen,−{}), and K̄sen
nNso×m′

Nso

={
K̄(−{},−T sen)

∣∣K̄ ∈ K̄nNso×mNso

}
, in which T sen =

{
k ∈

{1, ...,m}|∃l ∈ Ω; Y (l)
[k] = yj

}
, and m′

Nso
= mNso

−n(T sen),
with n(.) denoting the cardinality of a set.

Proof: Follows from the results in [37] and those in
Lemma 1.

Lemma 3. Given that the ith dynamical equation

ẋi = Ẋ[i] = A[i,:]X + BiU + wi + Fxi

is uncertain (invalid as per Definition 8), where the index
[i, :] represents the ith row of the matrix, a centralized es-
timation scheme that is obtained by using an observer gain
matrix K̄ with a certain sparse block-diagonal structure (K̄ ∈
K̄nNso×mNso

) is feasible if and only if
1) The state xi is directly measured by a sensor, namely yq ,

that is ∃q ∈ {1, . . . , m}; yq = CqX + vq = xi + vq.
2) The following eigenvalue condition holds

⋂

K̄eq∈K̄eq

n′
Nso

×m′
Nso

eigs(Āeq − K̄eqC̄eq) = ∅

where Āeq = Ā(−Seq,−Seq), C̄eq = C̄(−T eq,−Seq), and
K̄eq

n′Nso
×m′

Nso

=
{
K̄(−Seq,−T eq)

∣∣K̄ ∈ K̄nNso×mNso

}
, in

which Seq =
{
k ∈ {1, . . . , n}|∃l ∈ Ω; E[k] = e

(l)
i

}
,

T eq =
{
k ∈ {1, . . . ,m}|∃l ∈ Ω; Y (l)

[k] = yq

}
, n′Nso

=
nNso − n(Seq), and m′

Nso
= mNso − n(T eq), with n(.)

denoting the cardinality of a set.
Proof: Follows from the results in [37] and those in Lemma 1.

For the jth sensor uncertainty, Lemma 2 is motivated by
the fact that the uncertain sensor should be disregarded in
the estimation process, that is the yj-corresponding columns
should be eliminated from the matrix K̄ to yield the modified
matrix K̄sen, and the yj-corresponding rows should be elim-
inated from the matrix C̄ to yield the modified matrix C̄sen,
which should subsequently be used to verify the eigenvalue
condition (24). Similarly, for the ith uncertain dynamical
equation, Lemma 3 is motivated by the fact that the uncertain
state xi should be directly measured by a sensor, namely
yq , since the uncertain dynamical equation should not be
incorporated in the estimation of xi. Therefore, the estimation
process proceeds with the remaining system states excluding
xi and yq . In other words, the xi-corresponding columns and
rows should be eliminated from the matrix Ā to yield Āeq , the
xi-corresponding columns and yq-corresponding rows should
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be eliminated from the matrix C̄ to yield C̄eq , and the xi-
corresponding rows and yq-corresponding columns should be
eliminated from the matrix K̄ to yield K̄eq . Consequently, the
matrices Āeq, C̄eq , and K̄eq should be used to subsequently
verify the eigenvalue condition (24).

The example below illustrates how Lemmas 2 and 3 enable
one to determine whether a system with sensor and dynamic
(actuator/structural) faults, anomalies, and unreliabilities is
observable with respect to an observer gain matrix K̄ having
a certain block-diagonal structure K̄ ∈ K̄nNso×mNso

.

Example 3. Consider the system that is defined in Example 1,
whose state space representation matrices A and C are given
by

A =



−0.1 0.1 0.1

0 −0.2 0
0 0 −0.2


 , C =

[
1 0 0
0 0 1

]

The DES-selected initial set of sub-observers are{
SO(1), SO(2)

}
in the absence of any anomaly and the

DES-reconfigured set of sub-observers are
{
SO(1), SO(9)

}
in the presence of an anomaly. In Example 2, equivalent
centralized observer structure of these two sets of sub-
observers are provided in equation (22) with the sparse
block-diagonal gain structure K̄3×2 given by equation (23).
In this example, this equivalent centralized observer structure
is used to study the convergence properties of the two sets of
sub-observers.

For the initial set of sub-observers
{
SO(1), SO(2)

}
we have

⋂

K̄∈K̄

eigs(Ā− K̄C̄) = ∅

Therefore, the system is observable by using the DES-selected
initial set of sub-observers in the absence of any fault. For
the DES-reconfigured set of sub-observers

{
SO(1), SO(9)

}
,

Seq = {3} corresponds to the fault in the dynamical equation
of x3, and T eq = {2} corresponds to the sensor y2 which
directly measures x3. We have

Āeq =
[ −0.1 0.1

0 −0.2

]
, C̄eq =

[
1 0

]
,

K̄eq =

{
K̄eq =

[
k11

k21

] ∣∣∣∣∣k11, k21 ∈ R

}
,

⋂

K̄eq∈K̄eq

eigs(Āeq − K̄eqC̄eq) = ∅

Therefore, the system is observable by using the DES-
reconfigured set of sub-observers

{
SO(1), SO(9)

}
in the

presence of an actuator fault Fx3 . 2

In Examples 1-3, we have shown and illustrated how to
systematically implement the Procedures 1 and 2, and Lemmas
1-3 in our proposed DES supervisory cooperative estimation
framework. In the next section, the effectiveness of our pro-
posed DES supervisory cooperative estimation scheme will
be verified and illustrated through a case study and simulation
investigations.

V. CASE STUDY SIMULATION RESULTS

Let us now consider a set of connected tanks that is shown in
Fig. 9 as a case study and as a practical industrial application
to demonstrate the utility and effectiveness of our proposed
methodologies. It is desired to estimate all the tank levels by
using a set of distributed sub-observers.

1

2 3

4 5 6

u1

u2 u3

u4
u5 u6

o6(y3)o5(y2)o4(y1)

o3o2

o1

o14 o16

o36o35o25
o24

8

o38

u8

o8(y5)

7

o17

u7

o7(y4)

Fig. 9. An industrial process consisting of eight (8) tanks.

In Fig. 9, oi and ui represent the output and the input flows
of tank i, respectively. Moreover, oij represents the flow from
tank i to tank j. The linearized state space representation of
the eight tank system that is derived from the fully nonlinear
model of a single tank according to equation (10) is given by
the triplet (A,B, C) where we have

A =




−0.3 0 0 0 0 0 0 0
0 −0.2 0 0 0 0 0 0
0 0 −0.2 0 0 0 0 0

0.1 0.1 0 −0.1 0 0 0 0
0 0.1 0.1 0 −0.1 0 0 0

0.1 0 0.1 0 0 −0.1 0 0
0.1 0 0 0 0 0 −0.1 0
0 0 0.1 0 0 0 0 −0.1




B =




1 0 0
0 1 0
0 0 1
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0




; C =




0 0 0 0.1 0 0 0 0
0 0 0 0 0.1 0 0 0
0 0 0 0 0 0.1 0 0
0 0 0 0 0 0 0.1 0
0 0 0 0 0 0 0 0.1




In the above state space representation, ui corresponds to the
input flow of tank i = 1, 2, 3, yi corresponds to the sensor
measurement of the output flow oj , j = 4, 5, . . . , 8, and the
state xk represents the level of tank k = 1, . . . , 8, respectively.

For purpose of conducting simulations we assume that o1

= o2 = o3 = u4 = u5 = u6 = u7 = u8 = 0 in order
to better demonstrate the effects of an uncertainty (anomaly,
fault, or unreliability) on the system. Using the guidelines in
Procedure 1 we design a set of ten sub-observers as follows:
SO(1) ({x̂1, x̂4} |{u1}, {y4}, {x̂2}), SO(2) ({x̂2, x̂5}| {u2},
{y5}, {x̂3}), SO(3) ({x̂3, x̂6}| {u3}, {y6}, {x̂1}), SO(4)

({x̂7}| {}, {y7}, {x̂1}), SO(5) ({x̂8}| {}, {y8}, {x̂3}), SO(6)

({x̂4}| {}, {y4}, {}), SO(7) ({x̂6}| {}, {y6}, {}), SO(8) ({x̂1,
x̂7}| {u1}, {y7}, {}), SO(9) ({x̂3, x̂8}| {u3}, {y8}, {}), and
SO(10) ({x̂5}| {}, {y5}, {}), where yi (i = 4, . . . , 8) is the
measurement of the output flow oi.

The DES models of the sub-observers can be obtained by
using the Procedure 2. As an example, the DES models of
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SO(1) is shown in Fig. 10, where Fig. 10-(a), (b), and (c)
models the requirements of u1, x̂2, and y4, respectively. The
states x̂1 (with Ωx̂1 = {1, 8}) and x̂4 (with Ωx̂4 = {1, 6})
are modeled in Fig. 10 (d) and (e), respectively, with their
corresponding sub-observers.

ũ1

ũ1, so
(1)

x̃2

x̃2, so
(1)

ỹ4

ỹ4, so
(1)

(a) (b) (c)
so

(1)
, so

(8)

x̃1, so
(1)

, so
(8)

so
(1)

, so
(6)

x̃4, so
(1)

, so
(6)

(d) (e)

Fig. 10. The DES automata of SO(1) with its components (a) u1, (b) x̂2,
(c) y4, (d) x̂1, and (e) x̂4.

The DES plant model G, which includes all the ten sub-
observers and their estimated values, can be generated by using
the sync product of all the constructed automata using the TCT
software package [14]. The resulting plant model G contains
4080 states and 65264 transitions. The size of G should
provide a clear and convincing justification as to why modeling
the set of sub-observers cannot be accomplished in a single-
step and through a single centralized DES design process.
Moreover, in case that the problem was tackled by using a
lookup table, the size of this table will be 410 = 1, 048, 576
given the 4 possible scenarios for each sub-observer (valid,
invalid, used, not used) and the fact that we employ 10 sub-
observers.

The simulation time lines are shown in Figs. 11 and 12.
According to Figs. 11 and 12, in the time interval [0−100](s),
there is no fault in the system, and the DES supervisor selects
the initial set of sub-observers as

Set0 =
{
SO(1), SO(2), SO(3), SO(4), SO(5)

}

At time t = 100(s), the fault Fx4 = −0.05x1, which repre-
sents a 50% loss of effectiveness flow in the pipe connecting
the tank 1 to tank 4 occurs. Therefore, the sub-observer SO(1)

is no longer accurate and its validity condition is violated (as
per Definition 8). The fault Fx4 is modeled as a specification
in the DES framework as shown in Fig. 13 below. Therefore,
in case of violation of the validity condition of SO(1), the
DES supervisor prevents utilization of the invalid sub-observer
SO(1). It can be shown that the DES plant under supervision
has now 4080 states and 62800 transitions. Comparing this to
the original plant model, the reduction in the size of the DES
plant model is due to the elimination of all the paths where
SO(1) is used. The estimation process is continued with the
initial DES-selected set of sub-observers Set0 until the time
t = 150(s), when the DES supervisor modifies the set of sub-
observers as shown below

Set1 =
{
SO(2), SO(3), SO(5), SO(6), SO(8)

}

which is triggered to compensate for the adverse effects of the
fault Fx4 on the cooperative estimation performance.

At time t = 250(s), the fault Fx6 = −0.05x1, which repre-

! "#$%$!"&

! "'

!"#$%&!'(( ! "# ! "#$%$!"&

()*+ ()*, ()*-

Fig. 11. Estimation errors (1 to 4) corresponding to different faults, sets of
sub-observers, and simulation time intervals.

! "#$%$!"&

! "'

!"#$%&!'(( ! "# ! "#$%$!"&

()*+ ()*, ()*-

Fig. 12. Estimation errors (5 to 8) corresponding to different faults, sets of
sub-observers, and simulation time intervals.

sents a 50% loss of effectiveness flow in the pipe connecting
the tank 1 to tank 6 occurs. The estimation process continues
with the DES-reconfigured set of sub-observers Set1 until the
time t = 300(s), when the DES supervisor modifies the set
of sub-observers as shown below

Set2 =
{
SO(2), SO(6), SO(7), SO(8), SO(9)

}

which is triggered to compensate for the adverse effects of the
faults Fx4 and Fx6 on the cooperative estimation performance.

At time t = 400(s), the fault Fx5 = −0.05x3, which
represents a 50% loss of effectiveness flow in the pipe con-
necting the tank 3 to tank 5 occurs. The estimation process
continues with the DES-reconfigured set of sub-observers Set2
until the time t = 450(s), and the DES supervisor does not
propose any new set of sub-observers that can compensate for
the adverse effects of the simultaneous permanent faults Fx4 ,
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Σ − {fx4
}
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Fig. 13. The DES specification of the validity condition of SO(1).

Fx5 , and Fx6 . This is due to the fact that the sub-observers
SO(1), . . . , SO(10) are not sufficient and adequate for the DES
supervisory cooperative estimation in the presence of these
three concurrent faults.

The estimation performances of the DES-reconfigured sets
of sub-observers Set0, Set1, and Set2 are shown in Figs. 11
and 12 and Table I. These results clearly demonstrate that
the estimation errors are considerably improved at each stage,
when the DES supervisor modifies the set of sub-observers to
compensate for the adverse effects of a new fault. It should be
noted that according to Assumption 1, the existing FDI module
provides the exact fault information independent of the sub-
observers. Therefore, the estimation errors are not available to
the DES supervisor nor to the external FDI module to arrive
at any conclusions and decisions.
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TABLE I
ESTIMATION STEADY STATE ERRORS CORRESPONDING TO DIFFERENT

FAULTS, SETS OF SUB-OBSERVERS, AND SIMULATION TIME INTERVALS.

VI. CONCLUSION

In this work, a novel multi-agent hybrid framework for
supervisory cooperative estimation of LTI systems is proposed.
The notion of sub-observers are first introduced and subse-
quently they are modeled in the DES framework. Moreover,
a DES supervisor is designed to manage the cooperation
amongst the sub-observers. The DES supervisor selects and
configures a set of sub-observers to successfully estimate all
the system states. Whenever certain anomalies, uncertainties,
or unreliabilities are present in the system, the supervisor
is capable of reconfiguring and reselecting the set of sub-
observers such that the impacts of anomalies on the obtained
state estimation performance is maximally reduced. In addi-
tion, the feasibility and convergence of the overall integrated
sub-observers are validated formally and the application of
our proposed methodology to a practical industrial process is
demonstrated through simulations. Future work will involve
investigation of other classes of estimation filters and their
cooperative performance evaluations.

REFERENCES

[1] Y. Bar-Shalom, X. Li, and T. Kirubarajan, Estimation with Applications
to Tracking and Navigation. John Wiley & Sons, Inc., 2001.

[2] T. Jiang, K. Khorasani, and S. Tafazoli, “Parameter estimation-based
fault detection, isolation and recovery for nonlinear satellite models,”
IEEE Transactions on Control Systems Technology, vol. 16, no. 4, pp.
799–808, 2008.

[3] Z. Gao, T. Breikin, and H. Wang, “High-gain estimator and fault-
tolerant design with application to a gas turbine dynamic system,” IEEE
Transactions on Control Systems Technology, vol. 15, no. 4, pp. 740–
753, 2007.

[4] U. A. Khan and J. M. F. Moura, “Distributing the kalman filter for large-
scale systems,” IEEE Transaction on Signal Processing, vol. 56, no. 10,
pp. 4919–4935, October 2008.

[5] B. Jiang and F. N. Chowdhury, “Fault estimation and accommodation
for linear MIMO discrete-time systems,” IEEE Transactions on Control
Systems Technology, vol. 13, no. 3, pp. 493–499, 2005.

[6] P. Ferguson and J. How, “Decentralized estimation algorithms for
formation flying spacecraft,” AIAA Guidance, Navigation and Control
Conference, no. 2003–5442, 2003.

[7] D. M. Bevly and B. Parkinson, “Cascaded kalman filters for accurate
estimation of multiple biases, dead-reckoning navigation, and full state
feedback control of ground vehicles,” IEEE Transactions on Control
Systems Technology, vol. 15, no. 2, pp. 199–208, 2007.

[8] R. S. Smith and F. Y. Hadaegh, “Closed-loop dynamics of cooperative
vehicle formations with parallel estimators and communication,” IEEE
Transactions on Automatic Control, vol. 52, no. 8, 2007.

[9] W. Ren, R. Beard, and E. Atkins, “A survey of consensus problems in
multi-agent coordination,” in Proceedings of the 2005 American Control
Conference, vol. 3, May 2005, pp. 1859 – 1864.

[10] W. Ren, R. W. Beard, and D. B. Kingston, “Multi-agent kalman con-
sensus with relative uncertainty,” American Control Conference, vol. 3,
pp. 1865–1870, 2005.

[11] M. Alighanbari and J. P. How, “An unbiased kalman consensus algo-
rithm,” American Control Conference, pp. 3519–3524, 2006.

[12] R. Olfati-Saber, “Distributed kalman filtering for sensor networks,” IEEE
Conference on Decision and Control, pp. 5492–5498, 2007.

[13] S. M. Azizi and K. Khorasani, “A distributed kalman filter for actuator
fault estimation of deep space formation flying satellites,” in Proceedings
of IEEE Systems Conference, Vancouver, Canada, March 2009.

[14] W. M. Wonham, Supervisory Control of Discrete-Event Systems. Sys-
tems Control Group, Edward S. Rogers Sr. Dept. of Electrical and
Computer Engineering, University of Toronto, Canada; available at
http://www.control.utoronto.ca/DES, 2009.

[15] M. M. Tousi, I. Karuei, S. Hashtrudi-Zad, and A. G. Aghdam, “Supervi-
sory control of switching control systems,” Systems & Control Letters,
vol. 57, pp. 132–141, 2008.

[16] M. W. Hofbaur and B. C. Williams, “Hybrid estimation of complex
systems,” IEEE Transactions on Systems, Man, and Cybernetics, Part
B: Cybernetics, vol. 34, no. 5, pp. 2178–2191, 2004.

[17] M. Staroswiecki, G. Hoblos1, and A. Aitouche, “Sensor network design
for fault tolerant estimation,” International Journal of Adaptive Control
and Signal Processing, vol. 18, pp. 55–72, 2004.

[18] M. Staroswiecki, “A structural view of fault-tolerant estimation,” Journal
of Systems and Control Engineering, vol. 221, no. 16, pp. 905–914,
2007.

[19] J. Ritt, “Differential algebra,” American Mathematical Society, 1950.
[20] L. Ljung and T. Glad, “On global identifiability for arbitrary model

parametrizations,” Automatica, vol. 30, no. 2, pp. 265–276, 1994. [On-
line]. Available: http://www.sciencedirect.com/science/article/B6V21-
47X24RT-GJ/2/c3c994c959b16b42eb98800b76af1442

[21] H. Yang, V. Cocquempot, and B. Jiang, “Robust fault tolerant tracking
control with application to hybrid nonlinear systems,” IET Control
Theory & Applications, vol. 3, no. 2, pp. 211–224, 2009. [Online].
Available: http://link.aip.org/link/?CTA/3/211/1

[22] H. Yang, B. Jiang, and V. Cocquempot, “A fault tolerant control
framework for periodic switched non-linear systems,” International
Journal of Control, vol. 82, no. 1, pp. 117–129, 2009. [Online].
Available: http://www.informaworld.com/10.1080/00207170801993579
September 11, 2010

[23] J. Chen and R. J. Patton, Robust model-based fault diagnosis for dynamic
systems. Norwell, MA, USA: Kluwer Academic Publishers, 1999.

[24] N. Meskin, K. Khorasani, and C. A. Rabbath, “A hybrid fault detection
and isolation strategy for a network of unmanned vehicles in presence
of large environmental disturbances,” IEEE Transactions on Control
Systems Technology, To appear in 2010.



16

[25] C. T. Lin, “Structural controllability,” IEEE Transaction on Automatic
Control, vol. 19, no. 3, pp. 201–208, February 1974.

[26] C. Commault, J.-M. Dion, O. Sename, and R. Motyeian, “Observer-
based fault detection and isolation for structured systems,” IEEE Trans-
action on Automatic Control, vol. 47, no. 12, pp. 2074–2079, December
2002.

[27] C.-T. Chen, Linear System Theory and Design. Philadelphia, PA, USA:
Saunders College Publishing, 1984.

[28] C. Commault, J.-M. Dion, and D. H. Trinh, “Observability recovering
by additional sensor implementation in linear structured systems,” IEEE
Conference on Decision and Control and European Control Conference,
pp. 7193–7197, 2005.

[29] N. Meskin and K. Khorasani, “Fault detection and isolation of distributed
time-delay systems,” IEEE Transactions on Automatic Control, vol. 54,
no. 11, pp. 2680–2685, 2009.

[30] D. Wang, W. Wang, and P. Shi, “Robust fault detection for switched
linear systems with state delays,” IEEE Transactions on Systems, Man,
and Cybernetics, Part B: Cybernetics, vol. 39, no. 3, pp. 800–805, 2009.

[31] F. Zhao, X. Koutsoukos, H. Haussecker, J. Reich, and P. Cheung,
“Monitoring and fault diagnosis of hybrid systems,” IEEE Transactions
on Systems, Man, and Cybernetics, Part B: Cybernetics, vol. 35, no. 6,
pp. 1225–1240, 2005.

[32] M. M. Tousi and K. Khorasani, “An optimal hybrid fault recovery for
a team of unmanned vehicles,” in Proc. of IEEE Systems Conference,
March 2009, pp. 241–246.

[33] Y. Nakayama and R. Boucher, Introduction to Fluid Mechanics.
utterworth-Heinemann; Revised edition, 1998.

[34] “http://hpsweb.honeywell.com/cultures/en-
us/products/wireless/xyr6000wireless/xyr6000differential/default.htm.”
[Online]. Available: http://hpsweb.honeywell.com/Cultures/en-
US/Products/Wireless/xyr6000wireless/xyr6000differential/default.htm

[35] J. D. Boskovic and R. K. Mehra, “Multi-mode switching in flight
control,” IEEE Digital Avionics Systems Conferences, vol. 2, pp. 6F2/1–
6F2/8, 2000.

[36] D. L. Hall and J. Llinas, “An introduction to multisensor data fusion,”
Proceedings of the IEEE, vol. 85, no. 1, pp. 6–23, 1997.

[37] E. J. Davison and T. N. Chang, “Decentralized stabilization and pole as-
signment for general proper systems,” IEEE Transactions on Automatic
Control, vol. 35, no. 6, pp. 652–664, 1990.


