
Energy-Efficient Algorithms for Target

Monitoring in Mobile Sensor Networks

Walid Masoudimansour

A Thesis

in

the Department

of

Electrical and Computer Engineering

Presented in Partial Fulfillment of the Requirements

for the Degree of Master of Applied Science at

Concordia University
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ABSTRACT

Energy-Efficient Algorithms for Target Monitoring in Mobile Sensor

Networks

Walid Masoudimansour

The main focus of this work is directed towards maximization of the lifetime of a

network of cooperating mobile sensors monitoring a pre-specified target. It is assumed

that the main sources of energy consumption in the network are movement, communi-

cation and sensing. It is desired to gather information about a moving target in a 2D

field and find a proper route to transmit it to a fixed base or destination point. In order

to find the most efficient route for transmitting information, the field is discretized as

a grid of nodes. It is assumed that the sensors and target are located in the nodes at

any point in time. A direct graph is subsequently constructed whose vertices are the

grid nodes, and whose edges are weighted properly based on their residual energy. The

proper set of nodes are then obtained (which form the desired route for maximizing the

lifetime of the network) by solving the shortest path problem in the resultant graph.

Finally, a proper model is adopted for the batteries to plan the sensor movement by

solving a nonlinear programming problem to minimize the energy consumption of the

overall network.
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Chapter 1

Introduction

1.1 Motivation

Mobile sensor networks (MSN) have attracted considerable interest in recent years, due

mainly to rapid technological advances in the fabrication of microelectromechanical sys-

tems (MEMS). Collaborative mobile sensors have been deployed effectively in different

types of dynamic environments. The scalability and flexibility of such sensors make

them suitable for a wide range of practical applications such as target tracking [2–6],

health monitoring [7–10], intrusion detection [11–13], surveillance [14], environmental

monitoring [15–19], and traffic control [20, 21], to name only a few. Minimizing the

energy consumption of sensors in an MSN is an important problem which has been the

focal point of extensive research in the past several years [6,22,23]. Note that each sensor
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is typically equipped with a battery as its source of energy, and has three predominant

energy loss mechanisms: movement, communication, and sensing. Therefore, for the

design of an energy-efficient MSN it is important to develop a proper resource allocation

strategy which takes these three sources of energy consumption into consideration.

Maximizing network lifetime is of utmost importance in an MSN, which is directly

related to minimizing the energy consumption of the network. Network lifetime is one of

the most important metrics for evaluating the performance of an MSN. It is to be noted

that recharging or replacing the battery of a sensor in a network is a tedious process,

which may not be feasible in many applications. A variety of definitions are given for

network lifetime in the literature, the most common of which is the time it takes for the

first sensor to completely depletes its energy [22, 24–27]. This is sometimes referred to

as n-of-n lifetime [28].

The problem of lifetime maximization in an MSN can be addressed in two different

ways: at the network level and at the sensor level. The former approach takes all

components of the network into consideration, while the latter is concerned with the

minimization of energy consumption of each individual sensor in the network. In both

approaches, it is important to have a proper model of the battery, in order to formulate

the energy consumption of the sensors for the underlying optimization problem.
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1.2 Related Work

In this section, some of the existing results for network-level and sensor-level lifetime

maximization in an MSN are reviewed.

1.2.1 Network-Level Lifetime Maximization Approach

Several network-level strategies have been proposed in the literature to improve the

lifetime of a mobile sensor network.

In many cases, the sink node, which is usually the node with the highest energy

consumption rate (as it processes the gathered data), is more likely to run out of battery

first. Several techniques are developed in the literature to address this problem [23,29–

35]. For example, an optimal distributed information flow strategy is provided in [30]

for a network consisting of battery-powered sensors and a mobile sink. In [36], the

problem of energy imbalance in many-to-one sensor networks is investigated, and a

general model is suggested for maximizing the network lifetime. An analytical framework

is proposed in [37] for the coverage and lifetime of an MSN using a two-dimensional

Gaussian distribution. Given the evolutionary nature of MSNs, it would be reasonable

to use evolutionary approaches (such as genetic algorithms) to tackle some of the existing

problems in this type of networks [38–42]. For instance, a hybrid approach is presented

in [40], which is a combination of a genetic algorithm and schedule transition operations.

The work aims at scheduling the operation of the sensors in the network by finding the
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largest number of disjoint sets of sensors such that every set is able to completely cover

the target area.

Energy-efficient algorithms for sensor networks can also be developed using dy-

namic programming [43–46]. For example, the authors in [44] use this technique for

efficient routing in wireless sensor networks which does not have the shortcomings of the

existing results in terms of energy imbalance. The method is used to address the demise

of the sensor closer to the sink node, which is a common problem in many-to-one sen-

sor networks. Given the information exchange between the sensors in order to achieve a

global objective, neural network methods can also be very effective in developing energy-

efficient strategies for this type of system [47–51]. As an example, a cluster-based routing

algorithm is introduced in [50] which is based on Fuzzy-ART neural networks to prolong

the lifetime of a sensor network.

Among the three main sources of energy consumption in an MSN discussed ear-

lier, sensor movement is typically the most dominant one. Sensor movement planning

for increased durability of the network has been extensively investigated in the liter-

ature. In [52], the problems of efficient routing and efficient mobility are considered

simultaneously to develop a lifetime maximizing strategy for an MSN. To this end, the

problem is formulated as a nonlinear nonconvex optimization, and is solved in a dis-

tributed fashion using a novel convergent algorithm. The lifetime maximization based

only on the mobility of sensors is subsequently studied in [53]. Lifetime increasing in a
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delay-tolerant MSN is addressed in [54] by proposing a mobility prediction-based adap-

tive data gathering protocol (MPAD) and using the random waypoint mobility model.

In this protocol, a distributed decision-making strategy is utilized by sensors to replicate

the messages and transmit them to the neighboring sensor nodes with a higher proba-

bility of meeting the sink node. Some of the shortcomings of the cluster-based routing

protocols designed for an MSN are addressed in [55] by proposing a fault-tolerant clus-

tering protocol. Some other works take advantage of the mobility capability of mobile

nodes in a hybrid network consisting of static and mobile sensors for energy harvesting

or recharge, and delivering energy to static nodes (e.g., see [56]).

1.2.2 Sensor-Level Lifetime Maximization Approach

In sensor-level lifetime maximization methods, each sensor is considered as an indepen-

dent unit in the network. The objective is to increase the network lifetime by increasing

the lifetime of every sensor in the network. In order to maximize the lifetime of a sensor

it is important to use a sufficiently accurate model for the battery and a sufficiently accu-

rate model for the energy consumption of the sensors (the latter is directly related to the

sensors’ actuators). Various battery models with different characteristics are proposed

in the literature. Electromechanical models, for instance, utilize the chemical processes

in a battery to model its behavior. These models are generally very accurate, at the

cost of higher complexity [57, 58]. A model based on the electrical circuit elements and
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their mathematical description is introduced in [59,60]. Stochastic models, on the other

hand, use an abstract method to formulate the behavior of a battery [61–63]. Some

other models represent the behavior of a battery using two differential equations. The

kinetic battery model (KBM) introduced in [64] is an example of such models which is,

in fact, the discrete version of the diffusion model in [65].

Resource allocation and management is another important issue which needs to be

taken into account for the design of an energy-efficient MSN, as noted earlier. In [66],

optimizing the sensor movement in order to achieve maximum energy efficiency is inves-

tigated by introducing a velocity schedule in uniform and non-uniform road conditions.

The KBM is used in [67] and a proper energy allocation strategy is utilized for the sensor

nodes to address the problem of efficient information routing in wireless sensor networks

for maximizing network lifetime. A criterion is developed in [68] to switch between an

energy-aware policy and a battery-aware policy in such a way that the lifetime of the

network is maximized. An integer nonlinear programming formulation is used in [69] to

find the optimal battery allocation for a cost-constrained lifetime maximization problem.

A Markov chain model and a simple distributed duty cycle scheme are proposed in [70]

to capture the battery recovery effect for increasing the network lifetime.

All of the existing results on lifetime maximization, including the ones cited in this

section, consider only one or two of the three major energy consumption sources noted

above. This motivates the present work on a comprehensive algorithm which takes into
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account all three sources of energy consumption. The main contributions of this thesis

and the novel approach used to solve the problem are summarized in the next section.

1.3 Thesis Contributions

In this thesis, the problem of target monitoring in a sensing field with obstacles using

an MSN is investigated. It is desired to track a moving target in the field by using

a proper strategy governing the communication, sensing and movement of the mobile

nodes (as the main sources of energy consumption in the network), in such a way that the

lifetime of the network is maximized. The strategy should take into consideration three

main constraints: connectivity, obstacle avoidance and collision avoidance. Connectivity

means that there is a route from the target to the destination point (where network data

is collected and processed) at all times. Obstacle avoidance and collision avoidance, on

the other hand, mean that while the sensors move, they do not collide with the obstacles

(which are assumed to be fixed) or other sensors in the network. To this end, the field is

properly divided into a grid, and a graph is subsequently constructed from this grid, and

its edges are properly weighted to reflect the energy consumption in the network. This

graph is used to find a “close” estimate of the optimal path for routing information from

the target to destination. The graph is then redrawn in such a way that the underlying

lifetime maximization problem is translated into the problem of constrained shortest

path from the target to destination. This is a well-known routing problem in wireless
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sensor networks, for which several algorithms exist in the literature. Furthermore, a

proper movement plan for the case when the sensor should be relocated could be very

effective in minimizing energy consumption of the sensor.

1.4 Thesis Outline and Publications

The remainder of this thesis is organized as follows. In Chapter 2, the idea behind the

conventional Voronoi partitioning is used to define the notion of energy-based Voronoi

diagram. A novel network-level algorithm for lifetime maximization is proposed along

with several theorems and lemmas to analyze its important properties. Simulations are

also provided to demonstrate the effectiveness of the algorithm. Chapter 3 is dedicated to

a sensor-level technique to minimize energy consumption due to sensor movement. The

proposed method uses a battery model in order to formulate the underlying optimization

problem and plan the sensor movement accordingly. Finally, the concluding remarks are

summarized in Chapter 4, along with some suggestions for future research directions.

The results of this work have been published in or submitted to the following

conferences and journals.

[1]W. Masoudimansour, H. Mahboubi, A. G. Aghdam, and K. Sayrafian-Pour, “Max-

imum Lifetime Strategy for Target Monitoring in Mobile Sensor Networks in Presence of

Obstacles,” in Proceedings of the 51st IEEE Conference on Decision and Control, 2012

(to appear).
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[2] H. Mahboubi,W. Masoudimansour, A. G. Aghdam, and K. Sayrafian-Pour, “Max-

imum Life Span Strategy for Target Tracking in Mobile Sensor Networks,” in Proceedings

of the American Control Conference, 2011.

[3] H. Mahboubi,W. Masoudimansour, A. G. Aghdam, and K. Sayrafian-Pour, “Max-

imum Lifetime Strategy for Target Monitoring in Mobile Sensor Networks in Presence

of Obstacles,” submitted to a journal.

[4] H. Mahboubi, W. Masoudimansour, A. G. Aghdam, and K. Sayrafian-Pour, “An

Energy-Efficient Target Tracking Strategy for Mobile Sensor Networks,” submitted to a

journal.
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Chapter 2

Maximum Lifetime Strategy for

Target Monitoring in Mobile Sensor

Networks in Presence of Obstacles

In this chapter, first, some useful tools which will be used in the design of the main

algorithm are provided. To achieve this goal, a variant of the conventional Voronoi

diagram has been defined which will take the residual energy of the sensors into account

for partitioning the field. Then, a novel method for tracking and monitoring a moving

target is presented such that the lifetime of the mobile sensor network is maximized.

The main objective is to develop a proper motion strategy for the sensors such that the

network lifetime is maximized and, in case of presence of obstacles, they are avoided.
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It is assumed that the main sources of energy consumption in the network are sensing,

communication, and movement of the sensors. It is also assumed that the obstacles in

the field can block communication and sensing capabilities of the sensors. Finally, it

is assumed that the field can be represented by a grid of points where sensors and the

target can reside on. In the proposed approach, the time is discretized such that in a

time instant, the field is partitioned into regions according to the sensors’ remaining

energy. The grid points are then mapped to the vertices of a graph. Each edge of this

graph is properly weighted based on the region where the corresponding vertices belong

to. An energy-efficient route is then obtained to transfer information from the target

to destination using the shortest path algorithm. The sensors are moved to their new

locations and this algorithm is reapplied to the network with the new arrangement of

the sensors and the target after a time interval which is preses based on the target’s

speed. It is shown that under certain conditions the shortest path is a good strategy for

the sensors to follow in order to maximize the lifetime of the network.

2.1 Voronoi Partitioning

A Voronoi partitioning is a special partitioning of the space based on the distance of the

points of the space to a specific family of objects in that space [71]. This decomposition

of the space is widely used in different branches of science, and is highly flexible. Voronoi

diagrams and their modified versions are significantly useful as tools for solving a wide

11



variety of application that contain partitioning of the space as a part of the problem.

In the following, the conventional Voronoi diagram and an extended version of it is

introduced which is consistent with the objectives of this work.

2.1.1 Conventional Voronoi Diagram

Let S be a set of n distinct nodes S1, S2, . . . , Sn in a 2D space. Partition the space to

n convex polygons such that each polygon contains only one node, and that node is the

closest node to any point in that polygon among all other nodes. This resulting diagram,

which partitions the space, is called Voronoi diagram, and each resulting polygon is called

a Voronoi region [72]. The mathematical characterization of each region in the resulting

diagram is as follows.

Πi = {Q ∈ R2|d(Q,Si) ≤ d(Q,Si), ∀j ∈ n− {i}} (2.1)

where d(Q,Si) denotes the Euclidean distance between the point Q and node Si and

n := {1, 2, . . . , n}. To construct the Voronoi region associated with a node, first the

perpendicular bisector of every segment connecting the node to its neighbors is drawn.

The smallest polygon created by these perpendicular bisectors which contains the node

is the Voronoi region of that node. Fig 2.1 shows a sample of a field containing 10 nodes

and their corresponding Voronoi regions.
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Figure 2.1: An example of a conventional Voronoi partitioning of a field which contains 10 nodes.

2.1.2 Energy-Based Voronoi Diagram

Now, consider a set of n distinct weighted nodes denoted by S = {(S1, e1), (S2, e2), . . . , (Sn, en)},

where ei > 0 is the weighting factor associated with Si, for any i ∈ n := {1, 2, . . . , n}.

Let the distance between an arbitrary point Q and the weighted node (Si, ei) be denoted

by f(Si, ei, Q). The extended Voronoi diagram is defined as a partitioning of the plane

into n regions with the property that the nearest node (in terms of the distance func-

tion given above) to any point inside a region is the node assigned to that region. The

mathematical characterization of each region obtained by the above partitioning is as

follows:

Πi = {Q ∈ R2|f(Si, ei, Q) ≤ f(Sj, ej, Q), ∀j ∈ n− {i}} (2.2)

Note that for certain functions f(.) and weighting factors ei, some regions may contain

no points.
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Consider now n sensors in a field, and let them be represented by the nodes

S1, S2, . . . , Sn. The weight of the node Si in (2.2) is set to be the remaining energy

of that sensor. Furthermore, let f(Si, ei, Q) be equal to the difference between the ini-

tial energy of the i-th sensor, Ei,0, and the remaining energy of that sensor after traveling

to point Q. With no loss of generality, assume that the initial energy of all sensors is

the same, and denote it with E0. Assume also that the energy required to travel the

distance d is linearly proportional to it. Then, one can write:

f(Si, ei, Q) = (Ei,0 − ei) + es + βd(Si, Q) (2.3)

where β is a known constant, es is the energy required to overcome the static friction

(when the sensor starts to move) which is assumed to be the same for all sensors.

Furthermore, d(Si, Q) is the shortest distance from Si to Q (in the sense of the distance

function (2.3)). For the particular choice of distance function and weighting factor

considered in this work, the extended Voronoi diagram will be referred to as the energy-

based Voronoi (E-Voronoi) diagram and its characteristics are described in the sequel.

Consider two sensors located at S1 and S2 with the remaining energies e1 and e2,

respectively. If f(S1, e1, Q) = f(S2, e2, Q), then:

14



(E0 − e1) + es + βd(S1, Q) = (E0 − e2) + es + βd(S2, Q)

⇒ e1 − es − βd(S1, Q) = e2 − es − βd(S2, Q)

⇒ d(S1, Q)− d(S2, Q) =
e1 − e2

β
= const. (2.4)

Therefore, the loci of every point Q for which f(S1, e1, Q) = f(S2, e2, Q) is one

branch of a hyperbola. In the special case when e1 = e2, this loci is the perpendicular

bisector of the segment S1S2.

To construct the E-Voronoi region associated with a node in the network, first the

branches of the above-mentioned hyperbolas of that node and the other nodes are drawn.

The smallest region containing each node is, in fact, the region assigned to that node.

Fig. 2.2 shows the E-Voronoi diagram for 2 sensors with different amounts of remaining

energy.

Now, consider a 2D field with obstacles. When an obstacle is located on the line

connecting a sensor to its candidate location, then the sensor cannot move on a straight

line, and also its sensing and communication capabilities are attenuated in practice. In

particular, in this work it is assumed that the obstacles attenuate the communication

and sensing capabilities of the sensors to zero [73]. Fig. 2.3 shows an example of a

configuration with a target whose location cannot be detected by the sensor because of
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Figure 2.2: An example of the consumed energy Voronoi diagram for 2 sensors with different
amounts of remaining energy.
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Figure 2.3: An example of a sensor near an obstacle with blocked sensing capability
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Figure 2.4: An example of a sensor near an obstacle with blocked communication capability

the way the obstacle is positioned. Since the obstacle is blocking the line-of-sight between

the points S and Q, the sensor can, for example, move along the segments SA,AQ which

provide the shortest distance in this case. In this work, the shortest distance is used

instead of conventional Euclidean distance d(S,Q) to calculate the required movement

energy for the sensor in the formulation of the E-Voronoi diagram. Furthermore, as

Fig. 2.4 shows, two sensors located on opposite sides of the obstacle cannot communicate

even if they are distanced within each others normal communication range. Fig. 2.5

depicts the E-Voronoi diagram in the presence of obstacles for two sensors, which will

hereafter be referred to as the obstructed energy-based Voronoi (OE-Voronoi) diagram.

As it can be observed from this figure, the border lines of an OE-Voronoi diagram in this

case are not necessarily branches of hyperbolae, and their shapes are highly dependent

on the location of obstacles.
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Figure 2.5: An example of the obstructed energy-based Voronoi diagram for two sensors with
different levels of remaining energy.

2.2 Problem Formulation

Consider a group of n mobile sensors S1, . . . , Sn. Consider also a moving target and a

fixed access point (also referred to as the destination point). In order to ensure target

tracking at all times, it is essential to maintain connectivity (in terms of sensing and

communication) between target and destination point.

In order to develop energy-efficient sensor deployment strategies, it is required

to adopt a proper model for the energy consumption of sensors. In general, the energy

consumption of mobile sensors is mainly due to communication, sensing, and movement.

Although minimizing energy consumption is of great importance in MSNs, in many

applications it is more desirable that the lifetime of the sensors is maximized, in order

to increase the durability of the overall network. An effective strategy to maximize the

lifetime of the network is that sensors with small residual energy consume small amounts
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of energy such that the residual energy of the sensor with minimum remaining energy

among all the sensors is maximized. To this end, sensors must operate in a collaborative

fashion in order to determine the best location and routing path for each sensor to

transmit the information from target to destination. Since the analytical solution of

this problem is complicated in general, as an efficient alternative approach, divide the

sensing field into a grid. Assume that the target and sensors are located on some nodes

of the grid in each time instant. Then, a graph is constructed whose vertices are the

grid nodes, and whose edges are properly weighted, to model the three sources of energy

consumption in the network taking lifetime maximization into account. This graph will

be referred to as the energy consumption digraph. The following notation will prove

convenient in the development of the main results.

Notation 2.1. Throughout this chapter, the nearest sensor to node Q in terms of

energy consumption, referred to as EC-nearest sensor to the node Q, is denoted by S1
Q

and characterized by:

f(S1
Q, eS1

Q
, Q) ≤ f(Sj, ej, Q), S1

Q ∈ S, Sj ∈ S− {S1
Q} (2.5)

where eS1
Q
is the remaining energy of the sensor S1

Q. Also, the i-th nearest sensor to

node Q (again in terms of energy consumption) is referred to as i-th EC-nearest sensor
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to Q, and is denoted by Si
Q. This can be formulated as:

f(Si
Q, eSi

Q
, Q) ≤ f(Sj, ej, Q), Si

Q ∈ S−
i−1⋃
h=1

{Sh
Q},

Sj ∈ S−
i⋃

h=1

{Sh
Q}

(2.6)

where eSi
Q

is the remaining energy of the sensor Si
Q. Furthermore, Ei

r,Q denotes the

residual energy of the i-th EC-nearest sensor to Q, after traveling to this point.

Assumption 2.1. It is assumed that the sensor assigned to sense the target in any time

instant is the EC-nearest sensor to it, which is hereafter called the monitoring sensor

at that time instant. Note that this sensor is not necessarily fixed (i.e., it may change

from time to time). A subset of other sensors can be employed accordingly to create an

information route from target to destination.

Denote the monitoring sensor with ST (note that ST ∈ {S1, S2, . . . , Sn} at any

time instant) and the destination point with PD. Denote also the target node and the

E/OE-Voronoi region containing it with PT and ΠT , respectively.

Definition 2.1. Any node on the grid which belongs to ΠT and a sensor, if located at

that point, can sense the target is hereafter called a sensing node. Furthermore, any

node of a given path P excluding target and destination is referred to as a path node for

P .
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2.3 Proposed Algorithm

Consider a group of n sensors, and the corresponding OE-Voronoi diagram. Denote the

j-th region with Πj, for any j ∈ n. A weight-assignment algorithm is provided in the

sequel to find candidate locations for the sensors to maximize the network lifetime.

Construct a directed graph (digraph) where an edge from PT to a node Pj is drawn

if and only if Pj is a sensing node. Fig. 2.6 demonstrates the edges originated from PT

for a sample OE-Voronoi diagram. Furthermore, a node Pi (Pi �= PT ) is connected to

another node Pj in this digraph if and only if a sensor located at Pi could communicate

with a sensor located at Pj. Note that in the case where an obstacle is blocking the

line-of-sight between Pi and Pj, there would be no edge between their corresponding

vertices in the digraph. The following procedure is used for the weight assignment of

the edges in the digraph.

Case 1) Assume Pi and Pj are in different regions OR Pj is the destination node.

Then:

i) If the target and Pi are in the same region AND Pi is not a sensing node, then the

weight of the edge from Pi to Pj is given by:

w(i, j) =

[
E0 − E2

r,Pi
+ ωc(Pi, Pj)

E0

]k

where ωc(Pi, Pj) is the communication cost from the node Pi to Pj, and k is a
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Figure 2.6: Edges originating from the target to the adjacent graph nodes for a sample consumed
energy Voronoi diagram.

constant which will be introduced later.

ii) If the target and Pi are in different regions, then:

w(i, j) =

[
E0 − E1

r,Pi
+ ωc(Pi, Pj)

E0

]k

iii) If Pi is a sensing node, then:

w(i, j) =

[
E0 − E1

r,Pi
+ ωc(Pi, Pj) + ωs(PT , Pi)

E0

]k

where ωs(PT , Pi) is the required sensing energy for a sensor at Pi to sense the

target.
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Case 2) Consider now the case where Pi and Pj are in the same region, AND Pj is not

the destination node.

i) If the target and Pi are in the same region AND Pi is not a sensing node, then:

w(i, j) =

[
E0 − E2

r,Pi
+ ωc(Pi, Pj)

E0

]k

ii) If the target and Pi are in different regions, then:

w(i, j) = max

⎛
⎝min

⎛
⎝[

E0 − E1
r,Pi

+ ωc(Pi, Pj)

E0

]k

+

[
E0 − E2

r,Pj
+ ωmin

E0

]k

,

[
E0 − E1

r,Pj
+ ωc(Pi, Pj)

E0

]k

+

[
E0 − E2

r,Pi
+ ωmin

E0

]k⎞⎠

−
[
E0 − E1

r,Pj
+ ωmax

E0

]k

,

[
E0 − E1

r,Pi
+ ωc(Pi, Pj)

E0

]k⎞⎠

where ωmin is the energy required by a sensor on one grid node to communicate

with the nearest node to it in the grid, and ωmax is the energy required for the

communication of two sensors in maximum distance from each other (Rc).

iii) If Pi is a sensing node, then:

w(i, j) =

[
E0 − E1

r,Pi
+ ωc(Pi, Pj) + ωs(PT , Pi)

E0

]k
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Fig. 2.7 illustrates sample edges for each of the above cases. In the edge AB, node A is

not a sensing node while it is in the same region as the target but it is not in the same

region as Pj. Thus, the edge AB is an example of case 1(i). On the other hand, CD

and EF satisfy the conditions of case 1(ii) because EF has vertices in different regions

while E is not in the target’s region, and D is the destination point. The edge GH

represents case 1(iii) as G is a sensing node. Moreover, the three edges IJ , KL and

MN are examples of cases 2(i), 2(ii) and 2(iii), respectively.

�
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�
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Figure 2.7: Different types of edges for a field with three sensors.

Given an energy consumption digraph, it is desired now to find the shortest path

connecting the target to destination, subject to the constraint that the number of nodes

in the path is less than or equal to the number of sensors. This path provides an

information route which is optimal for lifetime maximization under some conditions as

discussed later. Algorithm 1 summarizes the proposed technique.
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Algorithm 1

1) Divide the field to rectangular grid cells.

2) Partition the field using the extended Voronoi diagram.

3) Construct a digraph with the grid nodes as its vertices.

4) Assign proper weights to the edges of the constructed digraph using the proposed
weighting strategy.

5) Find the shortest path connecting the target to the destination point.

6) Move the required sensors to the nodes of the shortest path for establishing the
information link.

7) Repeat the algorithm from step 2 after relocating the sensors.

Remark 2.1. One can use an efficient routing algorithm (such as Dijkstra) to find the

shortest path in the energy consumption digraph. If the number of nodes in the shortest

path eventually turns out to be greater than n, then one can switch to a constrained

shortest path algorithm, which is typically slower than its unconstrained counterparts.

Definition 2.2. A path P with at most n nodes which connects the target to destination

is called a feasible path. The sum of the weights of the directed edges of a feasible path

P is denoted by W (P ); this sum is referred to as the path weight.

Definition 2.3. Throughout this chapter, the percentage of the total energy consump-

tion of a sensor is sometimes referred to as the consumed energy of that sensor. In other

words, consumed energy is equal to the ratio of the difference between the initial energy

of a sensor and its residual energy, to its initial energy.
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Definition 2.4. Consider a network of n mobile sensors S1, S2, . . . , Sn, and a feasible

path P with m nodes, denoted by the ordered set (PT , P1, P2, ..., Pm, PD). Assume the

EC-nearest sensor (among n sensors) to the target is assigned to P1. For the rest of the

sensors and the path nodes, there are
(
n−1
m−1

)
(combination of m−1 out of n−1) possible

sensor assignments, which together with the sensor assigned to P1 can be employed

to transfer the information from PT to PD in this case. Let the assignment of the

distinct sensors Si1 , Si2 , . . . , Sim to the nodes P1, P2, . . . , Pm, respectively, be denoted by

the pair (P, SP ), where SP represents the ordered set (Si1 , Si2 , . . . , Sim). Furthermore,

denote with (P, S∗P ) the sensor assignment for which the energy consumption of the

sensor with the smallest residual energy (after relocating the sensors and transmitting

information from target to destination) is minimum, and call it the optimal assignment.

It is important to note that the optimal sensor assignment can change each time the

sensors are relocated. However, to simplify notation, the time-dependence has not been

explicitly shown in the above representation.

Definition 2.5. Consider the optimal assignment (P, S∗P ) for a mobile sensor network.

The k-th power of the consumed energy of the sensor Sij after traveling to node Pj and

collaborating in information transmission will be referred to as node cost of Pj in path

P and will hereafter be denoted by CP (Pj). Furthermore, the sum of node costs of all

the path nodes of P will be called path cost of P and will be denoted by C(P ).

Theorem 2.1. For any feasible path P in an energy consumption digraph, the relation
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W (P ) ≤ C(P ) holds.

Proof. Assume the feasible path P = (PT , P1, P2, . . . , Pm, PD) passes through regions

Π1,Π2, . . . ,Πm, and the path has ni nodes in region Πi, i = 1, 2, . . . ,m. Partition P into

h sub-paths as follows:

P 1 = (PT , P
1
1 , P

1
2 , ..., P

1
n1
, P 2

1 )

P 2 = (P 2
1 , P

2
2 , ..., P

2
n2
, P 3

1 )

...

Pm = (P h
1 , P

h
2 , ..., P

m
nm

, PD)

Now, it suffices to show that for any sub-path, the path weight is less than or equal

to the corresponding path cost. If Πa contains exactly one node for any a = 1, 2, . . . ,m,

then the sub-path P a contains only the edge (P a
1 , P

a+1
1 ) (note that Pm+1

1 is, in fact,

PD). The weight assigned to this edge in the digraph is

[
E0−E1

r,Pa
1
+ωc(Pa

1 ,P
a+1
1 )

E0

]k
for a �= 1

and

[
E0−E1

r,Pa
1
+ωc(Pa

1 ,P
a+1
1 )+ωs(PT ,Pa

1 )

E0

]k
for a = 1, which correspond to the assignment of

the EC-nearest sensor to the node P a
1 . It is important to note that in both cases the

assigned weight is equal to the minimum combined cost of movement, communication,

and sensing of a sensor after moving to P a
1 . If the EC-nearest sensor to P a

1 is also the

EC-nearest sensor to some other nodes in the path, the weight is less than the cost.
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On the other hand, if Πa contains more than one node, there will be two possibil-

ities as follows:

Case 1: a �= 1. In this case, every edge from Pi to Pj has either the weight

min

⎛
⎝[

E0 − E1
r,Pi

+ ωc(i, j)

E0

]k
+

[
E0 − E2

r,Pj
+ ωmin

E0

]k

,

[
E0 − E1

r,Pj
+ ωc(i, j)

E0

]k

+

[
E0 − E2

r,Pi
+ ωmin

E0

]k⎞⎠−
[
E0 − E1

r,Pj
+ ωmax

E0

]k

or [
E0 − E1

r,Pi
+ ωc(i, j)

E0

]k

Let the former be called type A edge and the latter type B edge. Now, divide the sub-

path P a to l sub2-paths as follows:

P a,1 = P a,1
1 , P a,1

2 , . . . , P a,1
m1

, P a,2
1

P a,2 = P a,2
1 , P a,2

2 , . . . , P a,2
m2

, P a,3
1

...

P a,l = P a,l
1 , P a,l

2 , . . . , P a,l
ml
, P a+1,1

1

such that the last edge in any sub-path P a,b, b = 1, 2, . . . , l is a type B edge, and

the rest of the edges in that sub-path are of type A. Obviously in any region Πa there is

at least one sub-path, and every sub-path contains at least one type B edge.
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Assume now that the EC-nearest sensor to all nodes of Πa is assigned to one of

the nodes of a sub2-path P a,b, 1 ≤ b ≤ l of the sub2-paths of P a. In this case, the weight

assigned to the sub-path P a,b is:

(2.7)
W b(a) =

mb−1∑
q=1

[
min

(
g(1, P a,b

q , P a,b
q+1) + gmin(2, P

a,b
q+1), g(1, P

a,b
q+1, P

a,b
q )

+ gmin(2, P
a,b
q )

)
− gmax(1, P

a,b
q+1)

]
+ g(1, P a,b

mb
, P a,b+1

1 )

where g(u, Pi, Pj) =
[
E0−Eu

r,Pi
+ωc(Pi,Pj)

E0

]k
, gmin(u, Pi) =

[
E0−Eu

r,Pi
+ωmin

E0

]k
and gmax(u, Pi) =[

E0−Eu
r,Pi

+ωmax

E0

]k
. From the properties of the OE-Voronoi diagram, the EC-nearest sen-

sor to all nodes of the sub-path P a,b is the same, but it can move to only one node.

Thus, the cost of moving mb sensors to mb nodes of the sub-path, which will be denoted

by Cb(a) satisfies the following relation:

Cb(a) ≥ g(1, P a,b
j , P a,b

j+1) +

mb∑
q=1,q �=j

g(2, P a,b
q , P a,b

q+1),

∀j ∈ {1, 2, ...,mb}
(2.8)

It is now straightforward to derive the following relations:

(2.9)

W b
a,1 =

j−1∑
q=1

g(1, P a,b
q+1, P

a,b
q+2) + gmin(2, P

a,b
q )− g(1, P a,b

q+1, P
a,b
q+2)

≥
j−1∑
q=1

min
(
g(1, P a,b

q , P a,b
q+1) + gmin(2, P

a,b
q+1), g(1, P

a,b
q+1, P

a,b
q+2) + gmin(2, P

a,b
q )

)
− g(1, P a,b

q+1, P
a,b
q+2)
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W b
a,2 =

[
mb−1∑
q=j

g(1, P a,b
q , P a,b

q+1) + gmin(2, P
a,b
q+1)− g(1, P a,b

q+1, P
a,b
q+2)

]
+ g(1, P a,b

mb
, P a,b+1

1 )

≥
[
mb−1∑
q=j

min
(
g(1, P a,b

q , P a,b
q+1) + gmin(2, P

a,b
q+1), g(1, P

a,b
q+1, P

a,b
q+2) + gmin(2, P

a,b
q )

)

− g(1, P a,b
q+1, P

a,b
q+2)

]
+ g(1, P a,b

mb
, P a,b+1

1 )

(2.10)

By expanding the right side of the above relations and simplifying them, it is

concluded that:

W b
a,1 +W b

a,2 = g(1, P a,b
j , P a,b

j+1) +

mb∑
q=1,q �=j

g(2, P a,b
q , P a,b

q+1)

≥
mb−1∑
q=1

[
min

(
g(1, P a,b

q , P a,b
q+1)+gmin(2, P

a,b
q+1), g(1, P

a,b
q+1, P

a,b
q+2)+gmin(2, P

a,b
q )

)

− g(1, P a,b
q+1, P

a,b
q+2)

]
+ g(1, P a,b

mb
, P a,b+1

1 )

(2.11)

Since g(u, Pi, Pj) ≤ gmax(u, Pi) for any integer u and any points Pi and Pj, the following

relation is obtained:

mb−1∑
q =1

[
min

(
g(1, P a,b

q , P a,b
q+1) + gmin(2, P

a,b
q+1), g(1, P

a,b
q+1, P

a,b
q+2) + gmin(2, P

a,b
q )

)

− g(1, P a,b
q+1, P

a,b
q+2)

]
+ g(1, P a,b

mb
, P a,b+1

1 ) ≥
mb−1∑
q=1

[
min

(
g(1, P a,b

q , P a,b
q+1)

+gmin(2, P
a,b
q+1), g(1, P

a,b
q+1, P

a,b
q+2)+gmin(2, P

a,b
q )

)
−gmax(1, P

a,b
q+1)

]
+g(1, P a,b

mb
, P a,b+1

1 )

= W b(a)
(2.12)

Finally, from (2.8), (2.11) and (2.12), one arrives at:
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Cb(a) ≥ W b(a)

Now, for the other sub-paths P a,c, c = 1, 2, . . . , l, c �= b, one can write:

Cc(a) ≥
mc∑
q=1

g(2, P a,c
q , P a,c

q+1)

≥ g(1, P a,c
j , P a,c

j+1) +
mc∑

q=1,q �=j

g(2, P a,c
q , P a,c

q+1), ∀j; j ∈ {1, 2, ...,mc}

Using a similar approach:

Cc(a) ≥ W c(a)

Note that the weight and cost of the sub-path in region Πa are the sum of the weights

and costs of its sub2-paths of that region. Thus, for region Πa:

C(a) ≥ W (a), a = 2, 3, . . . ,m

Case 2: a = 1 (the region contains the target). In this case, the EC-nearest sensor to

the nodes of this region is assigned to detect the target, and hence, cannot be assigned

to another node. Thus, the cost of the sub-path P 1 satisfies the following relation:

C(1) ≥ gs(1, P
1
1 , P

1
2 ) +

n1∑
q=2

g(2, P 1
q , P

1
q+1)

where, gs(u, Pi, Pj) =
[
E0−Eu

r,Pi
+ωc(Pi,Pj)+ωs(PT ,Pi)

E0

]k
. On the other hand, the proposed
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weight-assignment strategy yields:

W (1) = gs(1, P
1
1 , P

1
2 ) +

n1∑
q=2

g(2, P 1
q , P

1
q+1)

and hence:

C(1) ≥ W (1)

This completes the proof.

Definition 2.6. A good path is defined as a feasible path P with the following properties:

i) It has at most two nodes in the region ΠT and at most one node in other regions.

ii) If the region ΠT contains exactly two nodes of the path, say Pi and Pj, creating a

directed edge from Pi to Pj, then the path P does not pass through the region containing

the second EC-nearest sensor to Pj. Moreover, a feasible path P with at most one node

in each OE-Voronoi region is referred to as a perfect path. It is obvious that any perfect

path is a good path as well.

Definition 2.7. Consider a network of n mobile sensors and a feasible path P with m

nodes, and let the optimal assignment (P, S∗P ) be deployed. Let also the maximum energy

consumption (from the initial time of the network operation) amongst all sensors once

they move to their assigned nodes and transmit information from target to destination

be referred to as the max-min energy consumption w.r.t. the path P , and denoted by
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E(P, S∗P ).

Definition 2.8. Among all feasible paths, the one w.r.t. which the max-min energy

consumption is minimum will be referred to as the optimal path, and denoted by P ∗.

Theorem 2.2. For any feasible good path, the path weight and path cost are equal.

Proof. Consider the following two cases:

Case 1: Region Πa, a = 1, 2, . . . , n contains only one node. In this case, it is

important to note that in the optimal assignment of a good path, the EC-nearest sensor

is assigned to node Pi in region Πa. On the other hand, the proposed weight-assignment

strategy assigns the weight g(1, Pi, Pi+1) to the edge PiPi+1. Thus, the path cost and

path weight for the edge in region Πa are equal.

Case 2: Region ΠT contains the sensing node Pi as well as the node Pi+1. In this

case, since the EC-nearest sensor is assigned to sense the target, the optimal assignment

will be that of the EC-nearest sensor to Pi and the second EC-nearest sensor to Pi+1.

Note that, from definition of a good path, the second EC-nearest sensor to Pi+1 is not

assigned to any other node. Moreover, the weights of the edges PiPi+1 and Pi+1Pi+2

are gs(1, Pi, Pi+1) and g(2, Pi+1, Pi+2), respectively. Therefore, the path cost and path

weight are equal for this case as well.

From the above discussion (which is valid for any region), it is concluded that the

path cost and path weight of a feasible good path are equal.
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Remark 2.2. Since any perfect path is also a good path, the result of Theorem 2.2

holds for any feasible perfect path as well.

Definition 2.9. A feasible path P is said to be θ-optimal if the difference between

E(P, S∗P ) and E(P ∗, S∗P ∗) is at most equal to θ, i,e, E(P, S∗P )− E(P ∗, S∗P ∗) ≤ θ.

Lemma 2.1. For any positive real numbers n, x, θ, where x, θ ≤ 1, if k > ln(n)
ln(1+θ)

then

(x+ θ)k > nxk

Proof. The inequality k > ln(n)
ln(1+θ)

yields

(1 + θ)k > n (2.13)

Since x ≤ 1, thus

(1 +
θ

x
)k ≥ (1 + θ)k (2.14)

It results from (2.13) and (2.14) that (1 + θ
x
)k > n, or equivalently (x+ θ)k > nxk.

Theorem 2.3. Apply the proposed weight-assignment strategy to an arbitrary constant

k > ln(n)
ln(1+θ)

. If the shortest path P̄ in the energy consumption digraph is a good path,

then it is θ-optimal.

Proof. Consider the shortest path P̄ with the corresponding optimal assignment, and

let the sensor that consumes the minimum energy E(P̄ , S ∗̄
P
) be denoted by S̄1. The
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following two cases are investigated:

Case 1: S̄1 is not assigned to any node of P̄ . Consider the optimal path P ∗ and the

corresponding optimal assignment S∗P ∗ . If S̄1 is not assigned to any node of the optimal

path P ∗ either, then E(P ∗, S∗P ∗) = E(P̄ , S ∗̄
P
). If, on the other hand, S̄1 is assigned

to one of the nodes of the optimal path, then its energy consumption is greater than

E(P̄ , S ∗̄
P
). Note that the energy consumption of S̄1 is less than or equal to E(P ∗, S∗P ∗),

which implies that E(P̄ , S ∗̄
P
) ≤ E(P ∗, S∗P ∗). By definition, this means that P̄ is the

optimal path. The proof is complete now on noting that any optimal path is θ-optimal

as well.

Case 2: S̄1 is assigned to a node of P̄ . In this case, if P̄ is not a θ-optimal path,

then:

E(P̄ , S ∗̄P ) > E(P ∗, S∗P ∗) + θ ⇒
[
E(P̄ , S ∗̄P )

]k
> [E(P ∗, S∗P ∗) + θ]k

(2.15)

Also, according to Lemma 2.1:

[E(P ∗, S∗P ∗) + θ]k ≥ n [E(P ∗, S∗P ∗)]
k (2.16)

From the definition of path cost and max-min energy consumption and on noting that
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there are at most n sensors in any feasible path, it results that:

C(P̄ ) ≥ [
E(P̄ , S ∗̄P )

]k
(2.17)

n [E(P ∗, S∗P ∗)]
k ≥ C(P ∗) (2.18)

Relations (2.15), (2.16), (2.17) and (2.18) yield:

C(P̄ ) > C(P ∗) (2.19)

On the other hand, from Theorem 2.1:

C(P ∗) ≥ W (P ∗) (2.20)

Also, since P̄ is a good path, according to Theorem 2.2:

C(P̄ ) = W (P̄ ) (2.21)

From (2.19), (2.20) and (2.21), it is concluded that W (P̄ ) > W (P ∗), which is in contra-

diction with the fact that P̄ is the shortest path. Therefore, P̄ is a θ-optimal path.

Corollary 2.1. Choose k > ln(n)
ln(1+θ)

; if the shortest path P̄ is a perfect path, then it is

θ-optimal too.
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Proof. The proof follows immediately Theorem 2.3 and on noting that any perfect path

is a good path as well.

2.4 Simulation Results

Consider 20 identical sensors which are randomly deployed in a field of size 30m × 30m.

A target is moving in the field, and the sensors are to track it and route its information

to the destination point which is assumed to be in the origin. Suppose all sensors

have communication and sensing ranges of 10m and 3m, respectively. Communication

and sensing energies are assumed to be ωc(Pi, Pj) = μ[d(Pi, Pj)]
λ and ωs(PT , Pj) =

ζ[d(PT , Pj)]
γ, respectively, where d(Pi, Pj) is the Euclidean distance between the points

Pi and Pj, as noted before. It is also assumed that the required energy for a sensor to

travel from a point Pi to another point Pj is equal to βd(Pi, Pj) where d(Pi, Pj) is the

smallest distance the sensor has to move to reach Pj from Pi. It is important to note

that in case of the presence of obstacles, d(Pi, Pj) is not necessarily simply the euclidean

distance. In addition, θ is considered to be 0.15 which yields k > 21.43.

The following values are used for system parameters in the simulations: μ = 10−3,

ζ = 10−3, β = 7.54, λ = 2 and γ = 2. It is also assumed that the target moves based on

a Markov movement in random integer steps in the interval [−1, 1] along both horizontal

and vertical axes. The field is divided to a grid of size 30×30. The algorithm determines

the route and the new candidate locations for the sensors in discrete time instants. The
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Figure 2.8: Snapshots of the network utilizing the proposed technique for 20 sensors in three
different iterations.

time interval between these instants is chosen based on the target’s speed. Simulation

is performed for two scenarios.

Definition 2.10. Network lifetime is defined as the time in which the first sensor among

all the sensors depletes its energy completely. There are different definitions for network

lifetime in the literature, however, this definition is used widely ( [24], [25], [26]), and it

is used in this work as well.

Scenario 1:

In this case there are no obstacles in the field. Fig. 2.8 demonstrates the route and

the candidate locations of the sensors for three different time instants. In each step, the

location of the target and sensors as well as the shortest path in the constructed energy

consumption digraph are depicted. The current location of the sensors are shown by

asterisks, while their calculated candidate locations to move to are depicted by small
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circles. The location of the target is shown by a square, and the shortest path is shown

by blue segments. Furthermore, green lines show the movement of the sensors from their

current locations to the candidate points in case they need to move. Note that under the

proposed algorithm, nearest sensors to the path nodes in the sense of Euclidean distance

are not necessarily assigned to them (see Fig. 2.8(a),(c)). Also, it can be seen in the

figure that, sometimes, the algorithm may choose a communication route that is longer

than other possible routes, however, this is due to the fact that the algorithm tries to

make use of the sensors which have more residual energy.

Remark 2.3. Simulation results show that for different network setups with different

number of sensors and specification, in most of the cases the shortest path in the proposed

algorithm is either a good path or a perfect path, which according to Theorem 2.3 is

θ-optimal as well.

To prove the effectiveness of the proposed technique, it must be compared with a

similar algorithm for tracking and monitoring which takes all major sources of energy de-

pletion into account. In [1], such a comprehensive algorithm is proposed which considers

movement, communication and sensing as the most important energy consuming factors

for minimizing the overall energy consumption of a sensor network. This algorithm is

applied to the above setup, and the result is compared with the proposed technique. As

Fig. 2.9 illustrates, the proposed algorithm outperforms the algorithm in [1], where the

former keeps the network alive for 459 iterations and the latter keeps it alive for 1450
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iterations. Also, one can observe that since in the proposed algorithm, a sensor with

more energy is more likely to take part in transmitting the information, the energies

of all the sensors are very close to each other during depletion. This means that the

algorithm uses the energy from all the sensors. This result is, indeed, expected since in

the former algorithm, the residual energy of the sensors is not an effective parameter

in making the decision for the information route. Moreover, the tracking sensor in the

former algorithm can be a specific sensor for many iterations, especially when the target

is moving slowly. While in our proposed technique, the sensing sensor changes in case a

sensor depletes large amount of energy for tracking the target.
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Figure 2.9: Energy of the sensors during network lifetime: (a) tracking algorithm from [1]; (b)
proposed algorithm.

Scenario 2:

In the second scenario, the above mentioned field is used for simulation while

two solid obstacles are considered to be in the field. The chosen route and sensors
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for information transmission are shown in Fig. 2.10 for three different snapshots of the

network.

0 5 10 15 20 25 30
0

5

10

15

20

25

30

(a)
0 5 10 15 20 25 30

0

5

10

15

20

25

30

(b)
0 5 10 15 20 25 30

0

5

10

15

20

25

30

(c)

Figure 2.10: Snapshots of the network configuration obtained by the proposed technique for 20
sensors in three different steps.

To assess the performance of the proposed technique in presence of obstacles, it

will be compared to the algorithm developed in [74] for minimizing the overall energy

consumption of a sensor network. Fig. 2.11 (a) depicts the remaining energy of sensors

v.s. iteration number under the algorithm given in [1], while Fig. 2.11 (b) provides

analogous results using the proposed algorithm. These figures show that utilizing the

algorithm introduced in this work the lifetime of the network increases by 69%. They

also show that the consumption of energy in different nodes is more balanced under the

proposed algorithm, which further demonstrates the efficiency of the method.

Remark 2.4. It is important to note that if the target is moving smoothly in the field,

then under the technique proposed in [1] the tracking sensor does not change frequently,
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Figure 2.11: Energy of the sensors during network lifetime in presence of obstacles: (a) tracking
algorithm from [1]; (b) proposed algorithm.

as it continues to be the nearest sensor to the target. As a result, the energy of the

tracking sensor in [1] is depleted fast. However, since in the method proposed here, the

EC-nearest sensor to the target is defined based on the residual energy of the sensors, the

tracking sensor can be changed appropriately. This prevents each sensor from quickly

depleting its energy.

2.5 Summary

In this chapter, an extension of the conventional Voronoi diagram is presented which

proves useful in designing the proposed technique. This extended Voronoi diagram is

based on the residual energy of the sensors which makes it a useful tool for partitioning

the field based on the general idea of reducing energy consumption of the sensors with
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small residual energy. Then, a novel technique was proposed in this chapter to prolong

the lifetime of a mobile sensor network that is monitoring a moving target in a field

with potential obstacles. Energy consumption of the network is mainly due to sensing,

communication, and movement of the sensors. A digraph is constructed by transforming

the field to a grid and using the grid nodes as vertices. As the main contribution of this

work, the edges of the digraph are weighted with respect to the remaining energy of

the sensors. Using this digraph, the lifetime maximization problem can be transformed

into a shortest path problem. Detailed simulations demonstrate the effectiveness of the

proposed strategy in finding best relocation pattern for the mobile sensors, as well as

the best route to transfer the target information.
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Chapter 3

Movement Planning with Respect

to Battery Model for Lifetime

Optimization in Mobile Sensor

Networks

In this chapter, an efficient energy management and movement planning technique is

proposed. It is assumed that the dominant source of energy consumption in the sensor is

movement. The proposed method exploits both battery characteristics and mobile sen-

sor’s actuator energy consumption properties to find the optimal movement plan. The

KBM model is used for the battery, and the mobile sensor is assumed to be actuated

44



using DC micro-motors. Using the energy dynamics of the battery and the practical

constraints on the velocities, accelerations, time and distance, the network lifetime max-

imization is formulated as a nonlinear programming problem whose solution provides

the optimal movement plan for the sensor. The planned movement, then, can be used

in case a sensor needs to change location based on the proposed algorithm from the

previous chapter.

3.1 Problem Statement

Let the battery power consumption be modeled as two interconnected wells representing

two sources of energy as shown in Fig. 3.1. This model is called kinetic battery model

(KBM) [64], and the two sources of energy are called available charge (A-well) and

bound charge (B-well). As it can be seen from the figure, the content of the A-well

is directly available to the load. The B-well energy, on the other hand, is available

indirectly through its interconnection to the A-well. This model takes two significant

effects into account: (i) The heavier the load on a battery, the shorter its lifetime. This

effect is known as rate capacity effect, and means that by taking higher current from

the battery until it is dead, higher portion of its energy (corresponding to the B-well)

will remain unused. (ii) Another important fact about this model is the recovery effect.

The battery can replenish itself to some degree when it is not being used (through the

interconnection between two wells, hence flow of energy from the B-well to A-well). This
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recovery process can prolong the lifetime of the mobile sensor.

The energy of a mobile sensor is depleted in different ways. Major sources of

energy consumption in mobile sensors are movement, communication and sensing. How-

ever, energy consumption due to movement dominates the other two. Therefore, a

proper moving strategy for the sensors can play an important role in improving network

lifetime. Assume that a mobile sensor is required to move a certain distance within a

limited time. According to the KBM, it may be desirable that the sensor stops once or

more to replenish itself before reaching its destination so that the energy of the B-well

transfers to the A-well. To this end, one can divide the sensor travel time interval to

a number of sub-intervals for the sensors to move and stop over two consecutive sub-

intervals. The sub-intervals can be obtained by introducing a proper objective function

for energy consumption, and solving the corresponding optimization problem. In prac-

tice, one should take the limitations on sensor acceleration/deceleration and velocity

into consideration, which leads to a constrained optimization problem. The mechanical

characteristics of the motor also needs to be incorporated in the energy consumption

model.

3.2 Proposed Strategy

Consider a DC-motor-powered sensor connected to a battery, and let the two-well model

described in the previous section be used to represent the battery. Let the available
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Figure 3.1: The two-well battery model

charge well and the bound charge well energy content in the KBM be represented by

EA and EB, respectively. Also, denote the total energy capacity of the battery by ET .

Initially, it is assumed that, the two wells are in equilibrium (with the same height),

and that their contents are EA(0) = cET and EB(0) = (1− c)ET , where c is a constant

coefficient which depends on the battery specifications. The interconnection between

the two wells in Fig. 3.1 is represented by the conductance k, which controls the energy

flow rate from the B-well to A-well. The flow rate also depends on the height difference

between the two wells. Denote the heights of the A and B-wells at time t by hA(t) =
EA(t)

c

and hB(t) =
EB(t)
(1−c) . The following differential equations describe the energy flow dynamics

of the battery [64]:

dEA(t)

dt
= −P (t) + k

[
EB(t)

(1− c)
− EA(t)

c

]
dEB(t)

dt
= −k

[
EB(t)

(1− c)
− EA(t)

c

] (3.1)
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with the initial conditions:

EA(0) = cET

EB(0) = (1− c)ET

where P (t) is the power delivered to the load. A battery is said to be dead when the

charge in the A-well reaches zero, i.e. EA(t) = 0.

Mobile sensors are typically powered by electromechanical motors. DC micro-

motors, for instance, are the most commonly used actuators. The voltage of the armature

of a DC motor obeys the following equation:

V (t) = RaI(t) +Keω(t) (3.2)

where Ra and I(.) represent the armature resistance and current, respectively. Also, Ke

is the back electromotive force (emf) coefficient, and ω(t) is the angular velocity of the

rotor. In addition, it is known that:

I(t) =
1

KT

[
J
dω(t)

dt
+ TL +Dω(t)

]
(3.3)

where KT is a constant coefficient relating the torque to armature current. Also, J is

the combined inertia of the rotor and the load, and TL is the resistive torque of the load.

The coefficient D is the viscose damping parameter, which also generates a resistive
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torque for the motor.

The power P (t) delivered to the load is an implicit function of the motor pa-

rameters, acceleration and velocity. The differential equations (3.1) can be solved in

closed form over each sub-interval described in the previous section. In a movement

sub-interval the sensor is assumed to accelerate to the velocity v for time ta, move with

constant velocity v for time tc, and decelerate to velocity 0 for time td. Let the solutions

to (3.1) be represented by:

EA(ta + tc + td) = fA(ta, tc, td, v, EA,0, EB,0)

EB(ta + tc + td) = fB(ta, tc, td, v, EA,0, EB,0)

(3.4)

where EA,0 and EB,0 are the contents of the A and B-wells at the beginning of the

movement period, respectively. Similarly, when the sensor stops for a sub-interval of

length tr and hence the battery is not used in this period, let the solutions to (3.1) be

represented by:

EA(tr) = gA(tr, EA,0, EB,0)

EB(tr) = gB(tr, EA,0, EB,0)

(3.5)

Now, consider a mobile sensor moving on wheels powered by a DC motor, and
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Figure 3.2: A sample movement/replenishing period in a planned sensor movement.

assume that this sensor is to move the distance L in a limited time T . Assume also that

the sensor stops n times as it moves to the target location. As discussed earlier, the

sensor accelerates for time ta,1 with a constant acceleration aa,1. Then it moves with

a constant velocity v1 for time tc,1, and finally it decelerates to zero velocity for time

td,1 with a constant deceleration ad,1. The total moving time will hereafter be called

movement period. The sensor stops for time tr,1, referred to as replenishing period. This

sequence of movement/replenishing periods is repeated n times until the sensor reaches

its destination.

The accelerations in the above-mentioned movement periods will be denoted by

aa,1, aa,2, . . . , aa,n, with the corresponding times ta,1, ta,2, . . . , ta,n. Also, the decelerations

in the movement periods will be denoted by ad,1, ad,2, . . . , ad,n, with the corresponding

times td,1, td,2, . . . , td,n. Furthermore, the constant (non-zero) velocity times are repre-

sented by tc,1, tc,2, . . . , tc,n, with the corresponding velocities v1, v2, . . . , vn, and the re-

plenishing time intervals are denoted by tr,1, tr,2, . . . , tr,n. These parameters are shown

for a sample movement period and the subsequent replenishing period in Fig. 3.2.
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As the sensor moves, the energy contents of the two wells evolve by time as de-

scribed by (3.1). Let the energy contents of the A-well and B-well at the end of each

movement be denoted by EAm,i and EBm,i, respectively, for i = 1, 2, . . . , n. Denote also,

the energy of the A-well and B-well at the end of a replenishing period by EAr,i and

EBr,i, respectively.

Definition 3.1. The energy difference between the A-well and B-well after the sensor

moves to its desired location will be referred to as unavailable energy.

Definition 3.2. In this chapter, the total energy consumption of the motor in the time

interval [0, τ ] is represented by:

G(τ) =

∫ τ

0

P (t) dt

It is important to note that the unavailable energy results from the difference be-

tween the heights of the energy wells A and B. On the other hand, according to (3.1),

when the two wells’ energy contents are balanced, the maximum possible energy is avail-

able in the A-well to be provided to the load. Thus, it is desirable to keep the difference

between the heights of the two energy wells as small as possible for efficient resource

management. Furthermore, it is desired to minimize the energy consumption of the

motor in order to prolong the battery lifetime. To this end, the following nonlinear

programming problem is introduced:

51



minimize: λ1G(T ) + λ2

(
EBr,n

(1− c)
− EAr,n

c

)
(3.6a)

s.t.

ta,i, tc,i, td,i, tr,i ≥ 0, i = 1, 2, . . . , n (3.6b)

0 ≤ vi ≤ vmax (3.6c)

|aa,i| , |ad,i| ≤ amax (3.6d)

EAm,i, EBm,i, EAr,i, EBr,i ≥ 0 (3.6e)

EAr,n ≥ ε (3.6f)

n∑
j=1

(ta,j + tc,j + td,j + tr,j) = T (3.6g)

aa,i =
vi
ta,i

, ad,i = − vi
td,i

(3.6h)

n∑
j=1

vjtc,j +
1

2

n∑
j=1

vj(ta,j + td,j) = L (3.6i)
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EAm,i = fA(ta,i, tc,i, td,i, vi, EAr,(i−1), EBr,(i−1))

EBm,i = fB(ta,i, tc,i, td,i, vi, EAr,(i−1), EBr,(i−1))

EAr,i = gA(tr,i, EAm,i, EBm,i)

EBr,i = gA(tr,i, EAm,i, EBm,i)

(3.6j)

where amax and vmax denote the maximum acceleration and velocity of the sensors. The

objective function (3.6a) is introduced to address the above-mentioned desired proper-

ties for the motion plan, i.e. minimizing the energy consumption and maximizing the

immediate available energy. The weighting parameters λ1 and λ2 are constant numbers

which are chosen properly to specify the relative importance of energy consumption vs.

immediate availability of energy.

In addition to the difference between the heights of the two energy wells, the final

energy of the A-well is important as it is the energy available to the load in the next

move. This condition is given by the relation (3.6f), where ε is a proper constant. The

constrained optimization is, in fact, a nonlinear programming problem, which can be

solved numerically for any given n, using existing techniques such as gradient-based

and interior-point methods [75]. This results in the optimal velocity profile and the

corresponding times.

Remark 3.1. It is worth mentioning that n can also be considered as a variable in the

above problem, in which case it is transformed to a mixed integer programming which
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is highly complex.

3.3 Simulation Results

In this section, the proposed motion planning technique is utilized to improve the lifetime

of the sensor battery. Consider a sensor powered by DC micro-motors, and assume that

it is to move a distance L in time T . Let the numerical values of the motor parameters

be Ra = 22, Ke = 6.5 × 10−3, KT = 6.6 × 10−3, J = 1.08 × 10−7, TL = 1.1 × 10−3 and

D = 2 × 10−6. Let also the maximum velocity and acceleration that can be provided

by the motor for the motion of the sensor be 1.2m
s
and 6.4m

s2
, respectively. Moreover,

assume that the sensor battery parameters be c = 0.625, k = 4.5 × 10−5. Note that

these parameters can be obtained by experiments.

Using the above setup, the efficiency of the proposed technique is demonstrated in

two examples.

Examlpe 1: In this example, the mobile sensor is required to move 800m in

5000s. Choose λ1 = 102, λ2 = 1 and ε = 0, and assume the total energy of the

battery is ET = 8.64 × 104J. Fig. 3.3 shows the movement profile for n = 2. As

expected, the battery is replenished while the sensor does not move. Solving the resultant

nonlinear programming problem, the optimal values ta = [10, 7.088]s, tc = [2366, 129]s,

td = [0.048, 0.082]s, tr = [2028, 460]s, aa = [38.5, 92.3]m
s2

and ad = [−8000,−8000]m
s2

are obtained. Fig. 3.4 provides the energy profile of the sensor movement. As it can
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Figure 3.3: Movement profile of sensor in Example 1 for n = 2.
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Figure 3.4: Energy profile of sensor in Example 1 for n = 2.

be observed from the figure, part of the lost energy of the A-well is recovered in the

replenishing period.

Examlpe 2: In this example, the effectiveness of the proposed technique in im-

proving the lifetime of the mobile sensor is investigated. In this example, it is assumed

that a mobile sensor is deployed for target tracking (see e.g. [1], [76]). The distance L is

a uniformly distributed random value in the interval [0, 100]m, and T = 600s. Also, the

parameters of the battery are c = 0.625, k = 4.5× 10−5 and ET = 6.912× 105.
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To prove the effectiveness of the proposed motion planning algorithm, it is com-

pared with a simple motion pattern where the sensor travels distance L with a constant

speed of L
T
. The results are depicted in Figs. 3.5 and 3.6, which demonstrate signifi-

cant improvement in the battery lifetime using the method presented in this work. The

blue and green curves in these figures provide the energies of the A-well and B-well, re-

spectively. This shows that under the proposed technique, a good portion of consumed

energy is provided by the B-well, which is not directly available to the load.
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Figure 3.5: Energy profile of the sensor without movement planning in Example 2.

3.4 Summary

An efficient sensor motion planning algorithm utilizing characteristics of the sensor bat-

tery has been proposed in this chapter. The algorithm is the solution to a nonlinear

optimization problem that is formulated by using an appropriate battery model. The

strategy assumes that each sensor moves a predetermined distance in a limited time,
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Figure 3.6: Energy profile of the sensor with movement planning in Example 2.

and the movement pattern consists of a sequence of motion-rest periods. Simulation

results indicate the effectiveness of the proposed algorithm in prolonging the lifetime

of the network. If the mobile sensors have energy harvesting capabilities, the proposed

technique can be easily extended to accommodate the harvested energy in addition to

the limited battery power.
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Chapter 4

Conclusions and Future Work

4.1 Conclusions

The problem of lifetime maximization in a target-tracking mobile sensor network (MSN)

in the presence of fixed obstacles was studied in this work. It was assumed that the

target moves randomly in the field, and that a link is required to exist at all times

from the target to destination node, where network data is collected and processed.

First, the energy-based Voronoi diagram was defined based on the residual energy of

the sensors, and using the idea behind the conventional Voronoi partitioning. The

field was then divided into a grid and mapped into a graph with the grid nodes as its

vertices. It was assumed also that the sensors and the target could only reside on the

grid nodes. Note that this is a realistic assumption for the case when the size of the
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grid cells is sufficiently small compared to that of the Voronoi regions. Proper weights

were subsequently assigned to the edges of the graph based on the three dominant

sources of energy consumption: communication, sensing and movement. The problem

of finding a desirable route and selecting proper locations for the sensors in order to

achieve an energy-efficient tracking was translated into the well-known shortest path

problem. It was shown that under certain conditions the resulting shortest path is a

“close” approximation of the optimal path which maximizes the network lifetime. The

efficacy of the developed results were verified by simulation.

It follows from the definition of network lifetime that minimizing the energy con-

sumption of individual sensors has a direct impact on the durability of the network.

Taking the characteristics of the battery and motor (the latter being the actuator mov-

ing the sensor) into consideration, a strategy was developed in this work to minimize

the energy consumption of each sensor (note that typically energy consumption due to

sensor movement is much more than that due to communication and sensing). Using

proper models for the battery and motor, the problem was formulated as a nonlinear

optimization problem and solved subsequently to obtain the desired velocity profile for

each sensor.
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4.2 Suggestions for Future Work

The present work provides a framework for further analysis of lifetime in an MSN,

and development of efficient strategies to address the problem. Given the flexibility and

scalability of the proposed techniques, one can use more accurate models for battery and

motor to obtain more effective strategies. The impact of obstacles on the communication

and sensing capabilities of each sensor would also be an important direction for future

research, because the resultant distortions in communication and sensing can have a

negative impact on the performance of any lifetime maximizing strategy. Moreover, in

some applications the obstacles are not fixed. Extending the results of this thesis to the

case of moving obstacles would be very important in such applications.

The presented work provides a framework for further investigation of lifetime in

MSNs. Flexibility, scalability, and comprehensiveness of the proposed technique in terms

of taking all major energy consumption sources into account facilitates its utilization for

improving the lifetime in wide variety of MSNs. However, as few simplifying assumptions

regarding the communication of each sensor and the impact of obstacles on this coverage

were made, the efficiency of the proposed technique needs to be further investigated with

practical implementation of this algorithm. The effect of obstacles on communication

and sensing signal attenuation can be investigated more thoroughly. Also, adaptive

sensing and communication range for each sensor with regard to its remaining energy is

a significant step to prolong the network lifetime which is considered as a future work,
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and eventually, energy harvesting techniques (e.g. solar cells) can be exploited in mobile

sensors which their effect on optimal velocity profile must be studied carefully.
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