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ABSTRACT

A Performance Modeling of WiMedia UWB MAC

Chunxiao Ma

The WiMedia Ultra-Wide Band (UWB) specifications include Multi-band
Orthogonal Frequency Division Multiplexing (OFDM) physical layer and distributed
Medium Access Control {(MAC) layer. Physical layer offers a range of coded data rates
frdm 53.3 Mb/s to 480M15/s. WiMedia MAC consists of Beacon period (BP), Distributed
Reservation Protocol (DRP) and Prioritized Contention Access (PCA). DRP allows
access to the medium through reservation, while PCA provides access to the bandwidth
not utilized by DRP through contention. In this thesis, we present an integrated
performance analysis of DRP and PCA schemes which includes the multi-rate
transmission at the physical layer. We assume that DRP traffic consists of several classes
of calls énd we use a call blocking model to determine the performance of DRP scheme
-in terms of call blocking probabilities and bandwidth utilization of the system. Then we
assume PCA traffic with multi-priority levels. We determine the throughput and mean
total delay for PCA traffic in the presence of DRP traffic under the non-saturation
condition. The numerical resuits show that under heavy traffic throughput of low priority

traffic drops and its delay increases sharply.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

During the past few decades, the electronic devices have been extensively
adopted in the home applications and office facility. With the development of the
electronic industry, providing high data rate network access with the Quality of Service
(QoS) became a challenge. The traditional solution has been the Ethernet, where devices
are connected with the network by cables. However, as more portable terminals such as
notebook computers, personal digital assistants (PDAs) and mobile phones became part
of the daily life; wireless networks on account of flexibility are preferred instead of the
wired networks. The short-range wireless technology enable devices move around freely
in a local coverage area without piles of cables and keep providing connectivity to the
network. It also has the characteristics of low expense and ease of installation. Therefore,
the short-range wireless technologies have a huge potential on personal and business
networks and it has received an enormous research attenﬁon in recent years. The subject

of this thesis is the performance of short-range wireless technologies.

Generally, the short-range wireless networks can be classified into two kinds:
wireless local area networks (WLANs) and the wireless personal arca networks
(WPANSs). The WLAN permits indoor communication within the range of 46 meters and

outdoor communication within 92 meters, the main standards of which are developed by

1



Institute of Flectrical and Electronics Engineers (IEEE) 802.11 working group. On the
other hand, WPAN, also known as indoor networks, has a range of 10 meters, whose
standards are developed by IEEE 802.15 working group. Several types of WPAN
technologies have achieved success in the market, such as Zigbee based on IEEE
802.15.4 for low rate WPANSs [1], Bluetooth based on IEEE 802.15.1 standard for high
rate WPANSs [2] and Ultra-Wide Band (UWRB) based on the ECMA-368 and ECMA-369
standards proposed by WiMedia Alliance [3][4]. UWB is a new generation of WPAN
technology and is a good choice both for low and high rate WPANs, due to its low

transmission power and low interference features.

Ul_tra—wideband transmission 18 a short-range wireless communication
technology that transmits short pulses over a large bandwidth. To avoid interference to
existing radio services, different standards and restrictions was established by the Federal
Communications Commission (FCC) for three types of UWB devices: the imaging
systems, vehicular radar systems, and communications and measurement systems. In
2002, FCC authorized the unlicensed use of UWB system in the frequency range from
3.1 to 10.6 GHz. The UWB was defined by FCC as the wireless transmission system
whose instantaneous width is greater than 20% of the center frequency or fractional
bandwidth is greater than 500MHz [5]. The FCC Equivalent Isotropically Radiated Power
(EIRP) emission of UWB devices is lower than the -41.3 dBm/MHz level. The spectrum
mésk of the UWB signal is shown in Figure 1.1. There are- two proposals for the
implementation of the UWB system under the restﬁctions of FCC. One is the pulse-based
approach, which transmits pulses during extremely short durations over a rich frequency

spectrum. The other one is multiband-orthogonal frequency-division multiplexing (MB-
2



OFDM)-based approach, which transmits data simultaneously using multiple-carriers and
OFDM fashion [6]. After several years’ of discussion, the former approach was finally
added into IEEE 802.15.4a standard finally;, MB-OFDM UWB, supported by the
WiMedia Alliance, is published as ECMA-368 and 369 standards [3][4]. In March 2007,
WiMedia UWB Common Radio Platform was approved for release as an ISO/IEC

International Standard, which was the first UWB international standard.
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Figure 1.1 FCC spectral mask for indoor commercial system [5]



1.2 Short-range Wireless Technologies

As the development of the short-range wireless technologies continues, WPAN
has been gaining much attention due to its high throughput and low power consumption
features. While the WLAN works in the indoor raﬁge of about 46 meters, WPAN
typically works for the range under 10 meters. In this section, we will briefly introduce

the main technologies for the short-range wireless networks.

1.2.1 WiFi

WiFi is a typical WLAN technology that is based on the IEEE802.11 standard.
Willi devices have been widel-y used in personal applications, such as PC, mobile phones,
video game consoles and PDAs, enabling them to connect with the Internet without
unsightly cables. WiFi-technolo_gy also works well for the business, such as the devices in

corporations and campuses due to its ease of deployment and mobility [7].

Several specifications of 802.11 standards have been proposed by TEEE for
WLAN technology, each of which is identified by a lower case letter following 802.11
such as 802.11a. To date, there are four primary specifications a{failable, defined by a set
of characteristics that relate to unlicensed frequency band and performance, which are

briefly described below,



. 802.11a
802.11a works in the 5GHz frequency band, and provides up to 54Mbps PHY
transmission rate. It uses an orthogonal frequency division multiplexing (OFDM)

modulation scheme.

. 802.11b
802.11b provides up to 11 Mbps transmission rate in the 2.4 GHz band. 802.11b

uses direct sequence spread spectrum (DSSS) scheme.

. 802.11¢g
802.11g also works in the 2.4 GHz band, but uses OFDM modulation scheme as

in 802.11a and it supports up to 54 Mbps PHY transmission rae.

. 802.11e
802.11e is an enhancement o 802.11a and 802.11b which adds Quality of
Service (QoS) support. It uses enhanced distributed chammel access (EDCA)

mechanism to control channel access.
Next, we briefly explain some of the concepts mentioned in the above.

DSSS used in 802.11b is a modulation technique that dispefses the information
signal over the wider bandwidth in the frequency band of the device. At the transmitter
side, each data bit is modulated by a psendo-noise (PN) binary code sequence called
chips. These chips have much higher bit rate than data signals. The structure of each chip
is known by both transmitter and receiver. Thus, the receiver can reconstruct the
information signal by multiplexing the same PN sequence with the received signal. The

5



inherent redundancy of the chip enables the receiver to check and correct the error that

occurs during the transmission and thereby reduce the effects of noise.

Different from DSSS, OFDM modulation scheme distributes data over a large
number of sub-carriers, each of which owns a unique frequency which distinguishes them
from each other. These sub-carriers are designed to be orthogonal to each other, so that
the interference between the sub-channels is very little. In addition, since the high speed
data is divided into the sub-channels with lower rates, OFDM has resistance to Inter

Symbol Interference (ISI) and fading caused by multipath propagation.

EDCA is a distributed access mechanism defined by 802.11¢, which classifies
the traffic into multiple priority classes and provides QoS support to multimedia
applications. These priority classes are differentiated by the Transmission Opportunity
(TXOP), the minimum and maximum contention window size and the Arbitration
Interframe Space (AIFS). The traffic of higher priority classes have to wait less before

they are transmitted so that they have higher opportunity to access the channel.

Although WiFi has become the most prominent WLAN technology, it still has
many limitations. Today, most of WLAN products support 802.11b and 802.11 g
standards, both of which operates in 2.4 GHz Industrial, Scientific and Medical (ISM)
frequency band. However, many applications use this frequency band, such as microwave
ovens and the Bluetooth technology, as a result WiFi devices experience interference and
oversubscription issues which cause latency and jitter. Furthermore, though the maximum
raw data rate of 802.11 standards is 54 Mbps, the data rate that can be achieved in

application layer is fess than half of the raw data rate due to the high overhead in PHY

6



and MAC layers. The power requirement and energy consumption are also the issues
Vneed to be faced. In addition, the 802.11 standard is mainly based on CSMA/CA
mechanism, so devices need to contend for the channel access, which may cause long
waiting times before the data can be sent. Thus, WiFi is not a good choice for the real-
time applications such as high quality video stream. A new generation of 802.11 named
802.11n was just released in October 2009. Since it has yet not been widely used, we do

not discuss it in this thesis.
1.2.2 Bluetooth

Bluetooth is a protocol desigﬁed for WPAN based on 802.15.1 standard, which
is used within a short transmission 'range and has low power conéumption. This
technology allows wireless devices such as mobile phones, PC input and output devices
and game consoles to interconnect with each other over a range of up to 10 meters.
Bluetooth has a lower data rate than Wik, so that it has lower power requirement.
However, Bluetooth encounters the same issue as WiFi since it also uses 2.4 GHz ISM
band; it is easily affected by the interference from other devices operating in the same
frequency band. Besides, the low data rate and short communication range are also the

matin drawbacks of the Bluetooth.



1.2.3 Zigbee

Zigbee is a specification for WPAN based on IEEE 802.15.4 standard, which
defines low-power, low-cost networks for supporting communications within _
approximately 10 meters of distance. Zigbee technology also operates at 2.4 GHz ISM
band and it has 16 channels with 5MIiz bandwidth per channel. The radio uses DSSS
modulation technique supporting 250 kbps raw data rate. The features of Zigbee are low
cost and low power consumption, with the latter leading to long battery life. The main
limitation of Zigbee is its low data rate. As a result, this technology is mainly used in
wireless control and monitoring applications, such as home awareness, hospital care and

access control in a commercial building.

1.24 UWB

Compared to other three short-range wireless technologies mentioned above,
UWRB is the best choice for high speed communications in WPAN due to its high PHY
transmission rate and many other uhique features. UWB uses an extremely wide
frequency band (more than 7 GHz) to transmit data, which achieves hig;her transmission
rates than other short range technologies. A number of sub-bands are defined m WiMedia
UWB each with 500 MHz bandwidth; a device can transmit the data by interleaving the

signals across these sub-bands and attain the low power consumption. In addition, UWB



works on the new legalized 3.1 GHz to 10.6 GHy spectrum, so it can get rid of the

mterference of the narrow-band devices nearby.

UWB standard specifies Physical layer (PHY) and Medium Access Control
layer (MAC) protocols. WiMedia PHY uses muiti-band orthogonal frequency division
modulation (MB-OFDM) modulation method, so it maintains all the advantages of
OFDM such as resiliency to inter-frame interference and multipath effects. It provides
PHY data rates from 53.3 Mbps to 480 Mbps, which enable communications among
multiple devices using different transmission rates. In UWB MAC, two access protocols
are defined: distributed reservation protocol (DRP) and prioritized contention access
(PCA) protocol. The former protocol is to provide Quality of Service to devices through
channel reservation for exclusive transmission, while PCA is used for isochronous and
asynchronous data transfer without reservation. Thus, UWB is more flexible than other

technologies and it especially provides QoS required in real-time communications,

The objective of this thesis is to study the performance of WiMedia UWB MAC
protocol. We present an integrated performance analysis of DRP and PCA protocol,
which allows multiple physical transmission rates. We assume that several classes of
' calls reserve the channel by using DRP protocol and multiple priority levels of packets
access the channel following PCA protocol. We present the call blocking probabilities for
DRP traffic, the throughput and mean packet delay for PCA traffic under the non-
saturation condition. Furthermore, we study effects 'of varying the call arrival rates and

packet arrival rates and investigate its mmpact on the performance of PCA traffic.



CHAPTER 2

WIMEDIA UWB

In this chapter, we first introduce the UWB standard defined by WiMedia
Alliance. Then, PHY and MAC layers of this standard are described in detail. We briefly
review the previous work relevant to UWR MAC. Finally, the major contributions of the

thesis are explained and the thesis organization is provided at the end of the chapter.

2.1  WiMedia UWRB Standard Overview

The standard of WiMedia UWRB specifies a distributed MAC sublayer and a
PHY layer for UWB communications. WiMedia PHY utilizes an extremely wide
frequency band and can support multiple data rates up to 480 Mbps. MB-OFDM scheme
is adopted by UWB PHY to transmit information, which provides high spectra} flexibility
and resiliency to RF interference and multi-path effects [8]. In addition to the key
features of PHY, the WiMedia MAC layer also has some remarkable characteristics.
There are two kinds of MAC protocols defined for different services. One is distributed
reservation protocol (DRP), which can be used to reserve bandwidth for periodic data

transmission. The other one is prioritized contention access (PCA) protocol, which is
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used to transmit bursts of data without reservations. Thus, the WiMedia MAC can

support different types of services by using these two protocols simuitaneously.
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Figure 2.1 Architectural reference model [3]

As illustrated in Figure 2.1, PHY and data link layers (DLL) are the lowest
layers of the OSI reference model and MAC layer is the sublayer of the data link layer,
PHY layer provides service to MAC sublayer through the PHY service access point
(PHY SAP) which will be described in the following section. On the other hand, the
MAC layer provides service to the MAC client in the higher layer by means of the MAC
service access point (MAC SAP}. The MAC protocol applies between MAC sublayer

peers at the source and destination nodes.
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22 WiMedia PHY

The WiMedia UWB PHY provides communications at multiple data rates in the
unlicensed spectrum from 3.1 to 10.6 GHz ISM radio band. The spectrum is divided into
14 different bands, each of which has the bandwidth of 528 MHz. These 14 bands are
grouped into six band groups. Band groups 1 to 4 are over the span of bands 1 to 12, with
three bands each; band group 5 consists bands 13 and 14; band group 6 consists bands 9,

10 and 11. Figure 2.2 shows the allocation of these six band groups and the center

frequency of each band.
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Figure 2.2 Diagra.m of the band group allocation [31

The WiMedia UWB defines two sub-layers within the PHY layer. One is
physical medium_ dependent (PMD) sublayer, which provides medium dependent
methods for stations to-transmit and receive data. The other one is physical Iayér

convergence protocol (PLCP) sublayer. The function of PLCP sublayer is to convert the
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PLCP service data units (PSDU) into the PLCP protocol data units (PPDU). Then, PMD

sublayer transmits and receives PPDU by using MB-OFDM scheme.
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Figure 2.3 Example realization of a transmitted signal using three bands [3]

The OFDM symbol is created from a waveform by using an Inverse Fast Fourier
Transform (IFFT) function. All OFDM symbols hav¢ the same length and are transmitted
at the raw data rate of 640 Mbps. Data is modulated onto the carriers of the OFDM
symbol and the frequency is changed between consequent symbols. Moreover, a zero-
padded suffix (ZPS) is appended to each OFDM symbol, which enables the avoidance of
the multi-path effects and provides a guard interval between the transmissions of different
symbols. The OFDM symbols can hop across three bands in a band group following a
predefined order. Figure 2.3 shows an example for the band group 1 which‘illustrates
how the mechanism works. In the figure, the first symbol is transmitted on a centre

frequency of 3 432 MHz, the second symbol changes its centre frequency to 3 960 MHz,

13



the third symbol changes its centre frequency to 4 488 MHz, then the fourth symbol

changes its centre frequency back to 3 432 MHz, and so on.

By applying different coding techniques, such as quadrature phase shift keying

(QPSK) and Dual Carrier Modulation (DCM), WiMedia PHY layer can provide

transmissions at data rates of 53.3, 80, 106.7, 160, 200, 320, 400 and 480Mb/s. Since the

signal to noise ratio (SNR) is affected by the distance between devices and the local

electromagnetic environment, devices can choose different data rates for information

transmission to satisfy their SNR requirements. The coverage ranges of data rates are

shown in Table 2.1. Long range communication will cause low transmission rate. The

biggest data rate can be achieved within 4 meters. Therefore, the wireless networks using

Multi-rate devices are more flexible.

Calculated coverage range (m)

Data rate (Mbps)

53.3 <18

80 <14
106.7 <13
160 <10
200 <9
320 <6
400 <5
480 <4

Table 2.1 The coverage ranges of different data rate [9]

PHY layer provides both single frame and burst mode transmissions. In

single frame

transmission, the frame timing is fully controlled by MAC sublayer. On the contrary, in
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the burst mode transmission only the first frame timing is controlled by MAC sublayer.
The timing for each of the remaining frames from the same device is provided by PHY
layer in the burst. PHY supplies information to the MAC sublayer regarding the frame
trantsmission mode, data rate, length of the frame payload, frame preamble and other

PHY-related parameters [5].

2.3  WiMedia MAC

The MAC layer is a sub layer of the Data Link Layer, which provides the
interface between logical link control (LLC) layer and PHY layer. Due to the
characteristics of UWB PHY layer, WiMedia MAC layer provides specific services for
the WiMedia PHY layer, such as synchronizaﬁon, power management, information
transmission, etc. The WiMedia MAC has a fully distributed architecture; hence there is
no device in the system that operates as a central controller. The MAC layer manages
access of users to the physical medium and supports both reservation and contention

based access to the medium.

2.3.1 Superframe Structure

In WiMedia MAC, the transmission time is organized into superframes with the

duration of 65535 ps. The superframe is composed of 256 Medium Access Slots (MASSs),
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each of which lasts 256 ps. The superframe structure is presented in Figure 2.4. Due to
different usages, a superframe is divided into two parts: Beacon Period (BP) and Data
Transmission Period (DTP). BP is used to reserve MASs, while the remaining MASs are
used by DTP to transmit user information. During the DTP, devices can access the
channel by using either contention-free Distributed Reservation Protocol (DRP) and/or

Prioritized Contention Access (PCA) mechanism.
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Figure 2.4 WiMedia MAC superframe structure [3]

232 Beacon Period

As stated earlier, there is no central controller in WiMedia MAC, so each device
needs to broadcast its presence and capability by using beacon frames. Devices broadcast
and receive beacons during beacon period (BP) to reserve the communication slots. BP
contains variable number of beacon slots (BS), which are located at the front end of each
superframe. The length of BP is based on the number of devices in the system, where the

first two beacon slots are always reserved as signaling slots. As Figure 2.5 illustrates,
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beacon slots are numbered starting from zero and cannot exceed the maximum index of
the beacon slot defined as mMaxBPLength-1. The duration of a beacon slot is 85 Hs, 80
each MAS contains three beacon slots. The inferval between the end of the last beacon

slot and the start of the next MAS will not be nsed.
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Figure 2.5 An example of BP structure

Before transmitting any frames, a device will scan for beacon period for at least
- one superframe. If there is no beacon period existing in the network, it will create a new
BP and send a beacon in the first beacon slot after the signaling slots. Otherwise, it will
choose a BS in the existing BP to transmit its beacon frames in order to exchange the
timing and control message with other devices for synchronization and coordinating

channel access.
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In WiMedia standard, logical groups are formed around each device to facilitate
contention free transmission, which are indicated by beacon groups. Any device with the
beacon that belongs to a device’s beacon group can be seen as the neighbor of this device.
A device protects its BP and its neighbor’s BP for exclusive use of the beacon protocol.
Otherwise, the beacon which does not belong to the beacon group of a device, called
alien beacon, may be protected by this device by announcing a reservation in its own

beacon frames.

2.3.3 Distributed Reservation Protocol

Distributed Reservation Protocol enables a device to reserve one or more MASs
to transmit isochronous traffic during the DTP, while the unreserved MASs in a
superframe can be used to transmit frames asynchronously according to the Prioritized
Contention Access (PCA) protocol. DRP guarantees the transmission by multiple devices,
cach of which has the exclusive access to the channel. All devices using DRP for
transmissions shall announce the utilization of MASs in the BP of each superframe by
sending DRP availability information element (IE) in the BP. The device that wants to
initiate a DRP connection will negotiate the reservation with all neighbours to find out
the available MASs, which are not necessary to be consecutive.

There are five reservation types specified by DRP IE, which are briefly
described below.

. Alien BP reservation
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MASs can be reserved to protect alien BPs. No frames other than beacons can be
transmitted during an alien BP reservation.

. Hard reservation
A device can reserve MASs for exclusive use of the reservation owner and target
by using hard reservation. No device other than reservation owner can initiate the

frame transactions during the reserved MASs.

. Soft reservation
By using a soft reservation, devices can access the medium with the PCA protocol.
The reservation owner can initiate a frame transaction at the beginning of each
reservation block with the hi ghest priority. The neighbours of the reservation owner
shall access the medium following PCA protocol while the devices other than the

reservation owner and its neighbours shall not access the medium,

. Private reservation
Like hard reservation, private reservation also provides the exclusive access to the
medium for the reservation owner and targets. But the access protocol and frame

exchange sequences are out of scope of the UWB standard [5];

. PCA reservation

In PCA reservation, any device may access the medium using PCA protocol.

2.3.4 Prioritized Contention Access
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PCA is a contention-based random access scheme, which uses prioritized
CSMA/CA mechanism for medium access. Since the WiMedia MAC is fully distributed,
each device needs to sense whether the channel is idle before transmitting, Backoff
algorithm is used by PCA protocol to avoid collisions, which is applied based on the
number of devices and the traffic priority. For the bursty traffic, PCA is an efficient way

to enable sharing of bandwidth by multiple devices.

WiMedia PCA protocol is similar to the EDCA mechanism defined in the IEEE
802.11e¢ draft standard, since both of them provide differential channel access by using
different traffic priorities. In PCA, four Access Categories (ACs) have been defined to
handle different types of traffic, such as background traffic, best effort traffic, vqice
transmission and video transmission. Different access parameters are assigned to
different ACs, which enable higher priority ACs have more opportﬁnity to access the

medium.

2.3.4.1 Frame Transaction

The PCA protocof provides differentiate, distributed contention access to the
wireless medium for frames waiting in a device for transmission. Since there is no central
controller in the system, the collision occurs when more than one device tries to access
the medium during the same slot. Thus, CSMA/CA mechanism is used by PCA to control

the access in order to reduce the collision probability. When collision happens, the device
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will perform a backoff procedure, the packet will be retransmitted after a random backoff
time.

A frame transaction contains a single frame, an Acknowledgement frame (ACK)
and an optional Request To Send / Clear To Send (RTS/CTS) frame. There are two
modes used in the frame transaction: the basic access mode and the RTS/CTS mode. In
basic access mode, cach device senses the channel first. If the channel is sensed idle, the
device waits for arbitration inter-frame space (AIF S) period and then starts the
transmission. Otherwise, the device waits for AIFS period after the channel becomes idle,
and then initiates the backoff procedure. In RTS/CTS access mode, before transmitting a
packet, the device sends a RTS frame to the receiver to acﬁuire the channel for
transmission. Once the receiver receives the RTS frame, it will send a CTS frame back to
the transmitter which indicates that the channel is available for their transmission. Then
packets can be exchanged between these two devices without the interruption of
neighbors. In this mode, the collisions may occur during the transmissions of RTS and
CTS frames. If a transmitter does not receive the expected CTS frame, it goes to the

backoff procedure.

2.3.4.2 Inter-frame Space

WiMedia PCA defines three types of Inter-frame Spaces (IFSs) depending on
the PHY layer, which are the minimum inter-frame space (MIFS), the short inter-frame
space (SIFS), and AIFS. The interval between the start of a frame with non-zero length

payload and the end of the previous frame cannot be less than MIFS: while the interval
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between the frame without payload and the end of the previous frame cannot be less than

SIFS.

. MIES
The Minimum Inter-Frame Space is the duration between frames in a burst,
which is related to the burst mode used in the PHY layer.

. SIFS
The Short Inter-Frame Space is the interval used to separate all frames during
the frame transmission.

*  AIFS

The Arbitration Inter-Frame Space is the interval that a device has to wait for
after the channel becomes idle. The device can obtain Transmission opportunity
(TXOP) or begin the backoff procedure after AIFS specified by differential AC.
The value of AIFS is calculated as follows,
AIFS[AC] = pSIFS + mAIFSN[AC] x pSlotTime
where AIFS[AC], pSIFS, MmAIFSN[AC] and pSlotTime are management
information base (MIB) attributes.
The relationship between AIFS and other IFSs is presented in Figure 2.6, where AC_VO
and AC_BE indicate the access categories for voice application and for background
traffic respectively. Voice has the highest priority and background traffic has the lowest
priority. The higher priority device is assigned the shorter AIFS, thus it will gaimn faster

access to the channel since other devices still waiting for their AIFS to expire.
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Figure 2.6 IFS relationship for PCA [3]

2.3.4.3 Backoff Procedure

In PCA protocol, the device sets a backoff counter for each AC. The value of the
backoff counter is sampled as a uniformly distributed integer from the interval {0, CW],
where CW indicates the size of the contention window. The frame transmission is
accommodated within PCA slots. All PCA slots have a length of pSlotTime, which
indicates the time that any station needs to detect. the busy condition of the channel,
which depends on the PHY layer. A station is allowed to transmit data at the beginning of
each PCA slot.

For an AC, the backoff counter shall initiate the CW from the minimum
contention window when the backoff counter is invoked, which is spe’éiﬁed
by mCWmin[AC]. When a device senses that the channel has been idle for an AIFS [ACT,
from then on, it decrements the backoff counter for that AC by one during each slot that
the channel remains idle. When the channel is sensed busy, the backoff counter shall be
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frozen by the device, until the channel becomes idle again for more than an AIFS. When
the value of counter reaches zero, the device can start the transmission. If there is another
device that starts to send a packet in the same time slot, the transmission will end up in a
collision. The device will choose a new backoff time from a new contention window, and
invoke the backoff procedure again. The new size of the backoff window is set to be the
smaller of 2 X CW[AC] + 1 and mCWmax[AC], where CW[AC] and mCWmax[AC]
indicate the last CW value for this AC and the maximum size of contention Window for
this AC respectively. The values of m€ Wmin[AC] and mCWmax[AC] are specified for
the PHY layer which are reported in the WiMedia standard [3]. The above procedure is
repeated until either the packet is transmitted successfully or reaches the retry limit. If the
retry limit is reaéhed and the transmission stiil endé up-in a collision, tﬁen the packet is

discarded,

2.4  Literature Survey

Next, we discuss the previous work on the performance modeling of WiMedia.
First, we review the existing work on DRP. Several modelings of DRP have been
attempted through extensions of the analyses of centralized TDMA protocol [10]]1 1][15].
In [10], stations were assumed to have infinite buffers and packets are transmitted during
the slots reserved for them by using a conflict-free distributed protocol. It has been
suggested that uniform slot reservation has better performance than contiguous slot

reservation protocol. In [11], circuit-switched TDMA (CS-TDMA) is used for multiple-
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access communications to share the channel. Each station is allocated fixed number of
slots during each frame. The generating function of the queue size and the waiting time
distribution has been derived using a discrete-time G/G/N queuning system. In [12], the
effects of arbitrary traffic patterns on the performance of a generalized TDMA protocol
have been studied through queuing theory. It is shown that the queue size can be
optimized by judiciously choosing slot assignment among heterogencous stations. In the
centralized system, the assignment of slots in the superframe is desired to be either
contiguous or uniformly in order to reduce the delay variation. However, such a
reservation pattern is not applicable in distributed systems, because the availability of
time slots in distributed systems is random: In [13], the DRP mode has been modeled as a
multi-server quéue with Poisson packet arrival process and constant packet transmission
times. The number of servers is determined by the number of reserved MASs in a
superframe and reserved MASs may not be contiguous. The main objective of the paper
is to study the effect of the uneven reservation pattern of MASs on the queue size. We
think that DRP has been introduced to provide users with deterministic transmission
capacity when they have a significant amount of information to transfer. Therefore, the
assumption that queue size will reach to steady-state may not be applicable. The
modeling of DRP as a queue has also been studied in [14] using matrix geometric
technique. The system has been modeled as a MAP/PH/] queue with the number of
reserved MlASS chosen as the number of phases of PH distribution [14]. As in the
preceding work, assuming constant packet transmission time they determine the steady-

state queue size and packet waiting time distributions.
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In parallel to the study of DRP, many attempts have been made on performance
modeling of the PCA protocol. In the literature, there are many works on the analysis of
the performance of CSMA/CA mechanism based protocols. One widely used analytical
model is a bi-dimensional Markov chain model proposed by Bianchi for the Distributed
Coordination Function (DCF) scheme in TEEE 802.11 [15][16]. This model assumes that
all stations in the system are saturated, which means that each station has at least one
packet waiting to be sent all the time. Also, the probability of collision is assumed to have
a constant value, which is independent of the number of collisions experienced until that
time. The result of the work is accurate as long as the contention window size and the
number of stations are high. Moareover, Bjanchil assumed that the backoff counter is
decremented in each slot no matter whether the channel is sensed idle or not. But in fact,
the backoff counter will be frozen when the cﬁanne] is sensed busy and will be
reactivated when it becomes fd]e again. Subsequently, some models have been proposed
which extend the Bianchi’s work. In [17], Ziouva and Antonakopoulos extended the
analysis to determine both the throughput and the saturated delay of TEEE 802.11. The
results are more accurate because counter freezing has been accounted for. In 18], Wu et
al. has extended the work in [16] to determine the saturated throughput of 802.11 with an
upper limit on the number of retransmissions of a frame. In [19], Xiao presented the
throughput upper limit and the delay lower limit for IEEE 802.11. In [20], a model was
‘proposed by Malone et al. to analyze the throughput under non-saturated and
heterogeneous condition. The works in [16]{17][18]f19] do not model multiple

transmission rates or traffic with multiple classes of priority for Qo$ support.
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To support QoS in MAC layer, EDCA mechanism was introduced to the TEEE
802.11e standard which is a priority based scheme. In {21], another paper from Xiao, a
model is proposed to derive the performance for different EDCA services under the
saturation condition. In thé model, different classes of traffic employ different initial and
maximum window sizes and retry limits. The model fails to take into account inter-frame
space. In [22], Tsang et al. presented an analytical model that investigated the effects of
the window size and AIFS on the throughput and mean access delay. PCA contention-
based scheme is very similar to fhe EDCA in IEEE 802.11¢; they both use CSMA/CA
mechanism and provide QoS service. As a result, many of the proposed models for PCA
are extensions of the models of EDCA. In [23], a model was proposed for Distribulted
Prioritized.MAC Protocols for both saturation and non-saturation cases. It discussed the
analysis for a network with two access classes and calculated the throughput and average
packet service time per station. The minimum contention window size was fixed for all

access categories; the results are only relevant to the impact of AITFS.

The works mentioned above deal only with DRP or PCA MAC, and there are
iny few works that attempt to analyse the two protocols simultancously. In [24], the
performance of PCA scheme has been analyzed in the presence of DRP traffic. It has
been assumed that DRP traffic occupies constant number of MASs in a superframe,
Under the assumption that each MAS is equally likely to serve to DRP traffic, they derive
the distribution of the contiguous number of MASs available for PCA traffic. They
assume that there are NV priority classes of PCA traffic at each station. Then, they model
the behaviour of the PCA scheme using a three dimensional Markov chain. The analysis

takes into account that a PCA period may not have a sufficient duration for the
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transmission of a packet because of contention. They determine the saturation throughput
for each priority class of traffic with the number of PCA stations as a parameter. The
main drawbacks of this work are that the number of MASs allocated for DRP traffic is
constant and also the PCA traffic has been assumed to be under saturation. In [25], the
effect of DRP on PCA frame service time was presented. Four DRP clusters are assumed
in a superframe with different percentages: 6.25%, 12.5%, 25% and 50%. In neither of

these works, the analyses allow stations to have different transmission rates.

2.5  Main Contributions of the Thesis

Next, we describe the main contributions of the thesis,

- As may be seen from the literature, most of previous works studied the DRP and
PCA protocols separately under the saturation condition. However, from the
characteristics of UWB MAC, the DRP provides QoS support for devices while PCA
enables immediate access to the channel, both protocols are important for analyzing the
system performance. Further, the bandwidth available for PCA usage is dependent on the
bandwidth reserved by DRP. Therefore, it is more appropriate to analyze them jointly.

- Most of the previous work on DRP assumes that the DRP traffic is queued which
will not be suitable to real-time applications. We present a blocking model of DRP
scheme that is more appropriate for stream type applications.

- We present an analysis of PCA traffic under non-saturation condition.
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- Ourmodel is designed for multi-rate wireless network.

2.6  Thesis Organization

The remainder of this thesis is organized as follows,

Chaptei‘ 2 presents an overview of the WiMedia UWB and describes both physical
(PHY) and Medium Access Control (MAC) layers of this standard in detail. It also gives
a literature review of the previous modeling relevant to UWB MAC and provides the

contribution and the organization of this thesis.

Chapter 3 presents a performance modeling of distributed reservation protocol (DRP).
We assume that DRP traffic éonsists rof several classes of calls and each clgss _of calls
atrives according to a Poisson process. Classes are determined through their transmission
rates, bandwidth requirement and call durations. Wé determine the joint distn'bution of
number of calls from each class in the system and then détermine the call blocking

probabilities for each class and the bandwidth utilization of the system.

Chapter 4 presents a performance modeling of the PCA traffic in the presence of DRP
traffic under the non-saturation condition. We assume that there are four access
categories in the system and model each access category in a étation as an M/G/1
queuing. Then, we present a discrete-time Markov chain model of packet service in each
queue and determine the distribution of packet service time. Finally, we determine the

system throughput and the mean of total packet delay in an access queue.
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Chapter 5 provides a brief summary and conclusions of the thesis along with some

suggestions for future research.
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CHAPTER 3

A PERFORMANCE MODELING OF DRP

In this Chapter, we will give a performance modeling of DRP protocol. We
assume that DRP traffic consists of multiple classes of calls, Each class of calls arrives
according to a Poisson distribution and they differ in their bandwidth requirements and
transmission rates. We determine the joint distribution of number of calls from each class

in the system, then the call blocking probabilities and the bandwidth utilization.

3.1 Background

As described in Chapter 1, DRP traffic has priority over PCA traffic in accessing
the channel. The channels not reserved by DRP can be accessed by the station using PCA
protocol. We assume that a minimum number of channels are reserved for PCA traffic to
prevent overtlowing of PCA queues. In the analysis, we neglect the BP duration without
loss of generality and assume that all the channels in a superframe are available to

transmit data.
Let us make the following definitions,

Tymas : duration of a superframe slot, Ty 45 = 256us
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T - duration of a superframe measured in microseconds

Ngg :number of channels in a superframe, Ny = 256

N, - number of channels reserved for PCA traffic in a superframe

Nep maximﬁm number of channels available for DRP tréfﬁc in a superframe
Npgp :number of channels currently reserved for DRP traffic in a superframe

Npcs  : number of channels available for PCA traffic in a superframe

Then we have the following relation for the duration of a superframe,
T = ThyasNsp (3.1)

The maximum number of channels available for DRP traffic and the number of channels

currently available for PCA traffic can be expressed as follows respectively,
Nep = Ngp ~ N, (3.2)
NPVCA = Nsr — Npgp (3.3)

Let Ppcy denote the probability that currently an MAS belongs to a PCA period, then we

have,

P Npca _ Ngr — Nppp
pea Ngp Nep
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3.2 Model Assumptions

We assume that there are K DRP classes of calls that access the network and
we let €, denote class k, where k =1,.. K. Classes are determined through their
transmission rates, bandwidth requirements and call durations. We assume that the arrival
of each class of cails is according to a Poisson process. We note that a new arriving call
will be lost if there are no sufficient number of unreserved channels available to meet the

bandwidth requirement of the call.

Let us define,

oy - mean arrival rate of class k calls measured in calls per second
74  total arrival rate of calls measured in calls per second

Hie : service rate of class & calls measured in calls per second

Xi < mean duration of class k calls in the system

o) : traffic load offered by class k calls

by, : number of channels per superframe reserved for a class kcall, by < Ngp,
Ty - number of class k calls in the system
I : size of information payload of class & calls in number of bits and T}, is its average
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A : number of distinct physical transmission rates

Ry : physical transmission rate of class % calls
F : number of bits per superframe that may be transferred for a class k call
N, - average number of superframes needed to transmit a class £ call

Since class k calls arrive according to a Poisson process with the rate of a, calls per

second, we have the following relation for the total arrival rate of calls,

) |
o= z @ | (3.5)

b, = —k (3.6)

We assume that the information payload size of a class k call is exponentially distributed.

Next we explain calculation of the mean duration of class k calls.

As we defined above, a class k call requires by channels per superframe to
transmit its information with the chamnel transmission rate of Ry and slot duration of
Trmas. So, the number of bits per superframe transferred for a class & call is equal to

by, times the number of bits transferred per channel, which is given by,

Fre = by * Taus * Ry, (3.7)
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Then, by dividing the average size of information payload of a class # call with the
number of bits per call per superframe, we obtain the average number of superframes

needed to transmit a class & call,

N, === . (3.8)
Since each superframe last T seconds, the average duration of the class k calls will
be N, T, given by,

Xy =N *T _ (3.9}

Since information payload size is exponentially distributed, we assume that service time

ofa class k call is also exponentially distributed with parameter Hy, which is given by,

1
= - 3.10
M A (3.10)

Then, the traffic load offered by class k calls can be calculated by,

pr= | (3.11)
k
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3.3  The Steady-state Probability Distribution of the Number

of DRP Calls in the System

Next, we will use the available results in the literature to determine the joint
distribution of the number of calls from each class in the system at the steady-state. In
circuit-switch networks, bandwidth is assigned permanently for the call duration and the
information is transferred in order. In DRP scheme, since the channels need to be
reserved before a call is accepted, the system can be seen as a circuit-switched network
and the probability of call blocking is the relevant criterion, specifically. Therefore, we
will use existing results on call blocking. for circuit-switched networks to determine the
performance of DRP scheme [31][32][33]. In this section, first, we will give the state
description of the network. We assume that the bandwidth 1s shared completely by all the
calis.

Since ny, denotes the number of class k calls in the system, then the network state of the
DRP calls may be denoted by the vector n,

no= (g, Ny, e, )

We let the n and n; denote the network states, in which the k'.th component differ from

the state n by plus or minus unity respectively,
Mg = (Mg, Mg, + 1,4, ey )

ng = (ny, oo Mg, My — 1,145, s N )

36



Then, the number of channels in use by DRP traffic is given by,

K
NDRP =n-b :anbk (312)

k=1

Letting £2 denote the set of permissible network states for DRP calls, then, it is given by,
Let us define,

6“"—-{1‘ ng €0 5&_{1, n; €0
o, otherwise k™o, otherwise

Let P(n) denote the probability that there are n calls in the systerﬁ- We may model the
state of the network as a multi-dimensional birth death process. The arrival of class k
calls with the rate of a;, can be seen as a birth process while the departure of class k calls
following call completion can be seen as a death process. Then the global balance

equation (GBE) for state n may be written as,

K K K
PG ) (@] + mat8) = ). @iPl) + Y (4 Dbt Pln) (.14
k=1 k=1 k=1

The right-hand side of (3.14) is the total probability flow into state n, while the left-hand

side is the total probability flow out of state 7.

37



Mt Gy (e + 1yt 55

Figure 3.1 The state-transition diagram of the system for state n

The local balance equation (LBE) for state n is given by,
My S P(n) = a, P(ng) (3.15)

The above equation’ balances the flow from state n to state n; with the flow from
state n;, into stafe n. The state transition flow diagram is presented in Figure 3.1, where
the flows entering and leaving the states are depicted. Then we obtain the joint
probability distribution of the number of calls in the system by a simple iteration on

(3.15), given by,

K

__L rat
(n) = 20} | | l (3.16)

where, G{(£2) is the normalization constant, given by,

K o :
G() = Z( %) (3.17)
k=1

nen

The traffic load offered by class k calls Py » is given by (3.11).
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3.4  Blocking Probability

Next, we will determine the blocking probability seen by class k calls. A class k
call will be blocked if there is no sufficient number of idle channels to meet the
bandwidth requirement of this call. Let us define blocking probability of a new arriving

class k call as @y, then, is given by

Qr = Z P(n) (3.18)

{nen|n}en)

In the above, we are summing up the probabilities of the states that a call will be blocked,

then, the above equation can be rewritten as,

_Gnen ¢0)

P G0) (3.19)
Let us define
2'={nl0<n-b< Ny — by} '- (3.20)

and

K
G(Q) = Z ( %”&{T) - (3.21)
neQ’ \g=1

Then, the blocking probability Q, may be written as,
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G2

Let us define g(c) as the probability that the number of channels reserved by the DRP

traffic NDRP:
q(C) = PF(NDRP =C MASS)

From (3.16), the distribution of ¢ is given by .

K o g
q(c) = e (3.23)
{nnb=c} k=1 > G(Q)
From (3.15), the LBE can be written as
E(neldmeg(c) = arqlc—by) G249

where E (ny|c) denotes the expectation value of the number of class k calls given that the

total number of channels reserved for DRP traffic is Nprp = c.

Since py = ay /. , we have,

E(mglc)q(c) = pra(c — by) (3.25)

By applying the iteration on (3.24), we can determine the probability distribution of

number of channels busy with DRP trafficin a superframe as follows,

K K
2. Pebia(c =) = Y BBnelc)a(e)
k=1 k=1
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K
= G(OECY (Bemlc))
k=1

=¢q(c), c= 01,..,Ngp

, where q(x) =0 for x < 0 and

Nsp

Zq(6)=1
c=0

Let us deﬁne
q(c) = (@), ¢ =1,..,Ngp
G(o) =1

Substituting the above equations into (3.24), we have,
1 K
g(c) = EZ PebrG(c — by), c=0,1,..,Nsp
k=1

From the normalizing condition, Z?’jg g(c) = 1, is required, we have,

-1
Nsp

@ =1> 4@
c=0
Then, the blocking probability in (3.18) can be rewritten as,
by—1

Qr =Pr (NSD_NDRP<bk):Zq(NSD_k)r k=1,.. K
k=0 ‘
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3.5 Channel Utilization

Next, we will determine the channel utilization of the DRP traffic, which is the
average number of busy channels in a superframe denoted by Npgp . In the section 3.4,
we calculated g(c) = Pr (Npgp = ¢) for all c = 0,1, ..., Nsp. By using the result in (3.26),

the bandwidth utilization is given by,

Nsp

Forr = ) [ *(0)] (3.31)
c=0 .

3.6 Numerical Results

In this section, we present some numerical results regarding the analysis of this
chapter. We assume that the calls have constant length payloads, I}, = I'. For simplicity,
we also assume that the PHY and MAC layer overheads are included in I'. The values of
WiMedia MAC sublayer parameters used in the numerical examples are tabulated in

Table 3.1 without loss of any generality, we assume that N, = 0.

Parameter Value

Ngy 256
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Tyas

256 ps

DRP payload length (I')

1 Mb

Table 3.1 Parameters used in DRP scheme

3.6.1 Call Blocking Probability

First, we present numerical results for the blocking probability with X = &, 10
classes of calls with class parameters given in Tables 3.2 and 3.3 respectively. As may be
seen, the transmission rate of each class corresponds to one of the physical rates defined

in the standard and the bandwidth requirement of each call class is increasing with the

decreasing transmission rate.
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3.6.1.1 Example 1

For each value of k, we consider three cases, which differ from each other
through channel requirements and call duration. Mean duration of a call has been

determined from (3.11).

Casel Case Il Case 111
Ck Ry Ak _ - _
by Xy by Xy b, | X

1 53.3 0.1 8 0.6004 16 0.3002 32 0.1501
2 80 0.1x 7 0.4571 14 0.2286 28 0.1143
3 106.7 0.1 6 0.3999 12 0.1999 24 0.1000
4 160 O.1a 5 (.3200 10 0.1600 20 0.0800
5 200 0.1a 4 0.3200 8 0.1600 16 0.0800
6 320 0.1a 3 0.2667 6 0.1333 12 0.0667
7 400 0.2a 2 0.3200 4 0.1600 8 0.0800
8 480 0.2a 1 0.5333 2 0.2667 4 0.1333

Table 3.2 Parameter values of classes of calls with K = 8
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Call blocking probability

Figure 3.2 Blocking probability versus total arrival rate for Case I with K = 8
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Figure 3.4 Blocking probability versus total arrival rate for Case 11l with K = 8

In Figures 3.2, 3.3, 3.4, we present call blocking probabilities for different DRP
classes as a function of the total call arrival rate. It may be seen that the blocking
probabilities increase with the call arrival rate and the classes with higher bandwidth

demands experience higher blocking probabilities.

3.6.1.2 Example 2

In this example, the total call arrival rate 1s assumed to be constant, which is set
to 100 calls/sec with K = 8 classes of calls. We vary the payload size per call from 0 to 10
Mbits. The call blocking probabilities are determined for the parameter values of the

classes of Case I given in Table 3.2.
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Figure 3.5 presents the blocking probabilities as a function of the information

payload size per call,l’, for Case 1. As the size of payload increases, the blocking

probabilities also increase.
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3.6.1.3 Example 3

In this example, we illustrate that each class of calls with different data rates can
be further divided into sub-classes. We assume that there are K = 10 classes in the
system. The parameter values are shown in Table 3.3 and the result is shown in Figure
3.6. As may be seen, classes 7 and 8 have identical data rates but different channel

requirements. Classes 9 and 10 also exhibit this property.

Ch Ry Ak by Xy

1 _ 533 0.1 10 0.4803
2 80 | 0 9 0.3556
3 106.7 0.1 8 0.2999
4 160 0.la 7 0.2286
5 200 0.1 6 0.2133
6 320 0.1la 5 0.1600
7 400 0.la 4 0.1600
8 400 0.1x 3 0.2133
9 480 0.1 2 0.2667
10 480 01 1 0.5333

Table 3.3 Parameter values of 10 classes of calls
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Figure 3.6 Blocking probability versus total arrival rate for 10 classes of calls

From Figure 3.6, two classes of calls with the same data rate but different
channel requirements experience different blocking probabilities. The call blocking

probabilities increase with bandwidth demand.

3.6.2 Average number of busy channels
In this section, we determine the average number of busy channels in a

superframe, Npgp , from (3.26) and (3.31). We present the result for K = 8 classes with

class parameter values of Case I given in Table 3.2.
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Figure 3.7 Average number of busy slots in a superframe

as a function of total call arrival rates, a

Figure 3.7 shows the average number of channels occupied by DRP traffic as a
function of the total call arrival rate of the calls to the system. We observe that the
average number of busy channels increases with the total call arrival rate, reaching almost

to the number of channels in a superframe, Ngp = 256.
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CHAPTER 4

A PREFORMANCE MODELING OF PCA

In the previous chapter, we presented a performance modeling of DRP scheme
by assuming multiple physical transmission rates. Since the number of slots reserved by
DRP during a superframe i3 nc;t constant, the number of remaining channels available for
PCA will vary, therefore the performance of PCA traffic depends on the state of DRP
mode. In this chapter, we present a performance modeling of the PCA scheme in the
presence of DRP traffic. We model each access category in a station as an M/G/1 queue,
and use a Markov chain model to derive the packet service time distribution. Then, we
determine the mean of total packet delay in an access queue. Each access queue serves to
the packets on a First Come First Served (FCFS) basis, thus new arriving packets to a

non-empty queue has to wait their service turn.

4.1  Model Assumptions

We assume that 2 minimum number of channels are reserved for PCA traffic to
prevent overflowing of PCA queues, which is denoted by N, as mentioned in Chapter 3.
PCA traffic will use N, channels reserved for its exclusive use as well as any channels

currently not in use by DRP traffic. The number of channels available for PCA tratffic in
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any superframe is given by Npcs in (3.2). Let Npc, denote the average number of
channels available for PCA ftraffic in any superframe. Since we have determined the

average number of busy MASs for DRP traffic in (3.31), we can easily obtain Npca-

The performance of the system will be carried out through the extension of the
analysis of 802.11e under non-saturation condition to WiMedia PCA scheme. While in
802.11e there is a single channel serving the traffic, as we have seen in WiMedia, there
may be multiple channel transmission capacity available to serve PCA traffic. In order to
make use of the results for 802.11e, we will assume that PCA traffic will be served by a
single equivalent channel which is Np., times faster, instead of Npg4 multiple channels in
parallel. This approximation will be good under heavy traffic when all the_channels
available for PCA. system are busy. On the other hand, under light traffic it will give a
performance better than expected, since in practice, when the number of busy queues is
less than the number of available channels only a subset of available channels will be
used. Clearly, from the application’s point of view the behaviour of the system under
heavy traffic is more important. In the following, we will draw from the TEEE 802.t1¢

EDCA analysis in [26][27][28]1297(30].

We assume that there are n PCA stations in the system with homogeneous traffic
arrivals across stations with A packets/sec/station. It is assumed that the arrival traffic to
each PCA station consists of N access categories, which will be denoted by A(;,
i=0..N — 1. Access category i, AC;, will have the priority level {. We note thati = 0
has the lowest priority level. The arrival of traffic to each AC; in a PCA station is
assumed to follow a Poisson process with the rate of A; packets per second. PCA stations
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maintain separate queues for each AC;, as shown in Figure 4.1. We will assume that all

ACs have equal arrival rates.

Station A Station B
/10 )Ll L A’l » e AN—I /10 /11 e
Queue AC(J AC‘I P ACI LI ACN*1 ACO AC]_ L
Y Y ‘L k y
l Transmission Attempt ‘l'
. Chammel

Figure 4.1 Model overview

Let A7 denote the total arrival rate of packets to all stations, then, A;, 4 and Ay are related

to each other through the foowing expressions,

r
A=— 4.1
. | @)

(4.2}

Dﬁring PCA periods, the channel will have idle and busy periods. The time axis

will be slotted, which will be referred as PCA slots. A PCA slot will have time duration

53



of T, sec and it will be referred to as being empty if it is not part of a successful packet

transmission or a collision.

We will define a generic slot as an empty PCA slot, a successful packet
transmission time or a collision interval. Let t denote the time in number of generic slots.
The system assigns different initial backoff window sizes to each access category (AC)
for handling AC priorities. We let CW; i, and CW; 4. denote the initial minimum and
maximum backoff window sizes for AC;. Then, we let s(i, t) denote the random process
representing the backoff stage j (j = 0,1, ..., Ly yeery) for AC; at time t, where L; regry 18
the retry limit. The service time of a packet will begin with the value of the backoff stage
set to zero and the value will increase by one cach time a collision happens during the
transmission. When the number of trials of a packet reaches its maximum value and the
transmission still ends up in a collision, the packet will be discarded. After a successful
transmission or discarding of a packet, the backoff stage is reset and the above procedure

is repeated with the next packet.

Let b(i, t) be the random process representing the value of the backoff counter
for AC; at time t. The initial counte; value for backoff stage j is uniformly sampled from
the {falues £0,1,...,W; ;}, where W, ; is set to the smaller of (W 5,5, and 2W;;_;+1 for
j=zlandW;p=C Wi,min. Then, the value of the backoff window size for AC; may be
expressed as, |

W___{(CWi,min+1)2j—1 ,0gj<sm—1
¥ CWi,max , M= j = Li,retry

where,
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CW oy + 1

= log., ——lmax ©
=T 1

At the beginning of each empty PCA slot, the counter value of AC; will be decremented
by one. If the channel is sensed busy, the backoff counter will be frozen until the channel
is sensed idle again. A frozen period contains either a successful packet transmission or a
collision. There may be repeated frozen periods between two consecutive empty PCA
slots. Once the backoff counter value reaches zero, the station attempts to transmit the

packet.

The packet in service will be either successfully transmitted or discarded,
following that the AC; will go through post-backoff procedure, irrespective of the status
of its queue. The timing structure of packet service is presented in Figure 4.2. Post-
backoff procedure is to ensure faimess among queues; otherwise currently transmitting
queuc may dominate the channel. The post-backoff procedure is implemented by
choosing a uniformly distributed value from {0, 1,..., W;} and counting down to zero.
We will assume that the service time of a packet is completed at the end of the following
post-backoff procedure. The service time of the next packet begins at the end of the
- current backoff procedure if the AC; queue is nonempty at the conclusion of this post-
backoff procedure or as soon as a packet arrives at an empty quene. A packet will be
transmitted immediately if its service time begins following completion of post-backoff
procedure. On the other hand, if service time begins when a packet arrives at an.empty

queue, if the channel is idle, packet transmission will begin, otherwise a backoff process

will be initiated.
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Figure 4.2 The timing structure of packet service from station A

Next we summarize steps of the protocol implemented by an AC;,
Step 1. Service time of the next packet begins when the post-backoff procedure of

L]
the current packet is completed if the AC; queue is nonempty at that time, otherwise

as soon as the next packet arrives to the empty queue.
. Step 2. If the service time of a packet begins following completion of post-
backoff procedure, this packet will be transmitted immediately. On the other hand,

if service time begins when a packet arrives at an empty queue, the station senses
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the channel. If the channel is idle, packet transmission will begin, otherwise a
backoff process will be initiated.

Step 3. The backoff counter is decremented during empty PCA slots. When
backoff counter value reaches to zero, the packet is transmitted.

Step 4. If packet transmission is successful, the station goes into post-backoff
procedure. At the end of the post-backoff procedure, packet service is completed.
Step 5. If packet transmission ends in a collision and packet try limit has not been
reached, backoff stage is incremented by one and a new initial backoff value is
chosen from values {0, 1,.... W; ;3G = 1, ., Lirery)- Then, go to step 3. If packet
try limit has been reached, the packet is discarded and post-backoff procedure is

entered.

Markov Chain Model of Packet Service

In this section, we present a discrete-time Markov chain model of packet service

in an AC; queve. In a fully saturated model, there is at least one packet ready to be

transmitted in the queue at the time that a packet is transmitted successfully or is

discarded. On the other hand, in the non-saturated traffic model, there is not necessarily

always a packet waiting in the queue for transmission at that moment. Therefore, the bi-

dimensional random process {s{i,t}, b(i, t)} described in the previous section is extended

to a three dimensional discrete-time Markov chain {s{i,t), b(i,t), v(i, t)}, where the third
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dimension v(i, t} denotes whether there is a packet waiting in the queue of A(; at the
time of packet service completion. We let v(i, t) denote a Bernoulli random variable
which assumes the values of one and zero with probabilities p;* and 1 — p;” respectively,
where p;* is the probability that AC; queue is not empty at the moment when a packet
transmission is successful or it is discarded. We define p; as the probability that an AC;
queue is busy at the completion of packet service time. Then, let us define the following

two probabilities.

g; = Prob (atleast one packet arrival during a generic slot) (4.4)

at least one packet arrival during the time interval between) (4.5)

qi" = Prob (the two slots that the backoff counter may be decremented

A transmitted packet encounters a collision when at least one other PCA station
transmits during a PCA slot. We will let p; denote the probability that a transmitted
packet collides during a PCA slot and we assume that p; is independent of the
state s(i, t)of the station. Since a PCA station senses the channel busy when one or more
PCA stations transmits during a PCA slot, p; also equal to the probability that a PCA
station in the backoff stage for AC; senses the channel busy during a PCA slot. If a
packet experiences a collision, the value of the backoff stage is increased by one, and a
new backoff counter value is uniformly chosen. When the contention window size
reaches ite maximum value at the backoff stage m;, the contention window size remains

at its maximum value for m; < j < L; -4y, as shown in (4.3). When the number of trials

reaches to L; yetry and the packet still ends up in a collision, the packet is discarded.

58



L e 38 TP o ¢ )
i "1

L B

¥ mﬁrﬂﬁgﬁwﬁﬁ

Ee ¥

fr 4wt A

ion diagram for AC;

4.3 State transit

Figure

59



Figure 4.3 illustrates the state transition diagram of the Markov chain for AC; .
For mathematical simplification, we use a short notation {i,j, [, e} to describe the state
vector {s(i, t), b(i,t), v(i,t)} for AC; at time t. In {i, ], [, e}, i stands for access category
(AC), j stands for the backoff stage (j = 0,1, ..., L; yeery) , [ stands for the current value
of the backoff counter (I =0,1,...,W;;) and e denotes the status of the AC; queue as
empty or not empty. Thus, in {i, j, I, e}, we have the following correspondence, s(i,t) = J,
b(i,t) = I, v(i,t) » e. We note that when the transmission of a packet terminates the
post-backoff procedure begins in state {i,0,1, 0} if the queue is nonempty otherwise in
state {i,0,1,1}. If the backoff procedure begins with an empty queue, then, if a new

packet arrives in a state {i, 0,1, 1}, the system makes the transition to state {1,0,{,—1}.

4.2.1 The Transition Probability Matrix of the Markov Chain

In this section, we determine the state transition probability matrix of the

Markov chain shown in Figure 4.3. Let us define the following notation,

s(i,t+1)=j,b(i,t+1)=1,e(i,t+1)=e4]

s(i, D) = jo, b(i, £) = Lo, v(i, ) = € } (4.6)

pli,ju el jo lo gl =p {

Since the initial backoff counter value is uniformly sampled from {0,1, ..., W;;} at the

j'th stage, the probability distribution of the initial value is given by 1/(W; ; + 1).
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Then, we can express the non-zero transition probabilities of the Markov chain as follows,

1) The self-transition probability in a state that no packet artives in the following
generic slot when the queue of AC; is empty is given by,

p{i,00,1);,0,01} = 1 —q , j=0, 1=0 (4.7

2) The transition probability to a state following the arrival of a new packet to an empty

AC; queue after the end of the post-backoff procedure is given by,

qiPi

pil [ 1}y=q;(1-p) + , i=0 , 1l=0 4,
{ll OJOJOI," OJOI } ql (1 p[) M/I‘,{} [ 1 j ( 8) .
p{i 0,1 lOli, 0,0,1} = il , j._,— 0 , 1<I<W, (49

IR A ) nri'o b1 -l b= L,

3) The self-transition probability in a state that the backoff counter is frozen due to the
channel being sensed busy is given by,

p{i,0,1,11i,0,1,1} = p; , j=0 , 1<1< W (4.10)

p{i,j, l,OIi,}', L, 0} = Pi ’ 0 Sj = Li,retry , 1= l< Wi,j (4-11)

4) The transition probabilities when the counter will be decremented by one as the
channel is sensed idle in a PCA slot are given by,

p{i,0,l— 1,110, 1} =(1—-p)(1—-¢q;)y , j=0,1=1<W;, (412
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p{l:OJI—J-JOILJOJIJ]-}=(1_pl)q: ’ j=0 ? 1SISWE,0 (413)

p{l;}:l - 1r0!i!jl l, 0} =1- Pi , 0 S] = Lt,retry ’ 1 < [ < Wi,j (414)

5) The transition probabilities that there is no packet waiting in the queue when a packet

is transmitted successfully or it is dropped are given by,

(1-p"Y1-p)

p{l,O,l,i!L]:Ov } Wi,0+1

, 0<j<Liyerry—1, 1<1< Wi (4.15)

. , (1-p) ,
p{[: 0’ lr 1|l, Li,retryr 0! 0} = W""—_'_'l'-i" 1 j = Li,‘retry ) 1 S l S Wi]o (416)
i,0

6) On the other hand, if there is at least one packet waiting in the queue when a packet
service is completed, the probability of transition to each state in backoff stage zero

from backoff stage f is given by,

. - (1 =py) .
p{i,0,1,0]i,j,0,0} = wWoa1l 0<j<Lipetry— 1, 11 =W;p(4.17)
L,O
pi”

PLOL 0N Lirerry, 0,0} = gy 0 = iy 1SS Wy (418)
i,

7) The value of the backoff stage is incremented by one, when a collision happens.

Di

(i, +1,0,0]i,/,0,0} = — 0
] 1 Woie+1

;o 0= Livetry 1<I=Wjm (4.19)
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4.2.2 The Steady-State Probability Distribution of the Markov Chain

From the state transition probabilities we have determined in section 4.2.1, we
will determine the steady-state probability distribution of the above Markov chain in this
section. Let b; ;. denote the steady-state distribution of the Markov chain, which is

defined as,
bijie = limp{s(it) =j,b(i.t) = Lv(i,1) = €} ,
0 Sj = Li,retry ) 0 = [ < Wi,j (4.20)

Since the unsuccessful transmission probability is given by p;, the probability of station

being in the j'th backoff stage is given by,

bijo0 = Pi!Brooo ' (4.21)
When the backoff counter reaches zero for each backoff stage,

bi,j,0,0

(1= p)b;ji0+ @il —pdbioos + 4 (1 —pdbigaa

Li -1
. iretry™

pi pi" (1 —p) L
+ Wi,j +1 birLi,retry;UJQ t Wt} +1 Z bl k,0,0 ’ } = 0

(1 pl)blj 1,0 + 1 Sj = Li,retry

mpzbu 1,0,0 ' ,

(4.22)

63



For the backoff counter value 1 < { < W;; — 1,

bi,j,l,ﬂ

(1= pdbijreto +Pibijio + 4 (1 —pdbigir1a

Li,retry_l
LA D Z
_ Wi,j +1 bliretry0.0 VVU +1 —
= J‘ k=1
: 1
k(l —P)bijisro T Dibijio + Wpibi,jul,o,o ,
When the backoff counter value is [ = W; 5,
bi jio
(Dibijio+ @ (1 —pdbiorri
. (1 L!retry 1
Pi P pa z
+ s by b
_ W-_J,‘i’l [LLTEETy00+ le+1 1k00
1
\ Pibijro + Wpibi,j—l,o,o ,
From (4.21), we have
Ltretry -1 Llretry

b[ 0,00 ™ ’bl Liretry: 0,0
bl}UU_ pz 1,000 — l—p-
i [

Combining the equations (4.22) to (4.25), we have,
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(4.23)

1= ] = Li,ret“ry

(4.24)

(4.25)



Wi+ 1~1 1
biiio = / bi o0 ,
bl Wi,j +1 1—p 0

1<j<Lliperry » 1<SIS W, (426)

b _ (1 - pi*)bi,org,o 1-— (1 — q;‘)wi.o"'l—l
i,0,1,1 (VVI"O o+ 1)(1 . p[) q: )

j=0 , 1<I< W, (427)

b; = (1 — pf*)bi,o,o,o 1—-{(1- q;)Wi,uﬂ
1,0,0,1 (Wi + Dg; @ )

j=0 , =0 (4.28)
and

Wy, +1-1 1
bioso = Wot1 1-p, (bioo0 + qibibior1) — bioia )

j=0 , 1=<1< Wy (4.29)

From the normalization condition, the sum of the probabilities of all the states in the

Markov chain should be equal to one,

Li,retry Wi,j 1

Z Z z by jre =1 (4.30)
j=0 1 e=0

=0

Thus, we can determine the probability of the initial state by substituting (4.26) to (4.29)

into (4.30), which is given by,

Li,retry Wi,j
1 Z 14 1 Wi,j +1~-1 j
b; 0,00 = 1-—p; = Wi,j +1 l

1—p" 1= (L —g)Wtt ( Wi 09:0; )
q; (Wio+ Dag; 2(1—pyp)
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4.2.3 Determination of the Parameters of the Markov Chain Model
4.2.3.1 Determination of the packet transmission probability

Let 7; denote the probability that a station transmits a packet from AC; queue in a
generic slot. Once the value of backoff counter reaches zero at any backoff stage, the

transmission begins, so we have

Liretry

Z 1 p tretry"’l
b; (432
iJ, 0,0 = LOOO 1 — ; )

4.2.3.2 Determination of p;

The channe! is sensed busy in PCA period when at least one station transmits

during a PCA slot. The probability that the channel is busy in a PCA period, denoted

by Pbusy, is given by

Prusy = 1= | [ = w7 (433)
h=0

Access categories will be different channel busy probabilities because of their different
~ contention window sizes. An external observer will see the channel idle, if all the 47
queues are empty or in backoff process. An access category i, AC;, will see the channel

idle if the remaining 477 — 1 queues are empty or in backoff process. Since ACs have
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different contention window sizes, the probability that AC; will see a busy channel, p;,

will be different, which is given by,

N-1
pi=1- H (1-—7)"=1-

h=0,h#i

1 — Ppusy

434
1-— Ti ( )

Let P/°S denote the probability that an AC; packet will be discarded, which is given by,

Piloss — piLi,retry+1 (4.35)

4.2.3.3 Calculation of q; and g

In Figure 4.3, g; denote the probability that at least one packet arrives at the AC;
queue during a generic slot while the system is in the state {f,0,0,1}, which corresponds
to an empty queue at the beginning of the slot. The probability distribution function (PDF)

of the duration of a generic slot denoted by §({) for AC; 1s given by,

§(§) = psa({ - Ts(i)) + (1 - pbusy)d(g - Te) + (pbusy - ps)5(§ - Tc) (4-36)

Where 8( ) is the impulse function and T,, Ty and T, denote the real-time duration of a

PCA slot, the average time of a successful AC; packet transmission, and the average time
of a collision in PCA period, respectively. p; is the probability that the transmission of a

packet is successful, the calculation of which is provided later on in section 4.3.

Let § denote the expected duration of a generic slot for AC;, then,
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§ = psTs(i} + (1 - pbusy)Te + (pbusy - ps)Tc (4-37)

Under the assumption that the arrival of the packets for AC; is according to a
Poisson distribution with parameter 4;, the probability of ¢ packets arrivals at the
AC; queue during a time duration of £ seconds is given by,

e™hE (3, )6

P, ) = ol

, ¢c=012.. (4.38)

Then, P;(0, £), the probability that no packet arrives at the AC; queue during ¢ seconds, is
given by,

Pi(0,F) = et | ' (4.39)
Thus, the probability that at least one packet arrives at the queue of AC; during a generic
slot is given by,

a=1- [ P05 & =1~ [ e 5@ ¢

0
g =1— (psemaiTsm + (1 - IDEbusy)‘3’-)"-71"2 + (pbusy - ps)e_li'rc) (4.40)

As we defined in.(4.5), g denotes the probability that at least one packet arrives

during the time that it takes to decrement the counter by one, which is given below,
q: : 1 - Vi(2)|2=e—}{i0 (4‘41)

where V;(z) is the PGF of the time to decrement the counter by one in number of virtual

slots of duration o determined in (4.64). Hence,
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e M'e(1— py)
Ps —AiTurs Pousy — Ps —A:T,
J B T 164 4 —— g dilc
(pbusy Pousy )

q =1- (4.42)

1-p

4.2.3.4 Calculation of p; and p;"

Let M; denote the mean packet service time for an AC; queue. In a single server
queue with Poisson arrivals, the utilization of an AL, queue, p;, is given by A;M;, where
A; 1s the arrival rate. In this case, the packet service time is equal to the duration from the
time a packet reaches to head of its queue to the end of post-backoff procedure following
the packet’s successful transmission or discarding. For stability, p; cannot greater than

one, so we have,
p; = min(1, 4;M;) (4.43)
where, M; is determined in Section 4.5.

p;" denotes the probability that the quene is nonempty at the time when a packet
is transmitted successfully or discarded. The relationship of p;* and p; is shown in Figure

4.4, which is given by,
1-p =P (1-p") (4.44)

where Pf is the probability that there is no packet arrival during the post-backoff

procedure, which is given by,
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_1- (- gHWu)

PE = (4.45)
l (Wio + 1)g;*
Packet service time
A
— -
Access Successful transmission / discarded PB

’
e 3 rih

’ ;
’ ]

’

The queue is nonempty with probability p; -~ ;

The end of /
transmission |

The queue is nonempty with probability p; '—— " Completion of
packet service

Figure 4.4 The relationship between p;” and p;

(PB denotes the post-backoff procedure)

4.3 Throughput for PCA Traffic

Let ps; denote the probability that a packet is transmitted successfully from any

AC; queue in a generic slot. Since there are 77 stations and each station contains queues for

all ACs, we have,
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psi = 07 (1—pp) (4.46)

Then, the probability that a generic slot carries a successful packet transmission is given

by,
N-1
Pe= ) Pas (447)
i=0

Let S; denote the throughput of PCA for AC;. The expression of S; from [22] is given by,

E(duration of a generic slot carrying successful AC; transmission}

! E (duration of a generic slot)

_ PsiTeqy Ps.iTEw)

s SR
1 g (1 - pbusy)Te + psTs(i) + (pbusy —p:)T:

(4.48)

where, T,, L, Tg(1y, Tsiy and T, denote the real-time duration of an empty PCA slot, the
length of the payload, the time to transmit payload with average length E(L), the average
time of a successful PCA transmission, and the average time of a collision in PCA period,

respectively. In the above, we note that the denominator 1s given by (4.37).

Let Ty, Tsipss Tacks Trrs, Ters, and Tapps(y denote the time to transmit the
header (including PLCP preamble and PLCP header consisting of MAC header, physical
layer header, header check sequence (HCS),Reed-Solomon parity bits and tail bits), the
SIFS time, the time to transmit an acknowledgement, the time to transmit a Request-To-
Send (RTS) frame, the time to transmit a Clear-To-Send (CTS) frame and an Arbitration

Inter-Frame Space (AIFS) time for AC;.

For the basic access mode, Ty and T, are respectively given by
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Tsy = T + Ty + Tsips + Tack + Tars( ,i=01,..,N-1 (4.49)
Te =Ty + Tey + Torps + Tack + max(Typsey)  ,i=01,..,N—1 (4.50)
For the RTS/CTS access mode, Tg¢;y and T are respectively given by
Tsty = Tors + Teps + Ty + Teery + 3Tsips + Tack + Tarrs

,i=01,. ,N-1 (4.51)
Te = Trrs + Tsips + Ters + max(Taes())

=01, N-1 (4.52)

Let us assume that there are A transmission rates available to a station, R, k = 1...A and
let B denote the probability that the fransmisston rate in a station is Ry. Assuming that
each station is equally likely to have any transmission rate, then, we have [, = 1/A.
Since the arrival rate of the packets to all stations is the same, the probability that a
packet will be transmitted at the rate R, is given by fy. Given that there are Npcy
channels available for PCA traffic, the transmission rate of the single equivalent channel
will be R, (Npcy / Nog ). Let Npc, denote the average number of channels available for

PCA traffic, we have,
NPCA = Ngp — NMDRP (4.53)

where @ is the average number of busy channels for DRP in a superframe obtained mn

(3.31). Thus the expected transmission time of a packet 1s given by,
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A
1 E(L
Tey = Zz (—) (4.54)

k=1 Rk NSF'

Then, we can obtain the throughput for AC; traffic by substituting (4.54) into (4.48).

4.4 Mean packet Delay

Next, we are ready to determine the mean total packet delay in terms of mean
packet service time and the mean queuing delay. First, we will derive the probability
generating function (PGF) of the packet service time and the packet queuing delay. Then,
‘we will determine the mean packet service time and mean queuing delay. Finally, we will
determine the mean total packet delay. In the following, we will apply a discrete time
analysis. As a result, we will assume that time is divided into virtual slots, which has
duration of ¢ seconds. The PCA slot, packet successful transmission time and collision

duration will be assumed to be integer multiples of virtual time slots given below,

I Te ’ ) . .
T, = (4.55)
' Ts@ .
oy = 5;) (4.56)
, I
== @57)
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4.4.1 The Probability Generating Function of the Packet Service Time

in Number of Virtual Slots

First, let us determine the probability generating function (PGF) of the packet
service time. The packet service time has been defined as the duration from the time a
packet arrives at the head of its queue to the end of following post-backoff procedure, as

shown in Figure 4.4.

When the transmission of a packet collides with another p.acket during the
transmission, the backoff stage will be incremented by éne and a new backoff counter
value will be chosen for retransmission. Each time the channel is sensed idle during a
PCA slot, the counter value will be decremented by one. On the contrar&z, if the channel is
sensed busy, the backoff counter will be frozen. Next, we will determine the various

components of packet service time.
¢ Duration of the time to decrement the counter by one

Let a; denote the number of generic slots that it takes to decrement the counter
by one, which follows a geometric distribution. Since the probabilities that the channel is
sensed busy and idle during a time slot are given by p; and 1 p;, respectively, we have,

Pr{a; = k generic slots) = (1 — p; }p;* , k=012, .. (4.58)

Then, the PGF of g; is given by,
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Az) =—— (4.59)

0o 1 2 T4 e

[l [ e [ s [ ]k [
|~P—S>I‘I;S~|<~Gs —>|<—— Gs —|— as —f— s —-!~P-S>|

: IR Il
: I Vi
PS: PCA slot
_’l I'_ ) GS: Generic slot
VS
. o V8 Virtual slot

Figure 4.5 The relationship between generie slot and virtual slot

We note that during the k generic slots that the counter is frozen and each slot carries
either a successful transmission or a collision. Let x; denote the duration of the time in
number of virtual slots that a counter remains frozen during a generic slot, as shown in
Figure 4.5. Then, the expected value of x; is given by,

p ’
— T +
busy Pousy

pbusy —Ps, .,

E(x;) = T, (4.60)

Let X;(z) denote the PGF of x; . Then we have,

Xi(z) = E(z*1) = Ps g Pousy " Ps g
busy Phusy

(4.61)
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Let y; denote the amount of time in number of virtual slots that it takes to decrement

counter by one. We have,

yi= ) ik (462

All x; . are independent identically distributed with PGF X;(z) , so the PGF of y; is given

by,

1—-p;

1= piXi(2) 463

YL(Z) = Ai(z)lz= Xi(z) =

Following the unfreezing of the counter, the station will spend an empty PCA slot before
it begins to decrement the counter. Then, the PGF of the total amount of time it takes to

decrement the counter by one, is given by,

Vi(z) = 27 ¥,(2) (4.64)

e Duration of the time that an AC spends in a backoftf stage

Let r; j denote the chosen value of the backoff counter in the j'th stage for AC;, thenr; ;

has a uniform probability distribution given by,

1
Pr(ri,j) - WoTT

A

, 0<r

< W, (4.65)

]

The PGF of r; ; denoted by R; ;(2) is given by,
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Wy Wij
1— ZWi._.H‘ 1

1 1
R; = Tij L) = ij = 4.6
() Z 2" pr(riy) Wi, +1 Z CYETTL 1, 09

Ti,j:(] ri,j=0

Let us define g; ; as the number of virtual slots that AC; spends in the Jj'th backoff stage,
which is given by,
T['”,‘

9ij = z Vik : (4.67)
k=0

All v; , are independent identically distributed with PGF V;(z) . Thus the total duration of

the count time in the j'th backof¥ stage denoted by G; ;(z) can be expressed as,

1 1= Vi(Z)Wi‘j+1

Gij(2) = Ri’j(z)lzz Vi) Wij+1 1— Vi(z) (1.68)
For simplicity we will introduce B; ; ;(2) as:
]
B;;s(z) = 1_1 Gi 1 (2) (4.69)
k=5

Next, we determine the PGF of the packet service time. The service time of the
next packet begins if AC; queue is nonempty at the end of the current post-backoff
procedure and the packet will be transmitted immediately. On the other hand, if the queue
is empty, the service time of the packet begins as soon as the packet arrives. If the
channel is sensed idle, the packet will be transmitted immediately, otherwise, a backoff

procedure will be initiated by uniformly choosing a value from {0, 1., VV[',O}. From
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(4.38), the probability that no packet arrives at the AC; queue during a virtual slot is given

by,
Pi(0,0) = e i

Let PFM denote the probability of no arrivals during the post-backoff procedure. Since
the PGF of the duration of the post-backoff duration, G, 4(2), has been determined in

(4.67), we have,
PP = Gio(2) lz:e—ﬂfff

For a packet which has been transmitted successfully, the packet service time contains the
backoff delay of all stages that packet went through, the collision delay T, for each stage
it passed through and a transmission delay Ty for the last stage. For a packet which is
discarded, the packet service time will contain thé delay of | all the stages from 0

t0 L; yeiry. Let M;(z) denote the PGF of packet service time, then, it is given by,

Li,retry
M) = (L= p))PEYpiGio@) + (L=p) Y p 270 7By ()
i=0
+pi Liretryt 1z(Li,TetTy+1)TCr Bi-Li,retry:O (Z) (470)

In the above, the first term corresponds to the additional backoff stage of a packet
arriving at an empty queue and busy channel. The second and third terms correspond to

the service time of a successfully transmitted and discarded packet, respectively.
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4.4.2 Mean Packet Service Time

Let us denote the mean packet service time of AC; as M; . Taking the first order

derivative of (4.70) and substituting z = 1, we have,

My = (My(2))' 1,24

Liretry

Wio  on
=5 (= pDPPp + (L= poee) (T + T/ T2 ) 49 Z

4.71)

where ¥; 1s the mean value of the time to decrement the counter by one, which can be

found directly from the transform in (4.64).

(4.72)

. ! r b / p —-P r i
v, = (Vl(z)) lz=1 =T, + (p s busy STC )1 i

Tow +
busy s@ Pohusy iy

443 Mean Queuing Delay of a Packet

In the previous section, we have determined the mean packet service time, M;
given 1 (4.71). Assuming that the packet service times are independent of each other, we

can determine the queuing delay by applying M/G/1 model in each queue. Then, let Q;
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denote the average queuing delay for AC; queue. From [32], the average queuing delay in

a M/G/1 queue 1s given by,

Q—A‘—M‘z (4.73
{20 73)

where M? is the second moment of the packet service time.

The second moment of the packet service time is determined by successive

differentiation and manipulation of M;(z) (4.70), which is given by,

M7 = M+ (M(2))"] 221

Li,retry
_ Wi,O NpB_. =2 ’ e 1Y 2 j
= ""é"'“(l — PP vl + (1 —pp) (Toy’ +iT ) P +2(1 - py)
. = |
Li,retry Li,retry
+ Z (Tsy’ + T )i Bijo + (1 —py) Z p B
7=0 =0

2 —
+ ((Li,retry + 1)Tc’) piLi'TEtTy+l + Z(Li,ret"ry + 1)Tc piLi'rewy+1Bi,j,0

+p; ey T B, (4.74)
- where
r } W
Bijo = (Bijo(@) IZ_1 = ﬁzz > (4.75)
- 5=0
and
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B = (B, j,o(z))"L:1 +(Bun@)

z=1

J J

(3% Y () ey D)

J
5=0 5=0

Wis

; (4.76)

The first moment of countdown delay of a state, ¥;, is given by (4.72) and its second

moment, ﬁiz , 18 given by,
i =(vi@)'| _ +@)| _

Pi
1 —p;

p ' ' ' Pousy — Ps ., , ’
= Tez + [ S Ts(i) (2Te + TS(f) ) +_ TC_(ZTe + TS(i) )
Phusy Pbusy

_ 2 N2
Ps : pbusy psTC;] ( Pi ) (4.77)

Then, we can obtain the second moment of the packet service time, M?, by substituting

(4.75) to (4.77) into (4.74), which is given by,

- w;, . m . /2 2 P
M7 = =2 (1= pPEp? + (L= pitireey™) Ty ” 4 7.° 2

2 bi
! —{ Lizretr L Livetryt1 T Tt bi pi

+2Tc (1 (Li,retry + 1)pi TetTY 4 i,retrypi ' ) s(i} + 1 PR
1=pi/1—p;

i [(TS(D, +7 1 ﬁi ) (0 — plirey™w2) + Tc'm3i]

L
wt; wh; — w3; wl;
+(1"5i)2( 31+ ‘2 *)H}E 2£ (4.78)
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where w1; ... w5; are defined as,

Li,retry

wli= ) pd Wy (4.79)

j=0

w2 = z Wy, (4.80)

Li,retry

j=1

Li,retry

w4 = Z pi Wi, (W — 1) (4.82)
j=0

L iLretry

: j-1 .
5= ) pd Wiy ) Wi (4.83)

j=1 5=0

Fihaily, we can determine the mean queuing delay by substituting (4.78) into (4.73)}.

4.4.4 Mean Total Delay of a Packet

The mean total delay of a packet is given by the sum of its mean packet service
time and mean quening delay. Since the delay of a packet is completed following its

successful transmission or discarding, we should exclude the post-backoff procedure

from the packet delay. Let M, denote the mean packet service time excluding the post-

backoff procedure as shown in Figure 4.6.
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_, New packet arrival
«— M —p l
access | transmif [ PBJ empty access | transmit [ PB
~ -
packet | packet 2

Figure 4.6 Packet service time excluding the post-backoff procedure

(PB denotes the post-backoff procedure)

Let M (z) denote the PGF of the packet service time excluding the post-backoff

procedure, then,

M;'(2) = M;(2) - Gio(2)

Then, taking the first order derivatives of (4.84) and substituting z = 1, the mean packet

service time without post-backoff duration is given by,
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4.5 Numerical Results

In this section, we present some numerical results regarding the analysis in this
chapter. We assume that there are five PCA stations in the system and each station has
N #4 ACs. The values of WiMedia MAC sublayer parameters and the values of the PHY
dependent parameters used by the MAC sublayer used in the PCA scheme are tabulated
in Tables 4.1 and 4.2, respectively. For simplicity, we chose virtual slot duration to be
equal to the PCA slot. The duration for a packet transmission and collision, Tg;) and T,

are assumed to be much greater than the duration of a PCA slot.

AC, ACy AC, AC,
Liretry 7 7 7 7
CWi; min 15 i5 7 3
CW; max 1023 1023 511 255

Table 4.1 MAC sublayer parameters in PCA scheme
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Parameter Value
Thyas 256 ps
Tsyne 9.375 ps
Thar 3.75 us
Tars 14.45 us
Ters ' 14.45 ps
Tack 15.5us
Tsirs 10 ps
Tarrsen 46 ps
T, | 9 us
a 9 us
DRP packet length (I") 1 Mb
PCA packet length (L) 1 Mb
DRP class (K) 8
PCA class (N} 4
Ny 256

Table 4.2 PHY-dependent MAC sublayer parameters in PCA scheme
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From (4.54), we determined the mean transmission time of a packet for different call
arrival rates and different value of the minimum number of channels reserved for PCA

traffic. The results are tabulated in Tables 4.3.

a No q Npca Teq)
40 calls/sec 4 48 208 9200 ps
100 calls/sec 4 119 137 13900 us
100 calls/sec 50 97 159 12000 us

Table 4.3 Mean transmission time of a packet

4.5.1 Results of p;, p; and Pgoss

. Utilization of an AC; queue

First, we present the numerical results of utilization of an AC; queue for PCA
traffic under the assumption that the total call arrival rate of DRP traffic has a constant
value, @ =100 calls/sec and N, =4. In Table 4.3, we have determined that the Np., in

this case is equal to 137.
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Figure 4.7 p; versus the total arrival rate

From Figure 4.7, it may be seen that the utilization for all ACs increases with the
total packet arrival rate and the utilization of the lower priornity levels is greater than that

of the higher priority levels.

K The Probability that a transmitted packet encounters a collision

Next, we present the probability that a transmitted packet encounters a collision, .

p; , for each AC in the same PCA system.
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Figure 4.8 p; versus the total arrival rate

From Figure 4.8, we observe that p; is very small when the total packet arrival
rate is low. On the other hand, when the total packet arrival rate is over about 60
packets/sec, p; reaches approximately 50% soon and tends to be constant when queue is

saturated.

¢  The Probability that a Packet from an AC; Queue will be Discarded

Then, we plot the result of probability that a packet from an AC; queue will be

discarded, P}, for each AC in the same system.
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Figure 4.9 PSS versus the total arrival rate
From Figure 4.9, it may be seen that the probabilities that an AC; packet will be discarded
are almost equal to zero when the traffic is light. They increase with the rise of the total

packet arrival rate. The packets of the lower priority levels have the higher packet

discarding probabilities.
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4.5.2 Throughput for PCA Traffic

Next, we present the results of the throughput of each access category of PCA as

a function of the total packet arrival rate for the same PCA system.
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Figure 4.10 Throughput with different arrival rates

From Figure 4.10, we observe that the throughput for all ACs increase linearly
with the increasing total packet arrival rate until the system reaches to saturation. We
note that the saturation occurs when the total arrival rate is about 60 packets/sec and the

throughput per AC; is approximately 20%. Since all ACs have equal throughputs at this
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point, the total throughput of PCA traffic is 80% and the remainder of the channel is
taken by collisions and counter counting. From there on, the throughput of the lower
priority levels decreases with the total packet arrival rate. We note that the curves of AC),
and AC, are the same, because from Table 4.1, CW; ;i and CW, .., for the first two

categories are equal.

4.5.3 Mean Service Time of a Packet

Next, we calculate the mean packet service time as a function of the total packet
arrival rate by applying different calls arrival rates for DRP traffic and different Ny and

compare the results severally.

s  Comparison of the Mean Packet Service Time for Different Values of N,

We compare the results for two cases:
Case L. N,= 4
Case IL N, = 50
In Table 4.3, we have presented the number of MASs available for PCA for these two

cases, which are Npg4 = 137 for Case I and Npg, = 159 for Case 1L, respectively.
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Figure 4.11 Mean packet service time comparison with different value of N,

Figure 4.11 shows the results of the two cases. As may be seen, for both cases,
all ACs have similar packet service time when the total arrival rate is small. It is because
that each AC is assumed to have the same arrival rate and when packet arrival rate is low,
the queues. are not saturated. The packet service times increase with the increase of total
arrival rate and the packet service time of the lower priority levels is greater than that of
the higher priority levels. The reason is that the probability of packet collision mcreases
as the traffic load gets heavier and the packets of higher priority levels can access to the

channel in shorter times.
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For Case 1, the mean packet service time increases significantly when the total

arrival rate reaches 435 packets/second and it tends to be constant when the AC; queues get

saturated. As expected, for Case I, the mean packet service time is always smaller than

that of Case L.

oA 1422 T T Y T T 7 T T
k=S .
T 142} | —+—ACD P
(] e
o gl | T AC s
T — 4 ACZ /ff‘f
Z 148t | T ACS L -
= e
5 1414} e ]
=] e
= e
> 1412} e -
=oMAr - e y
e i O
5 14081 et b
2 i T ]
EARERV ] S e
CRTT] SRS ]
E 14[]2 3 ] 1 1 I ] l I

0 L) 1 15 20 25 20 35 A

Figure 4.12

The total arfival rate (packets/sec)

The mean packet service under the light traffic load

Taking Case I as an example, we plot the results of mean packet service time

under light traffic load. From Figure 4.12, it may be clearer that the mean packet service

time of the lower priority levels is higher than that of the higher priority levels.
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e  Comparison of the Mean Packet Service Time for Different Call Arrival

Rates for DRP Traffic

From Chapter 3, we have known that the number of MASs available for PCA
traffic varies, depending on the number of MASs reserved for DRP transmission. In
section 3.6.2, we determined the average number of MASs occupied by DRP traffic as a
function of the total call arrival rate of the calls to the system, . Next, we present the
comparison of mean packet service times for different values of @ with N,= 4. Here we

compare two cases:

Case I11. a = 100 calls/second

Case IV. a = 40 calls/second
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Figure 4.13 Mean packet service time comparison with different a
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In Figure 4.13, we observe that the mean packet service time for Case Il is greater than
that of Case IV for all ACs. The reason is that for « = 100 and 40 calls/second the
average number of busy channels in a superframe Nppp is equal to 119 and 48,
respectively. Nppp is an increasing function of e, which results in the decrease of Npca
and causes the increase of the packet service time ultimately. From Table 4.3, we can get

Ny for the two cases as 137 and 208, respectively.
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4.5.4 Mean Queuing Delay of a Packet

Next, we present the mean queuing delay for each AC packet as a function of the

total packet arrival rate for N, = 4 and o = 100.
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Figure 4.14 Mean gueuning delay versus total arrival rate

Figure 4.14 presents thcf mean queuing delay results for the four ACs. It may be
seen that the queuing delay of a packet increases with the total arrival rate and it goes to
infinity when the queue gets saturated. The delay for lower priority traffic increases to
infinity faster than the higher priority traffic. The reason is that as the traffic load

increases the lower priority traffic is not able to access the channel anymore.
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4.5.5 Mean Total Delay of a Packet

From (4.86), we can obtain mean total delay of a packet to be transmitted by

summing the mean packet service time without post-backoff duration and mean queuing

delay. We assume that N, = 4.
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- Figure 4.15 Mean total delay versus total arrival rate

The mean total delays of all four ACs versus the total arrival rate are presented

in Figure 4.15. When the total arrival rate is low, the queues are not saturated, so the

packets are transmitted within a short time. In this condition, the mean total delay mainly
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corresponds to the mean packet service time. When the queue tends to be saturated, the
queuing delay rises significantly and is much greater than the mean packet service time.
Thus, when the total arrival rate gets too high, the mean total packet delay is dominated

by the mean queuing delay.
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CHAPTER S

CONCLUSIONS AND FUTURE WORK

In this thesis, we present a joint analytical model that determines the
performance of the WiMedia DRP and PCA schemes. Most of the previous work have
been concerned only with the modeling of one of these two schemes and little attention
has been paid to their simultaneous modeling. Further, previous analysis fails to take into
account the availability of multiple transmission rates at the physical layer, which is one
of the important characteristics of UWB. In our work, we model DRP as stream traffic
and cépture its impact on the performance of PCA traffic. We aésume that DRP traffic
consists of multiple classes of calls, which differ in their-bandwidth requirements and
transmission rates. The arrival of each class of calls is assumed to be according to a
Poisson process. We use a blocking model for DRP traffic and determine the call
blocking probabilities of each class and bandwidth utilization of the system. We believe

that this is the first work that uses blocking model for DRP traffic.

Then we present a performance modeling of PCA in the presence of DRP traffic.
We discuss the analysis of four access categories in th-e system and model each of them in
a station as an M/G/1 queue. We derive the steady-state probability distribution of packet
service time using a three-dimensional Markov chain model.. Then we determine the
throughput and mean packet total delay for all PCA accéss categories. The numerical

results show that low prority PCA traffic experiences low throughput and high delay
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under heavy traffic and the performance of the system for the highef priority levels is
always better than that for the lower priority levels. We propose that a minimum number
of channels to be reserved for PCA traffic to prevent their starvation. From the numerical
results, we observe that the average number of channels being reserved for DRP increases
is incremented with the call arrival rates. We propose reservation of a number of channels

for exclusive by the PCA traffic to improve their performance.

In this thesis, we assumed identical AIFS value for all ACs with service
differentiation being determined only by minimum and maximum contention window
sizes. In future work, different AIFSs can be assigned to different ACs to further

differentiate the service.

_The arrivals of the calls and packets are assumed to be according to Poisson
processes. However, the information traffic is dynamic in real networks, especially in
UWB networks. Hence, our model may be extended to general arrival processes, so that

the traffic can be modeled more accurately.
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