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Abstract

Mobile and Low-cost Hardware Integration in Neurosurgical
Image-Guidance

Étienne Léger, Ph.D.

Concordia University, 2021

It is estimated that 13.8 million patients per year require neurosurgical interventions

worldwide, be it for a cerebrovascular disease, stroke, tumour resection, or epilepsy

treatment, among others. These procedures involve navigating through and around

complex anatomy in an organ where damage to eloquent healthy tissue must be

minimized. Neurosurgery thus has very specific constraints compared to most other

domains of surgical care. These constraints have made neurosurgery particularly

suitable for integrating new technologies. Any new method that has the potential

to improve surgical outcomes is worth pursuing, as it has the potential to not only

save and prolong lives of patients, but also increase the quality of life post-treatment.

In this thesis, novel neurosurgical image-guidance methods are developed, making

use of currently available, low-cost off-the-shelf components. In particular, a mobile

device (e.g., smartphone or tablet) is integrated into a neuronavigation framework to

explore new augmented reality visualization paradigms and novel intuitive interaction

methods. The developed tools aim at improving image-guidance using augmented

reality to improve intuitiveness and ease of use. Further, we use gestures on the mobile

device to increase interactivity with the neuronavigation system in order to provide

solutions to the problem of accuracy loss or brain shift that occurs during surgery.

Lastly, we explore the effectiveness and accuracy of low-cost hardware components
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(i.e., tracking systems and ultrasound) that could be used to replace the current

high cost hardware that are integrated into commercial image-guided neurosurgery

systems. The results of our work show the feasibility of using mobile devices to

improve neurosurgical processes. Augmented reality enables surgeons to focus on

the surgical field while getting intuitive guidance information. Mobile devices also

allow for easy interaction with the neuronavigation system thus enabling surgeons

to directly interact with systems in the operating room to improve accuracy and

streamline procedures. Lastly, our results show that low-cost components can be

integrated into a neurosurgical guidance system at a fraction of the cost, while having

a negligible impact on accuracy. The developed methods have the potential to improve

surgical workflows, as well as democratize access to higher quality care worldwide.
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CHAPTER 1

Introduction

Surgically treatable disorders and diseases affecting the brain and central nervous

system (CNS) have a significant impact on health worldwide. The World Health

Organization (WHO) estimates that worldwide there is currently ∼308k new cases of

cancer affecting the CNS per year and this number is expected to grow to about

∼435k by 2040 [54]. Other disorders affecting the CNS have a high prevalence

and impact too. For instance, cerebrovascular diseases, traumatic brain injury and

epilepsy are expected to affect nearly 77 million people, 69 million and more than 50

million respectively by 2030 [1, 21] with stroke being the third leading cause of death

in most industrialized countries, after coronary heart disease and cancer. Surgical

interventions play an important role in the treatment of these varying CNS disorders.

Indeed, it is estimated that 13.8 million patients per year require neurosurgical
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interventions [20].

In order to surgically treat CNS disorders, clinicians first diagnose the disease and

make surgical plans using preoperative images, such as magnetic resonance images

(MRI) or computed tomography (CT). Understanding the individual patient anatomy

and having access to the spatial location and extent of a lesion (e.g., a tumour,

arteriovenous malformation (AVM), etc.) is crucial to the success of a surgical

procedure. Providing surgeons with this type of information in the operating room

(OR) has been one of the driving forces behind the development of image-guided

surgery (IGS) systems.

While IGS systems have been used in many types of surgical procedures,

neurosurgery has been of particular interest. Due to the unique requirements of

neurosurgery, many surgical advances were originally tailored for it. Neurosurgery

is the only type of surgery for which the organ operated on is almost entirely

enclosed in bone. Further, it is a critical structure where it is paramount during

interventions to minimize damage to eloquent healthy tissue. Owing to this, image-

guided neurosurgery (IGNS) systems or neuronavigation systems (in the rest of the

thesis, both IGNS and neuronavigation systems will be used interchangeably) are now

used routinely at most centres in developed countries.

IGNS systems work by enabling real-time localization of tools and patient within

the OR environment, which in turn enables mapping of preoperative images relative to

the patient. A typical surgical scene where a neuronavigation system is used is shown

in Figure 1. Akin to the use of a GPS system, which uses satellites to localize and

visualize a vehicle on a map of a city, in IGNS surgical tools are tracked and visualized

on the preoperative images or plans of the patient, thus guiding the surgeon to the

lesion while avoiding damaging critical structures.
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Figure 1: In IGNS the surgeon uses a tracked pointer to relate structures on the patient to
those on the preoperative images, shown on the workstation monitor. This pointer and/or
surgical tools are localized and tracked by an optical tracking system relative to a reference
which is rigidly attached to the patient.

Image-guided neurosurgery systems have enabled neurosurgeons to more accu-

rately and effectively treat CNS disorders. Current commercially available IGNS

systems can achieve sufficient accuracy to provide surgeons with meaningful anatom-

ical information during procedures enabling smaller craniotomies (i.e., removal of

part of the skull to access the brain) and better informed intraoperative decisions

thereby improving surgical outcomes. In tumour resection cases for instance, use of

navigation has been shown to lead to significantly lower residual tumour post-resection

and reduced neurological deterioration, leading to better quality of life and increased

long term survival [81, 131, 112]. IGNS systems have also shown their usefulness in

various other neurosurgical applications as well, such as electrode insertion for deep
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brain stimulation [133] and neurovascular procedures [73].

1.1 Motivation

While IGNS systems have shown benefits in neurosurgical care, they do have some

limitations. The first one of these problems is that of providing intuitive visualization

to the user. These systems provide guidance information, but this information is

displayed on a monitor, either in orthogonal slices or on a three dimensional (3D)

model, which means that the user still needs to translate the information back to the

physical patient. This mental mapping of the guidance information to the patient is

not always trivial, which makes it error prone, especially for more intricate anatomy.

Another shortcoming of current IGNS systems is that the mapping from the patient to

the preoperative images that is computed at the beginning of surgery loses accuracy

as the procedure progresses. This accuracy loss has multiple causes, but the most

prominent of them is the movement and deformation of the brain, or brain shift. This

degradation in accuracy causes the guidance information provided to the surgeon to

become less and less reliable over the course of the surgery, to the point where it may

no longer be usable. A third problem of current systems is their limited interactivity.

Once sterile, the surgeon cannot interact with the system themselves, they need to rely

on a technician to operate the system for them by following their verbal commands.

This interaction by proxy takes longer, leading to both prolonged procedures, and is

more error prone. Finally, IGNS systems are expensive, severely limiting their use

outside of economically developed countries. Currently, a commercial neuronavigation

system, which consists of a workstation loaded with specialized software, tracking

hardware and trackable tools, can cost between 250 thousand and 700 thousand US

dollars (USD) [72]. This puts these systems out of reach of most hospitals in low-

and middle-income countries (LMIC). Of the previously mentioned nearly fourteen
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million patients needing neurosurgical interventions every year, it is estimated that

80% arise in LMIC. To fulfill this demand, there is a need for not only a growing

neurosurgical workforce, but also access to affordable tools. The question of devising

and developing novel neurosurgical guidance systems that are precise and usable, but

also low-cost is thus timely, relevant and has potential for a significant impact on

global health.

Technological developments in mobile devices, depth and other low-cost sensors

can address some of the aforementioned shortcomings and further the state-of-the-

art of surgical practice through new hardware integration. New tools enable new

visualization and interaction paradigms to be designed and developed allowing for

intuitive guidance leading to more streamlined surgical procedures. A significant

potential impact of integrating new devices and sensors is the possibility to simplify

guidance systems and lower their cost, thus enabling access to them to a much

wider audience, potentially saving and improving quality of life post-surgery of up to

millions of patients in developing economies.

This thesis explores the integration of mobile devices (e.g., smartphones and

tablets) and low-cost hardware alternatives into neurosurgical workflows. The effects

of the developed novel visualization and interaction methods are tested and compared

against the current state-of-the-art. Thus, the focus of the research presented in this

dissertation is to mitigate the shortcomings of current IGNS systems and democratize

access to these technologies.

1.2 Objectives and Contributions

The work presented in this dissertation aims at assessing the potential for new

technology integration into neurosurgical processes. More specifically, we aim to
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assess the use of mobile devices and other low-cost sensors in the context of

neurosurgical guidance. The main contributions of this dissertation are:

1. A comparison of in situ AR display, ex situ AR display and traditional

navigation with regards to cognitive load and attention shifting in neurosurgical

task execution.

2. The design and development of a state-of-the-art neuronavigation platform

implemented on a mobile device, followed by a thorough assessment of its

performance and usability.

3. The design and development of a manual registration correction technique

implemented on a mobile device using gestures.

4. The assessment of mobile device video images for intra-operatively determining

vascular hemodynamics and development of a prototype interaction method to

provide hemodynamic information intraoperatively.

5. The evaluation of low-cost tracking alternatives for 3D freehand ultrasound

reconstruction in the context of neurosurgery.

This work evaluates the use of mobile and low-cost technologies in the medical

domain and as such is of a multi-disciplinary nature. Some of the contributions of

this thesis therefore belong to biomedical engineering as well as software engineering.

Although, questions at the core of this thesis pertain to evaluating if and how mobile

devices and other hardware could be used for neurosurgical guidance applications.

To answer these questions, we focus on evaluating computer interaction paradigms in

the context of image-guided neurosurgery.

To ensure clinical applicability of the developed methods, all methods were

evaluated in either a clinical setting when possible or in a laboratory setting with
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input from clinicians and experts. This helps in ensuring that developed methods

would be true to their aims and maximize their potential clinical impact.

1.3 Outline

The rest of the thesis is organized as follows. In Chapter 2, an overview of image-

guided surgery is given. In Chapter 3, we describe our study comparing in situ

AR, ex situ AR and traditional navigation. Next, in Chapter 4, the development

of a gesture-based registration correction method is presented and in Chapter 5, an

implementation of a complete neurosurgical guidance system on a mobile device is

presented, as well as a thorough evaluation of its performance and usability. As an

addendum to Chapter 5, a method to interactively show hemodynamic information

intraoperatively is presented. In Chapter 6 a study evaluating the influence of

hardware cost on 3D freehand reconstruction and assessment of a low-cost tracking

alternative is given. Lastly, we conclude and present avenues of future work in

Chapter 7.
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CHAPTER 2

Background

This chapter begins with a historical overview of neurosurgical guidance and

continues to introduce the components of image-guided neurosurgery (IGNS) or

neuronavigation systems. The shortcomings of these systems are then discussed, as

well as potential solutions to address these shortcomings. This will lay the foundations

for the rest of the thesis, where some of these questions will be explored and potential

solutions tested and investigated.

2.1 Image-guided Neurosurgery

Since the proposed application is in the neurosurgical domain, this dissertation will

focus on neurosurgery, even though many of the techniques presented below have also

been applied to other types of surgical procedures.
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2.1.1 History

As summarized by Galloway and Peters in two historical reviews [34, 35] on the

development of image-guidance systems, the advances in image-guided surgical

procedures have very closely followed the advances in imaging techniques. Indeed,

the first reported case of image-guided surgery dates from 1896, when a needle was

removed from a woman’s hand with the help of a preoperative radiograph. This

operation took place only eight days after the announcement of the discovery of X-

Rays by Röntgen [109]. A few years later, Horsley and Clarke [50] created what could

be considered the first stereotactic guidance system. Stereotactic guidance refers to

the family of methods making use of precision tools and techniques to locate internal

structures within a patient in order to approach them surgically.

Horsley and Clarke were the first to introduce many concepts which are now

considered fundamental to surgery, including the notion of physical- and image-space,

perpendicular cutting planes and brain atlases. Although, their most important

contribution in the context of this review is the stereotactic frame (see Figure 2) they

devised to chart physical space. The frame, which was placed on a subject’s head

using anatomical landmarks such as the auditory canal and inferior orbital rim, was

used to place an electrode at a precise location inside a monkey’s brain. Although the

system was initially intended to be used for research on monkeys, and not treatment

on humans, the main ideas were reused for neurosurgery in the 1940s.

The first stereotactic system devised for human therapeutic use was proposed by

Spiegel et al. in 1947 [115]. Instead of using external landmarks as before, information

was extracted from pneumoencephalograms, i.e., x-ray imaging of the brain where the

cerebrospinal fluid (CSF) is first drained and replaced with air to improve contrasts.

In this method, a plaster on the patient’s head with a metal ring attached was cast,

then once dried, a pneumoencephalogram was acquired, enabling a wire or cannula
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Figure 2: Horsley and Clarke’s stereotactic frame [50].

to be inserted at a precise location. The system was tested for medial thalamotomy,

showing promising results, but it was also hypothesized that it could be used in other

applications such as the production of pallidal lesions to treat involuntary movements

or electrocoagulation of the Gasserian ganglion to treat trigeminal neuralgia, among

others. Stereotactic guidance was quickly studied by other groups [119, 70, 103]

working on different diseases that all requiring precise localization of structures

within the brain. The rise in popularity of stereotaxy in those years was mostly

due to new techniques such as ventriculography and pneumoencephalography, which
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provided surgeons with patient-specific information to help them map structures.

The possibility to accurately place a narrow-gauge needle using guidance images led

to other applications, such as placing a radiation source [4, 90] or a chemotherapy

agent [77] directly within a tumour and to guide a biopsy and permit a much smaller

craniotomy [3].

The next big breakthrough happened in 1973, when Hounsfield [52] showed how

it was possible to build a three-dimensional volume or computed tomography (CT)

of a given anatomy out of multiple two-dimensional X-ray slices. The system was

soon adopted and tested in a clinical setting by Bergström and Greitz [5]. For the

first time in history, clinicians had access to three-dimensional preoperative images

during a surgical procedure. This led to the development, by Roberts et al. [106]

and other groups [129, 66, 32], of the first navigation systems where the positions

of tools was tracked in physical-space and the corresponding position in image-space

was displayed. The systems developed by these teams varied in implementation and

hardware: Roberts et al. and Friets et al. [106, 32] used ultrasonic tracking while

Watanabe et al. and Kosugi et al. [129, 66] used a tracked arm. Roberts et al. and

Friets et al. projected the images to be viewed in a neurosurgical microscope, while

Watanabe et al. and Kosugi et al. showed images on a computer display. This family

of systems was first referred to as “frameless stereotaxy”, since contrary to previous

systems they didn’t require the patient’s head to be fixed in a frame. This was also

the first use in the literature of the expression “image-guided intervention”, which is

now widely used.

These “image-guided intervention” systems, while differing in implementation and

hardware had commonalities. They consisted of an image acquisition step, three-

dimensional spatial tracking of the tool in physical-space, a registration process

to map the physical-space into image-space and finally a display of the rendered
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localization information. The paper from Roberts et al. [106], where images were

projected into the microscope, was also among the first to use an augmented reality

(AR) display for image-guidance (see Figure 3).

Augmented reality, according to the definition of Milgram et al. [84], is “augment-

ing natural feedback to the operator with simulated cues”. In other words and in

our context of interest, AR is the merging of additional virtual information (e.g.,

anatomical models) to the live surgical scene. The concept of AR represented a

paradigm shift compared to traditional systems. As well as mapping the real-world,

i.e., the pointer tip location, onto the images, here the images themselves were also

mapped onto the real-world.

Figure 3: Roberts et al’s [106] microscope augmented reality view. (The tumour outline
is represented by the white line pointed by the black arrow.)

The idea of augmented reality was studied further during the next decade by

Roberts’ team at Dartmouth, and soon other teams followed [45, 65, 27]. The
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developed research systems used either the surgical microscope as the display device

on which they blended real and virtual images or a projector displaying virtual

information directly onto the patient. The surgical microscope was the easiest and

most natural candidate for displaying the augmented reality view: it was already

present in the operating room (OR), the surgeon was already using it for the most

part of the operation and it was relatively straightforward to add a video stream to

the live view already presented. While augmented reality in the microscope is still

an active area of research, in the recent years, new display technologies have arisen.

Different display types and the way they have been and could be used in the OR will

be further examined in subsection 2.3.1.

As was shown in this brief overview of the development and advancement of image-

guidance frameworks, the number of applications for such systems is vast. Although,

as will be shown in section 2.2 and section 2.3, there are limitations to current systems.

The interested reader can find a thorough overview of current applications of image-

guidance systems in [56]. In the next section we examine current navigation systems

in more detail, with the hardware and software that is most often used.

2.1.2 IGNS System Components

IGNS systems such as those described above are no longer merely used for research but

are also commercially available systems. Complete systems, like the ones marketed by

Medtronic® [76] and Brainlab® [9], are now currently used in most modern operating

theatres. These systems have three main requirements: a tracking system that allows

for the localization of the surgical tools and the patient, a registration that correlates

the patient images to the actual patient in the operating room, and a workstation that

provides the visualization of the tracked tools with respect to the patient anatomy

and surgical plans. Figure 4 shows a typical surgical installation.
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Figure 4: IGNS systems have three main requirements: a tracking system that allows for
the localization of the surgical tools and patient, a registration that correlates the patient
images to the actual patient in the operating room, and a workstation that provides the
visualization of the tracked tools with respect to the patient anatomy and surgical plans.
Figure courtesy of Simon Drouin.

Tracking

Tracking systems are used to localize objects (e.g., surgical tools, patient) in 3D

space. To be useful, a tracking system must be able to provide both the position

and orientation of the tracked objects. This makes the problem of tracking six-

dimensional, i.e., translation in Cartesian x, y and z coordinates and rotation along

each axis, or yaw, pitch and roll. In the context of IGNS, four types of tracking

systems have been used: mechanical, acoustic, optical and electromagnetic.

Mechanical Tracking uses a mechanical arm equipped with angular sensors in its

joints to determine the position of a tracked tool. The tool is attached to the end of
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the arm and the position is computed compounding the angles and segment lengths

for all segments of the arm. Although these systems have very high accuracy, their

mobility is very limited and usage can be disruptive to normal surgical workflows.

While in the context of open neurosurgery this limited mobility can be problematic,

for robotic surgery this is not an issue as trajectories can be planned in advance, such

as in the case of electrode placement for deep brain stimulation (DBS).

Acoustic Tracking uses emitters and three or more microphones. The difference

in reception time of the sound produced by the transmitter on a given tool enables

triangulation of its 3D position. While acoustic systems were studied in the beginning

of IGNS development, their use has almost disappeared now due to limited accuracy,

limited number of measurements per time interval and sensitivity to changes in room

temperature affecting the speed of sound [30].

Electromagnetic Tracking systems use a generator to produce a magnetic field

within the operating room. Tracked objects are equipped with coils that interfere

with the magnetic field and the position of the coil within can be calculated based

on the interference. This class of systems has the main advantage that it doesn’t

require line of sight between the emitter and receivers, contrary to both acoustic and

optical tracking. However, it also has significant drawbacks: tracked objects need to

be wired, which can be inconvenient in the sterile context of the surgical field, and

any metallic or ferromagnetic object introduced in the magnetic field will disrupt the

field and alter the reading.

Optical Tracking systems, which are the most widely used in neurosurgery [37],

rely on stereophotogrammetry. Reflective spheres are attached to tracked objects,

usually three of four, and the reflection of infrared lighting on these spheres is captured
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by a tracker equipped with a set of two infrared cameras. The difference in position

of the spheres in the two images enables computation of positions of the spheres in

space and thus in turn, knowing the particular arrangement of the spheres on the

object, the position and orientation of the tracked object can be computed.

Registration

Registration involves spatially transforming two or more data sets into one coordinate

system. In the case of neuronavigation systems, it means transforming the coordinates

of the patient anatomy in physical-space so that it correlates with the preoperative

images (e.g., CT or MRI), in image-space. This requirement of navigation systems

appeared when evolving from stereotactic frame-based systems to frameless systems.

With frame-based systems, the spatial relationship between the tool and the relevant

anatomical structure could be determined since both the mapping from the tool

to the frame and the mapping from the frame to the anatomy were known, and

the compounded transform could easily be computed. With frameless systems,

this mapping is not readily available, therefore there is a need for an explicit

registration procedure. This patient-to-image registration is typically done once, prior

to beginning the surgical procedure, after the patient is anesthetized and the patient’s

head is immobilized using a head clamp (such as the Mayfield® clamp). Seeing as the

coordinate system in physical space must be fixed relative to the patient to remain

usable throughout surgery, instead of using the tracking system itself as the reference

frame, a marker is attached directly to the head clamp and serves as the reference

for navigation. Registration estimates a rigid transform relating the patient’s head

position to that reference position.

The two methods used for registration in the OR are point-based and surface-

based. Point-based methods rely on the ability to accurately pick corresponding
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points in the two spaces – points in image-space are chosen on the preoperative scans

and points in physical-space are chosen on the patient using a tracked pointer. From

the known transform of each of these points, the global transform can be computed.

In order to compute a global transformation matrix three pairs of points are needed.

However, the robustness of the method can be increased by picking more pairs in order

to minimize the residual error of the resulting transform. Common points selected for

point-based registration in neuronavigation are the bridge of the nose, the external

and internal canthi of the eye and the tragus and tragus valley of the ear, since they

are easily recognizable and can be accurately selected on the preoperative images and

on the patient’s head. A schematic of this registration procedure is shown in Figure 5.

Figure 5: Schematic of the registration procedure. Eight corresponding landmarks on
the head and face are selected both on the patient using a tracked pointer and on the
preoperative images to create a correspondence between the two spaces. Figure taken
from [38].

Surface-based registration relies on being able to extract a surface in both
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physical and image space and minimize the distance between the two extracted

surfaces, usually using an iterative method, such as the iterative closest point (ICP)

algorithm [7]. The surface in physical-space is created by tracing the pointer across

the skin on the head of the patient. In image-space the skin surface is extracted from

the preoperative CT or MRI.

Neuronavigation Workstation

This last component consists of a computer with specialized IGNS software. The

IGNS software enables tracking, i.e., the information from the stereo infrared tracking

cameras are imported here and used to extract the 3D position and orientation of the

patient and all tracked tools. Algorithms for registration and the various transforms

computations that enable merging of physical-space and image-space are available.

The workstation also allows for visualizing the result of all these computations and

provides guidance to the surgeon throughout the procedure, see Figure 6.

2.2 Accuracy of IGNS Systems and Brain Shift

In spite of the remarkable advances in the field, current IGNS systems have limitations

in certain scenarios. The two most prominent of those shortcomings are (1) the loss of

accuracy that happens throughout the procedure and (2) the difficulty in presenting

guidance in a clear, understandable and interactive fashion to the operating surgeon.

In this section, we focus on the first of these shortcomings and describe the main

causes for accuracy loss and some ways to correct for it. The next section then

describes problems associated with interaction and visualization.

Brain shift or the displacement and soft-tissue deformation of the brain that occurs

during surgery, is the main source of loss of accuracy in IGNS systems. The error

caused by brain shift typically ranges from 1 to 20 mm [39], which is much higher
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Figure 6: Screenshot of a typical IGNS navigational interface. More specifically this
screenshot depicts the Intraoperative Brain Imaging System (IBIS) [25]. Slices from the
preoperative scan are shown, as well as 3D models of different anatomies, in this case the
skin surface, cortex surface, as well as a target of interest displayed as a red dot. In the
left pane are options to enable users to interact with the view and change behaviour of the
system.

than errors arising from technical inaccuracies, such as inaccuracies in the tracking,

distortion in the preoperative images or registration errors. The error introduced

by brain shift is sometimes large enough that surgeons no longer rely on navigation

information after the first few stages of surgery [39]. An example of brain shift

estimation acquired through intraoperative MRI acquisition is shown in Figure 7.

Brain shift is the result of a complex process involving multiple factors related

to biological, surgical, and physical causes. In the first reports on brain shift, the

cause for brain shift was attributed to gravity, but it is now known that there are

many other contributors. While the phenomenon of brain shift has been known for

more than 30 years [59], studies isolating the individual contribution of all different
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Figure 7: Successive MRI acquisitions taken during surgery. Left: Image acquired after
the dura mater opening; Center: Image acquired after tumour resection. Right: Estimated
deformation field (red arrows) representing the shift observed after tumour resection. Figure
taken from [91].

factors are lacking. In this section, we first survey the causes of brain shift and their

potential contributions, then look at methods developed to compensate for it.

2.2.1 Causes of Brain Shift

Brain shift causes are multiple but can be categorized in three main classes: physical,

surgical and biological. Here we summarize the main known causes for brain shift,

but the interested reader can see [116] for a more detailed review and [126] for a

review of neuronavigation error sources.

Surgical and Physical Factors: The transform relating the patient to the head

clamp is assumed to stay constant throughout surgery. However, this often is not the

case. The registration procedure is done prior to sterilization and during sterilization,

the reference is removed and replaced with a sterile reference, which can introduce

displacements relative to the initial position. Next, the clamp itself does not fully

rigidly hold the patient’s head, it allows for small movements, which can be larger

if strong forces are applied to the head. Such large forces are applied during burr

hole hand drilling or hand sawing of the cranium for instance. Use of other surgical
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equipment can also have the effect of moving the head with respect to the frame.

For instance, skin retractors, which are used to keep the skin flap away from the

surgical field and improve bone exposure, apply a lateral force of 10-15 N [39]. That

lateral force will be compounded if multiple retractors are used, so if three retractors

are applied, which is a typical usage, then the resulting lateral force applied on the

head would be around 30-45 N. This would result in several millimetres of translation.

After registration, draping is placed around the surgical field to ensure it stays sterile.

The drapes are usually attached to different parts of the surgical field, including the

clamp, again applying a force on it. The drapes are pulled in different directions when

installed. During surgery, the draping will often absorb blood and cerebrospinal fluid

(CSF), increasing their weight and resulting in additional downward forces. So, even

the simplest assumption of registration, a fixed relationship between the head and

the tracking reference, isn’t usually respected.

Other surgical factors include tissue loss, fluid loss and hyperosmotic drug

intake. Tissue loss is due to resection of pathological tissue; it causes unsupported

surrounding tissue to sag due to the force of gravity. Fluid loss refers to drainage of

CSF. For many types of procedures, CSF is purposefully drained to allow for brain

relaxation and reduction of intracranial pressure. CSF loss induces a deformation

mainly in the direction of gravity due to loss of homeostatic neutral buoyancy,

causing the brain to deform under it’s own weight. Intracranial pressure is also

commonly reduced by injecting Mannitol, an hyperosmotic drug, which decreases

brain volume. Mannitol intake thus considerably changes the shape of the brain and

therefore invalidates the correcteness of preoperative images as a navigation basis for

the state of the brain after intake. In addition to the surgical interactions described,

patient positioning also affects accuracy of the navigation system. The orientation of

the patient’s head intraoperatively is almost never the same as the orientation of the
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head during the preoperative scan. Patient positioning, as detailed by Schnaudigel

in [111], has an impact on the position of the brain within the skull and even it’s

shape. Deformations of up to 1.7 mm were observed between MRI scans acquired

with patients’ heads placed in different orientations. It still isn’t clear how much of

this deformation is due to anisotropy in the magnetic field causing image distortion

and how much by the brain’s movement and deformation within the skull. Further

studies would be necessary to assess this, but in both cases, precision of the navigation

would be equally affected. These effects, contrary to the ones presented in the last

paragraph are non-linear effects and thus harder to account for and compensate.

Biological Factors: In addition to the factors mentioned above, it was also shown

by Dorward et al. [22] that tumour type, in the case of tumour surgery, has an effect

on brain shift. Doward et al. hypothesized that the brain tends to herniate out of

the defect depending on the pathology type. Indeed, the authors found significantly

greater shifts at the point in surgery where the surgeon had reached the depth of

the tumour for meningiomas compared to gliomas and significantly less shift in skull

base cases than other groups. Although, on the contrary, Ohue et al. [94] found

significantly smaller shifts for meningiomas than gliomas. Replication studies with

larger sample sizes are necessary, however these studies would indicate that tumour

type could perhaps influence brain shift. Finally another factor related to lesion type

is presence or absence of œdema, a build up of fluid, which also influences the direction

of the shift.

Although it is widely accepted that gravity is the largest cause of brain shift, as

we have described above, other causes are numerous. The causes are not only many

but all interrelated and hard to isolate. Studies assessing the individual contributions

of each factors are lacking, but will be necessary for compensation techniques to

improve. The more methods are developed to compensate for larger contributors, the
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more important it will become to understand lesser contributions as well.

2.2.2 Brain Shift Compensation

With a better understanding and knowledge of the causes of brain shift, methods can

be devised to try and account for it. The methods proposed thus far can be categorized

into two main classes: methods where new images are acquired intraoperatively to

reregister preoperative images to the patient and methods that use biomechanical

and predictive modelling to estimate brain shift and then warp the intraoperative

images to reflect the shift. Both approaches have advantages and disadvantages.

Intraoperative-imaging methods are more versatile as they use updated images and

thus can compensate for all effects of brain shift at once, even those caused by

unforseen events or for not well-understood reasons. However, these methods require

intraoperative aquisition of new images, which may be expensive (e.g., in the case of

intraoperative MRI (iMRI)), disrupt the normal workflow and prolong the procedure

(e.g., for each iMRI acquisition, 45 mins or more is added to the procedure). On the

other hand, model-based methods require no or very little intraoperative information

and intervention, and can be very precise for some compensations. Although they

cannot compensate for changes caused by surgical factors since these methods rely on

precomputation of deformation and surgical factors cannot be known a priori. They

also can’t compensate, for the same reason, for shift caused by unexpected events or

due to causes that are hard to isolate.

2.2.3 Intraoperative Imaging for Brain Shift Correction

Intraoperative image acquisition for brain shift compensation is typically done

using either intraoperative MRI (iMRI) or ultrasound (iUS), although intraoperative

CT (iCT) and surface acquisition through 3D scanning have also been studied. iMRI
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has the advantage that acquired images have higher contrasts than iUS and the

registration is easier to compute and more precise since intraoperative images will

usually be from the same modality as preoperative images. iMRI also has very

important shortcomings: it is very expensive and it requires a specifically designed

OR, equipped with compatible tools, free of any metal or ferromagnetic material, as

well as specially trained staff. Further, making a single acquisition takes between 45

minutes to an hour thus prolonging the procedure. The long acquisition time often

prohibits making multiple acquisitions at different points in surgery. Finally, due to

the prohibitive cost, very few centres are equipped with iMRI scanners, therefore we

focus on ultrasound based intraoperative registration.

The first article presenting use of iUS clinically in brain tumour resection

procedures was published in 2002 by Unsgård et al. [122]. Ultrasound was shown to

be useful in other procedures such as AVM or aneurysm clipping as well, as described

in Unsgård et al.’s subsequent review on ultrasound use for neurosurgery [123].

Ultrasound, contrary to MRI, is cheap, portable, does not have any special

requirements and allows for quick image acquisition, which makes it possible to do

multiple acquisitions during a single procedure if needed. Although, registration

of iUS with preoperative MRI is harder to accomplish since both modalities have

different contrasts and the image quality of ultrasound is lower in terms of resolution,

signal to noise ratio and acoustic resonance artefacts. Several methods have been

proposed to register B-mode iUS images with preoperative MRI including: mutual

information [55], gradient orientation alignment [92], cross correlation [105] and

linear correlation of linear combinations [33]. In addition to the B-mode ultrasound

images, Doppler acquisition can also be used for registration. Indeed, Doppler

US captures movement and thus can be used to visualize blood vessels. The

intraoperatively acquired vessel tree can then be mapped to a similar tree extracted
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from a preoperative angiogram. This method was first proposed by Reinertsen et al.

in 2007 [99] and further validated clinically [102, 100]. The same idea has then been

further exploited by Morin et al. [88] in a more complex algorithm using a combination

of intraoperative image acquisition registration and biomechanical modelling.

As well as accounting for brain shift, US can show residual tumour tissue. Unsgård

showed that iUS acquisition helped find residual tumourous tissue in 53% of the cases

whose resection would have otherwise been deemed complete. They reported taking

between three to six iUS aquisitions, which is much more than what would typically be

possible with iMRI. More recent studies [40, 127] show that even though ultrasound’s

precision is lower than iMRI, it is still sufficient to enable surgeons to identify tumour

remnants in many cases.

In addition to iUS imaging, some teams have studied the possibility of using

cortical surface extraction to compensate for brain shift. Various methods have

been explored for cortical surface extraction, e.g., stereo-camera surface reconstruc-

tion [117] or laser-range surface scanning [82]. These methods showed promising

results, enabling near real-time estimation of the surface movement. While it is clear

that these methods can be a valuable source of information [12, 67, 136], it has also

been shown that accuracy of the predicted brain shift improves when using more than

only the visible surface [132].

2.3 Visualization and Interaction with Guidance

Information

A second shortcoming of IGNS systems is the difficulty to present spatial information

efficiently and clearly to surgeons. With traditional navigation systems, navigation

information is presented on the workstation which is outside of the sterile region in
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the OR and thus requires the surgeon to look away from the patient and surgical field

for guidance. Surgeons are then required to mentally map 2D patient-specific images

(e.g., MRI/CT), or 3D rendered anatomical models to the actual 3D anatomy of the

patient. This task is not trivial, can be time consuming and may be prone to error [61].

Furthermore, it causes a disconnect between where the surgeon is working and where

they are looking for guidance. This constant shifting of attention can be detrimental

to the surgeons’ ability to complete a given task, as will be further explained in

Chapter 3. Disruption to the user’s focus has been shown to be detrimental to

both cognitive and motor tasks. Pearson et al. [95] and Postle et al. [98] showed

that focus shifts have a significant negative effect on performance of tasks involving

spatial working memory. Furthermore, the effects of distractions on the completion

of a motor task worsens with the complexity of the task in question [44].

Another problem associated with the current systems’ information presentation is

the difficulty of showing the dimensionality and conveying spatial understanding of

the anatomical data. When 3D structures are presented on a 2D screen, the sense of

depth is often lost or at least severely hindered.

Then, because of sterility constraints, the surgeon also can’t interact with the

system themselves. Interacting with the presented view can enable gaining a better

understanding of the 3D structure of the anatomy and spatial relationship between

structures. Manipulating it in such a way as to make the mapping to the patient

easier also has potential to reduce errors. Since such interactions can’t be done

by the surgeon themselves, a technician does those manipulations according to the

surgeon’s needs. This interaction by proxy is not ideal though, as it adds unnecessary

complexity and potentially lengthens the procedure.

Both of these shortcomings can be addressed using specific visualization and

interaction techniques and/or AR display technologies, as some of these AR devices
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offer means for the user to interact with the displayed information, even in sterile

conditions. Several AR hardware and display means have been proposed in the

context of neurosurgery to address these issues. We describe these related works

in the following section.

2.3.1 Augmented Reality Image-guided Neurosurgery

In augmented reality neuronavigation, preoperative images or virtual models of the

patient anatomy are merged with the real surgical field of view to guide the surgeon

(see Figure 8). AR has been shown to be useful in many aspects of neurosurgery:

Cabrilo et al. [11] showed that AR permitted minimizing dissection and exposition in

the context of aneurysm clipping; Kersten-Oertel et al. [61] showed that AR enabled

tailoring craniotomies, localizing vessels of interest, and easily distinguishing between

feeding and draining vessels in the context of arteriovenous malformation (AVM)

procedures; and Gerard et al. [38] showed that using AR creates the possibility

of tailoring resection corridors to minimize invasiveness, especially for deep-seated

tumours.

Figure 8: Left: computer-generated image of vasculature, generated from the preoperative
scan; Center: image taken from a tripod-mounted camera; Right: displayed AR view of the
surgical scene.
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An Overview of AR Systems for IGNS

The first augmented operating microscope prototype, proposed in 1986, was aimed

at cranial surgery [106]. The authors used an acoustic tracking system, a miniature

cathode ray tube and a beam splitter to superimpose a tumour boundary in the

microscope’s optics. They found that their system provided easily visualized contours

while not diminishing the quality of the conventional operative field image. The first

camera-based AR systems for neurosurgical procedures were proposed by Gleason et

al.and Gildenberg et al.in 1994 [42, 41]. Gildenberg et al. [41] attached an endoscope

to the stereotactic frame and displayed a segmented tumour and vessels on top of the

camera image on a computer monitor. The registration was done using a stereotactic

frame. While Gleason et al. [42] used a video mixer to blend streams from a video

camera and 3D computer reconstruction of the segmented anatomy. They used

landmarks in the video image to align the reconstruction with the live view. In 1995,

the first augmented stereo microscope prototype was proposed by Edwards et al. [26].

The work showed that displaying structures in stereo added a sense of depth, which

was previously lacking. The first use of AR for endovascular procedures, done in 1988

by Masutani et al., displayed vessels extracted from preoperative angiograms [74].

Lastly, the first endoscopic AR application was developed in 2002 by Kawamata et

al. [58]. They tested their system in endonasal transphenoidal procedures.

In terms of surgical applications, of the 33 papers presenting recent AR platforms

studied in the review by Guha et al. [47], 48% were applied to tumour resection,

27% to neurovascular surgeries and 21% for spinal procedures. Although there is a

predominance of neurooncology applications, different types of surgical procedures

have been explored. Whatever the target application is however, many display

technologies can be employed. The interested reader is referred to [47] for a table

summarizing the neurosurgical applications in which AR has been studied. This table
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shows that more than 50% of the proposed systems employ a screen display, meaning

that the information is displayed outside of the sterile surgical field. Therefore, in

order to access navigation information the surgeon has to look away or shift their

attention between the surgical field and the navigation. This constant shifting of

attention can be detrimental to the surgeons’ ability to complete a given task, as will

be shown in Chapter 3. However, many display technologies enable in situ display in

the context of surgery: augmented optics on the microscope, HMDs, projectors and

mobile devices. Each of these have advantages and drawbacks making them more or

less advantageous in different scenarios and applications.

As mentioned in the historical review above, the microscope was an obvious choice

in the early days of neurosurgical AR navigation and is still an option currently

being explored by research teams. This AR setup uses special optics to blend the

augmentation image directly in the microscope oculars. Its biggest advantage consists

in that it is already present in the OR and thus doesn’t require any additional footprint

in an already crowded room. It is also used by many surgeons throughout most of the

procedure, making it a negligible disruption to the normal workflow. Although, in the

typical procedure, it is only used once the dura mater is open, making it irrelevant

at the planning stage and the beginning of the procedure, when the craniotomy, or

surgical opening of the skull, is performed. It also isn’t used by all surgeons or for all

types of procedures. This display thus doesn’t cover all potential use cases.

In the past few years, HMDs have been the center of much interest in the AR

neuronavigational research community. HMD systems can either be optical see-

through or camera-based. In the former case the device uses a semitransparent

display to show the augmentation, through which the real world underneath can still

be seen. In the later case, the real world is captured with a camera and the blending

of the augmentation and live view is rather done computationally and shown on a
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screen in front of the user’s eyes. Like microscopes, their added footprint is negligible

but an advantage over microscopes is that they can be used in all stages of the

procedures, including during planning. Although, they still have disadvantages that

limit a mainstream adoption in ORs. Recent studies by Carbone and Condino [18, 14]

even suggest that in its current form, see-through devices are unsuitable for surgical

guidance. They are afflicted by the vergence-accomodation conflict. This problem

arises from the fact that the virtual content presented is at a fixed optical distance

from the user’s eyes. This distance is not the same as the content’s perceived distance,

which causes the conflict, as the user’s visual system adjusts to the real world scene.

Virtual structures thus appear blurry and prolonged use of the system can cause eye

strain, headaches and nausea. This problem affects all currently available headsets

and while it is currently being investigated, it still doesn’t have a satisfactory solution.

Additionally, HMDs require adjustments when fitted to the user’s head in order to

work properly and accurately. This can add complexity and disrupt the normal

workflow as, once the surgeon is sterile, they can’t fit it on their head or remove it

themselves, requiring help from a technician. This implies some setup time for every

use and also means that their is a risk of a maladjustment, which could compromise

the accuracy of the presented AR view. Additionally, Condino’s research also hints

that the eye-to-display calibration that the tested device implemented may lead

to distortion, leading to an inaccurate AR view. Finally, currently commercially

available devices are also still bulky and uncomfortable when used for extended

periods. For all of these reasons current HMDs are poorly suited for many surgical

tasks.

Projector-based AR neuronavigation systems use a projector to present the

augmentation directly on the surgical scene. They can be used at every step of a

procedure like HMDs, but do not cause discomfort if used for long periods unlike
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them. Although, they require an additional setup and have an OR footprint. More

importantly, they require line of sight between the projector and the surgical scene

which, in the context of a busy operating room, can be a significant drawback and

add logistical constraints.

Finally, mobile AR uses a mobile device, e.g., a phone or tablet, to capture the

real world from the back-side camera, computationally generate the AR view through

texture blending in the graphics shader and displaying it on the screen of the device.

An example of such a system is showed in Figure 9. As will be further shown in

Chapter 3, Chapter 4 and Chapter 5, mobile devices have several advantages over all

previously mentioned methods:

• They are small and wireless, which makes them easy to move around. This

allows exploring the anatomy from different perspectives, providing a good

understanding of the three-dimensional structures of objects through the

parallax effect. This portability also easily allows the surgeon to explain

the approach and anatomy to residents and students in the operating room.

Additionally, the device can be moved out of the way at any time and is therefore

less encumbering and more suited to the surgical environment in comparison to

HMDs and projectors.

• They can be draped in a sterile bag, allowing for continuous use throughout a

procedure. This also means they can be stowed away and brought back in a

matter of seconds, making them minimally disruptive to the surgical workflow.

• They can be hand-held and moved around, as mentioned, but they can also

be clamped to the bed for hands-free continuous guidance, accommodating for

different operating practices and methods.
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• They offer an easy means to not only display information but also interact

with it using the touchscreen, allowing more and easier interactivity than

projector-based or microscope-based AR systems to the surgeon without

exterior intervention. Touchscreen interactions can also be done through sterile

draping, allowing for interaction at every stage of surgery.

• They are equipped with additional embedded sensors (e.g., accelerometer,

gyroscope, depth sensor) that haven’t been explored in this context yet, but

could potentially provide useful guidance information. This point is further

discussed in Chapter 7.

Figure 9: Our developed mobile AR system displaying CTA acquired vessels (virtual
anatomical data) over a phantom head (the real world as captured by the iPad).

Despite the advantages mentioned above, this technology has had limited study

in the context of neurosurgery. The camera-based mobile AR prototypes proposed

thus far are those listed in Table 10. These prototypes are few and all are lacking

either in terms of usability, performance or in thoroughness of system assessment.
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From this table, it appears clearly that mobile AR has not been fully explored for

neurosurgical AR guidance. A more thorough description of the previously proposed

systems is presented in Chapter 5, Section 5.2.
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The remainder of this dissertation is organized as follows. In Chapter 3, the

problem of visualization is addressed and the potential for AR use in neurosurgical

tasks is evaluated. In Chapter 4, a solution for brain shift correction is developed.

This solution runs on a mobile device and can be interacted with by the surgeon, also

addressing the interactivity and visualization problems simultaneously. In Chapter 5,

the work from Chapter 3 and 4 is expanded and consolidated. The more complete

system presented in that chapter further explores solutions to both interactivity

and visualization issues. As an addendum to the chapter, a specific workflow is

developed for neurovascular navigation, focusing on these problems in that context.

In Chapter 6, low cost tracking alternatives are evaluated for brain shift correction.
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CHAPTER 3

Quantifying attention shifts in augmented

reality image-guided neurosurgery

Preface

Using a mobile device for presenting guidance information opens up the possibility

for in situ augmented reality. In this case, a phone or tablet can be used by

the surgeon or surgical staff within the surgical field and thus the surgeon does

not have to look away for guidance to the neuronavigation system. Thus, using

a tablet has the possibility of reducing attention shifts which have been shown to

negatively impact motor and cognitive tasks. In this chapter, we evaluated the impact

of image-guidance location in a typical neurosurgical task, tumour delineation for
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cranitomy planning. Specifically, we evaluated the impact of three intraoperative

set-ups: standard navigation (traditional neuronaviation set-up), desktop AR (AR

visualization on the neuronavigation monitor) and mobile AR (AR visualization in

situ) on attention shifts and usability. The results of our study confirmed potential

clinical relevance of mobile device for AR capture and display. Furthermore, in

addition to showing potential clinical relevance, results also informed the design

decisions of the methods later described in Chapter 4 and Chapter 5. This paper

was presented at the Augmented Environments for Computer Assisted Interventions

(AE-CAI) workshop and published in a special issue of Healthcare Technology Letters.
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Abstract

Image-guided surgery (IGS) has allowed for more minimally invasive procedures where

smaller incisions are used, leading to better patient outcomes, a reduced risk of

infection, less pain, shorter hospital stays and faster recoveries. One drawback that

has emerged with image-guided surgery techniques, is that the surgeon must shift their

attention from the patient to the monitor for guidance. However, it has been shown

that there are negative affects of shifting attention on both cognitive and motor tasks.

Augmented reality, which merges the real world surgical scene with preoperative

virtual patient images and plans has been proposed as a solution to this drawback.

In this work we studied the impact of two different types of augmented reality IGS

set-ups (Mobile AR and Desktop AR) and traditional navigation on attention shifts

for the specific task of craniotomy planning. We found a significant difference in

terms of time to perform the task and attention shifts between traditional navigation

but no significant differences between the two different AR set-ups. However, with

Mobile AR users thought the system was easier to use and their performance was

better. These results suggest that regardless of where the AR visualization is shown

to the surgeon, for certain tasks AR can reduce the amount of attention shifts, leading

perhaps to more streamlined and focused procedures.

3.1 Introduction

Augmented reality (AR) is increasingly being studied in image-guided surgery (IGS)

for its potential to improve intraoperative surgical planning, simplify anatomical

localization, and guide the surgeon in their tasks. In AR IGS, preoperative patient

models are merged with the surgical field of view, allowing the surgeon to understand

the mapping between the surgical scene and the preoperative plans and images and

to see the anatomy of interest below the surface of the patient. This may facilitate
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decision making in the operating room (OR) and reduce attention shifts from the IGS

system to the patient, allowing for more minimally invasive and quicker procedures.

Numerous technical solutions have been proposed to present AR views in IGS.

These include the use of tablets, projectors, surgical microscopes, half-silvered

mirrors, head-mounted displays (HMDs), or the use of the monitor of the IGS system

itself [63]. These different solutions can be categorized as either presenting the AR

visualization within the field of view of the surgeon, i.e., in situ (e.g., via tablets,

HMDs, the microscope or a projector) or outside the surgical sterile field on the IGS

system itself. Whereas, the main advantage of the former, is that the surgeon does

not have to look away from the surgical scene, the disadvantage is that additional

hardware is needed, with the exception of the surgical microscope. Although the

surgical microscope can present the AR view to the surgeon without the use of

additional hardware it is not used for all surgical steps or by all surgeons. For example,

it is not used during craniotomy planning or by surgeons who prefer to use surgical

loupes throughout a case. Conversely, the advantage of using the IGS system to

display the AR view, is that no additional hardware is needed in an already cluttered

and busy OR. The disadvantage of presenting the AR view on the IGS monitor may

be that the surgeon may need to shift their attention back and forth between the

IGS system (where they are looking for guidance) and the patient (where they are

working). To the best of our knowledge no previous work has looked at the impact

of different AR solutions on attention shift for specific tasks in IGS. Yet, evaluating

how different technologies compare to Desktop AR is an important task, which will

help determine which technologies are most appropriate in the OR.

In this paper, we present a mobile-based (e.g., smartphone/tablet) AR IGS system

and compare it to (1) visualization of the AR view on the monitor of the IGS system

and (2) traditional IGS navigation. We do this for the specific task of outlining the
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extent of a tumour on the skull (Figure 11). Tumour localization and delineation is

done during craniotomy planning in neurosurgery in order to determine the location,

size and shape of the bone flap to be removed to access the brain. This task does

not require high accuracy in terms of outlining the tumour contour but rather it is

important to localize the extent of the tumour. Therefore, in testing these three

methods we specifically focus on the time to delineate a tumour and the number of

attention shifts from patient to screen, that are required to do this.

Figure 11: (a) A surgeon uses a pointer in his right hand to locate the boundary of the
tumour and draws dots with his left hand at different locations. (b) AR visualization would
allow the surgeon to see the tumour merged with the real surgical scene and can use that to
draw the extent of the tumour. (b) Inlay: with traditional neuronavigation this surgeon has
drawn dots using guidance and then connects the dots to create the contour of the tumour.

3.2 Related Work

In the following section, we first give a review of related work focusing on of the use

of AR in image-guided neurosurgery (IGNS). Second, we explore previous work on

attention shifts in surgery.
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3.2.1 AR in Image-guided Neurosurgery

The first neurosurgical AR system was proposed in the early 1990s by Kikinis et

al. [64]. In their work they combined 3D segmented virtual objects (e.g., tumours)

from preoperative patient images with live video images of the patient. For ear, nose

and throat(ENT) and neurosurgery, Edwards et al. [28] developed MAGI (Microscope-

Assisted Guided Intervention), a system that allowed for stereo projection of virtual

images into the microscope. Varioscope AR was a custom built head-mounted

operating microscope for neurosurgery that allowed for virtual objects to be presented

to the viewer using VGA displays. The Zeiss OPMI Pentero’s microscope and its

Multivision function (AR visualization) was used by Cabrilo et al. [11] for augmented

reality in neurovascular surgery. One of the findings of this work was that surgeons

believed that AR visualization enabled a more tailored surgical approach that involved

determining the craniotomy. Kersten-Oertel et al., used AR visualization in a number

of neurovascular [61] and tumour surgery cases [62]. In both studies the authors found

that AR visualization (presented on the monitor of the IGNS system) could facilitate

tailoring the size and shape of the craniotomy.

Over, the last several years mobile devices have been increasingly used to display

augmented reality views in order to ease and speed-up several tasks in surgery.

Mobasheri et al. [86] presented a review of the different tasks for which mobile devices

can be used, including diagnostics, telemedicine, operative navigation and planning,

training, etc. To the best of our knowledge there has not been research that has

examined using mobile AR specifically for craniotomy planning. However, Deng et

al. [19] and Watanabe et al. [128] have built mobile neuronavigation AR systems,

which they test in surgery including craniotomy planning. Then, Bieck et al. [8]

introduced an iPad-based system aimed at neurosurgery. Hou et al. [51] also built

an iPhone-based system to project preoperative images of relevant anatomy onto the
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scalp. Some prototypes of mobile AR for surgery have also been tested in other

contexts, for example in nephrolithotomy by Müller et al. [89]. We have expanded

on this previous work in AR IGNS by looking at how different AR display methods,

specifically in the surgical field via mobile device versus on IGNS monitor, may impact

the surgeon in terms of attention.

For more information as to the use of augmented reality in image-guided surgery

the reader is referred to [63], and augmented reality in neurosurgery specifically [47,

118, 78].

3.2.2 Attention Shifts in Surgery

As summarized by Wachs [125], attention shifts have negative effects on surgical

tasks. In general, attention shifts can deteriorate performance. The work of Graydon

et al. [44] and Weerdesteyn et al. [130] showed how distractions and attention shifts

impact various types of cognitive and motor tasks such as counting backwards and

avoiding obstacles while walking. Goodell et al. [43] showed how surgical tasks in

particular are impacted. They observed an increase of 30-40% in the time required

to complete a task when a subject was distracted compared to when they were not

distracted. In our work, we study the number of attention shifts needed to perform a

simple surgical planning task using both augmented reality and traditional navigation.

We did not focus on accuracy of the tracings however, previous work has shown that

in both a lab and clinical environment, AR guidance is no less accurate than the

traditional navigation systems [6, 11].
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3.3 Methodology

Our IGS system comprises of a Polaris Tracking System (Northern Digital Tech-

nologies, Waterloo, Canada) and the IBIS Neuronav open-source platform for image-

guided neurosurgery [25]. IBIS runs on a desktop computer with a i7-3820 3.6 GHz

CPU, NVIDIA GTX670 GPU, ASUS PCE-AC55BT (intel 7260 chipset) wireless

PCI card and Ubuntu 14.04.5 LTS (with the latest available wireless drivers (iwlwifi

25.30.0.14.0). To extend the functionality from IGS to mobile AR IGS we use a smart

phone device (OnePlus One phone with a Qualcomm MSM8974AC Snapdragon 801

chipset, Quad-core 2.5 GHz Krait 400 CPU, Adreno 330 GPU and Android 6.0.1.)

outfitted with a passive tracker that is attached to a case to obtain the live view.

The IBIS Neuronav package comes with plug-ins for tracking, patient-to-image

registration, camera calibration, and the capability to do augmented reality visu-

alization by capturing a live video stream from a microscope or video camera and

merging this with preoperative images on the monitor of the system itself. In our

work, we extended the IBIS Neuronav system to allow for augmenting an image, not

only on the monitor of the system but on a mobile device that captures the “surgical”

field of view. Thus allowing for in situ AR visualization.

To make use of IBIS’ existing functionality, the mobile device serves merely as a

camera and display. The costly computations are handled by the desktop on which

IBIS runs. In order to create the AR view, we first calibrate the camera of the mobile

phone. Calibration (intrinsic and extrinsic) is done using a modification of Zhang’s

camera calibration method[137], followed by a second optimization procedure to find

the transform from the tracker to optical center of the camera (for more details the

reader is referred to [25]). Patient-to-image registration is done using skin landmark

registration. For desktop AR, the mobile device captures live video frames and sends

them to the desktop using OpenIGTLink [120]. These live frames are then augmented
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with virtual objects, in our case the 3D surface of a tumour. For mobile AR, the

rendered virtual object is sent using OpenIGTLink to the mobile device on which it

is blended with the live video feed using OpenGL (version ES 3.0) and GLSL. The

Qt framework (version 5.8) was used to handle the phone’s camera and create the

AR mobile phone application.

3.4 Experiment

To determine the impact of using AR with in situ visualization (Mobile AR) in

contrast to AR visualization on the navigation system (Desktop AR) and traditional

neuronavigation (Traditional Nav) on attention shifts, twelve subjects (aged 24-41, 3

female and 9 male) working in medical neuroimaging and/or image-guided surgery did

a laboratory study. The subjects were graduate students, researchers, engineers and

neurosurgery residents. All subjects were familiar with image-guided neurosurgery

and craniotomy planning.

The task of the subjects was to draw the contour of a segmented tumour on the

surface of the skull of a phantom – a task typically done during craniotomy planning in

tumour resections, see Figure 11. Prior to the study the subjects were re-familiarized

with the purpose of tumour delineation, craniotomy planning, and augmented reality

visualization and were shown the system under each of the conditions (described

below). The order in which the different systems were used in the experiment were

alternated between subjects and each of the possible condition orders were used an

equal number of times to reduce learning bias.

To perform the task, subjects used a permanent marker to draw the tumour

outline on a 3D printed phantom that was covered in self adhesive plastic wrap. Each

subject delineated four segmented tumours that were mapped to the 3D phantom

under each of the three conditions: Mobile AR, Desktop AR, and Traditional Nav.
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For Mobile AR the tumour was blended with the camera image on the phone whereas

for Desktop AR, the AR visualization was shown on the monitor of the IGNS system.

Lastly for Traditional Nav, both the tumour and the head of the patient were rendered

in order to give the subject contextual information about the location of the tumour,

see Figure 12. For each delineation task, subjects could decide whether to use the

surgical pointer and see its location on the IGNS system/or phone with respect to

the tumour. However, regardless of if they used it or not, they always held it in their

hand throughout the experiment. The set-up of the experiment is shown in Figure 13.

Figure 12: Screen shot of the IGNS monitor view for the Traditional Nav condition: The
user has access to the pointer position (colored cross-hair) as well as patient’s preoperative
scan and the segmented tumour model (green).

Whereas in traditional IGS a surgeon must make use of the surgical pointer to

determine the location of it with respect to the virtual anatomy of the patient and

surgical plans, this is not necessary when using in situ AR as the virtual data is
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Figure 13: Top: Experimental set-up: The user holds the pointer in one hand and the
marker in the other. Depending on the condition he or she looks either at the mobile phone
(outfitted with a tracker) for the AR visualizion or on the Desktop for either AR or IGNS
navigation. The purpose of the task is to draw the contour of the tumour on the surface of
the phantom. Bottom left: Subjects’ point of view of the experimental set-up when testing
the Mobile AR condition. Bottom right: Screen shot of the Desktop AR view.

visible in the surgical field of view. We therefore, allowed each subject to decide

how and whether to make use of the surgical pointer and under which conditions

to use it. For the Mobile AR condition, the phone was attached to an “arm” that

remained in place throughout the study. Although allowing for these differences
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between conditions could potentially lead to confounds in the time taken to delineate

the tumour, we believe it allows for the most realistic scenario and one which would

mimic how a surgeon would work under the different conditions in the operating room.

For example, the surgical pointer would be used with traditional neuronavigation but

not necessarily in situ AR, making the task take longer under the non-AR condition.

Lastly, subjects could also decide whether to use a “connect-the-dots” strategy (mark

dots on the phantom at the edges of the tumour and draw a line between them) or

simply outline the tumour with the contour.

For each of the tasks we measured both the time to complete the task as well as

the number of times the subject switched their attention from the 3D phantom to the

IGNS system or mobile phone.

After performing the experiment all subjects filled out a questionnaire1. The

questionnaire includes the NASA TLX (which pertains to the perceived workload of

using the system) [48], as well as a number of other questions about their experience.

Furthermore, subjects were asked to provide any additional comments on performing

the task under each of the different conditions.

3.5 Results

In terms of the system itself, the pointer calibration was 0.24 mm RMS error, the

registration between phantom and virtual models was 1.76 mm RMS error and

camera’s intrinsic reprojection error was 1.75 mm. For the Mobile AR system, a

framerate between 15 and 20 FPS at a resolution of 640 × 480 was achieved (without

compression).

For the experiments, we measured the time it took to delineate the tumour and

the when and for how long they looked at the 3D phantom, at the mobile phone or at
1The questionnaire can be found in Appendix A
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the monitor of the IGNS system. We analyzed the data using an analysis of variance

(ANOVA) and post-hoc Tukey honestly significant difference (HSD) tests. The JMP

Statistical Software package and Matlab were used. As well as looking at time, and

number of attention shifts, we also looked at the ratio between the amount of time

the subject looked at one of the screens in comparison to the total time taken to

delineate the tumour.

For all the measures, we found that both AR systems were statistically different

from the traditional navigation system, but they were not statistically different from

one another. Specifically, a one-way repeated measures ANOVA showed that there

was a significant effect of AR display type on the total time to delineate the tumour

(F (2, 136), p < 0.0001). The mean times for tumour delineation were 50.78 ± 24.34

seconds (s) for Traditional Nav, 25.5 ± 10.95s for Desktop AR and 20.6 ± 8.23s for

Mobile AR. Post-hoc Tukey HSD tests showed that there was a significant difference

between Traditional Nav and Desktop AR (p < 0.0001) and Mobile AR (p < 0.0001),

but that there was no significant difference between Desktop AR and Mobile AR

(p = 0.3134).

For total number of attention shifts from the phantom to either desktop or mobile

screen, a one-way repeated measures ANOVA showed that there was a significant

effect of IGNS display type on the number of attention shifts (F (2, 136), p < 0.0001).

The median number of attention shifts during tumour delineation were 26, with

a median absolute deviation (MAD) of 7.5, for Traditional Nav, 4 (MAD=4) for

Desktop AR and 1 (MAD=1) for Mobile AR. Post-hoc Tukey HSD tests showed

that there was a significant difference between Traditional Nav and Desktop AR

(p < 0.0001) and Mobile AR (p < 0.0001), but that there was no significant difference

between Desktop AR and Mobile AR (p = 0.1075).

For ratio of total time spent looking at the display over total time taken to

48



delineate the tumour, a one-way repeated measures ANOVA showed that there was

a significant effect of display type on the ratio (F (2, 136), p < 0.0001). The mean

ratio of time spent looking at the screen over time taken during tumour delineation

was 0.60 ± 0.18 for Traditional Nav, 0.91 ± 0.07 for Desktop AR and 0.95 ± 0.05

for Mobile AR. Post-hoc Tukey tests showed that there was a significant difference

between Traditional Nav and Desktop AR (p < 0.0001) and Mobile AR (p < 0.0001),

but that there was no significant difference between Desktop AR and Mobile AR

(p = 0.3649).

Figure 14: Boxplots of the total times taken per condition (in seconds). The average times
to delineate a tumour were 50.78 ± 24.34, 25.5 ± 10.95 and 20.6 ± 8.23 for Traditional Nav,
Desktop AR and Mobile AR respectively.

3.5.1 Questionnaire Results

All subjects filled out a questionnaire after performing the study. As mentioned in

the last section, we asked the subjects to hold the pointer in all conditions, however,
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Figure 15: Boxplots of the number of attention shifts per condition. The average number
of attention shifts were 27.8 ± 14.00, 6.3 ± 7.79 and 2.3 ± 2.93 for Traditional Nav, Desktop
AR and Mobile AR respectively.

according to the post-task questionnaire 58% of the subjects did not use it for Desktop

AR and 67% of subjects did not use it in the Mobile AR condition. In terms of user

reporting of accuracy, only one subject found that he/she was more accurate with

Traditional Nav. All others found AR to be more accurate, specifically 67% found

that Mobile AR was the most accurate. Further, all subjects found that one of the two

types of AR was most intuitive and comfortable, of those 83% thought that Mobile

AR was the most intuitive and 92% thought Mobile AR to be the most comfortable.

Overall, 92% of subjects preferred Mobile AR. Finally, the TLX confirms those last

findings since, on average, the traditional Nav scored 59 points, the Desktop AR 46

points and Mobile AR 39 points, where a lower score means the perceived cognitive

load was less.

As we can see in Figure 17, Mobile AR is perceived as the least demanding system

to use overall, followed by Desktop AR. In terms of mental demand, subjects found
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Figure 16: Boxplots of the ratio of time looking at desktop/mobile over total time per
condition. The averages were 0.60 ± 0.18, 0.91 ± 0.07 and 0.95 ± 0.05 for Traditional Nav,
Desktop AR and Mobile AR respectively.

both AR systems to be equally less demanding than Traditional Nav. Although,

in terms of physical demand, temporal demand, effort and frustration, Mobile AR

was perceived as less demanding than Desktop AR, which was less demanding than

Traditional Nav. In terms of performance, Mobile AR was perceived as best, again

followed by Desktop AR.

3.6 Discussion

Our results showed that for both AR guidance methods, the attention of the subject

remains almost the whole time (90-95%) on the guidance images. In contrast, for

Traditonal Nav the attention is split almost 50-50 between the patient and the

monitor. Such attention shifts can be detrimental to the motor task at hand, add

time to performing the task, and may increase the cognitive burden of the surgeon.
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Figure 17: Individual scales of the NASA-TLX for the different conditions, ranging from
1 to 10 (lower is better on all scales except Performance). The results show that for all
measures Mobile AR was perceived to be better/easier to use than Desktop AR, which in
turns performs better than Traditional Nav.

The ratio of time looking at the screen against total time taken, may also give an

estimate of the user’s confidence in what he/she is doing. The users shift to look at

the patient when they need to confirm that the pointer and the marker are where they

expect them to be. Consequently, the higher ratios obtained for both AR systems may

indicate that AR gives users more confidence that they are correct with respect to the

data presented. The NASA TLX results in terms of perceived performance further

seem to support this claim with subjects being most confident in their performance

using AR.

Our results also show that the time needed to accomplish the tumour outlining

and the number of attention shifts done during the task are significantly lower when

using either of the AR systems than when using traditional navigation. Although

Mobile AR is not significantly different from Desktop AR on these two factors, it was
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considered by subjects to be more intuitive, more comfortable to use and generally

preferred. Furthermore, one should keep in mind that in the OR, the IGNS monitor

may be much further away or less conveniently positioned due to other equipment,

which could deteriorate performance or Desktop AR. Thus, we believe that even

though our study was limited to a lab setup, the findings we have made would

translate to the OR, similarly to how Cabrilo et al. [11] found that their AR system

made a positive difference in two thirds of the clinical cases and a major improvement

in 17% of the cases.

Although we did not quantitatively measure the difference in accuracy of the

tracings between conditions, we believe they should be comparable, as Tabrizi et

al. [6] and Cabrilo et al. [11] have shown that AR is not less accurate than the

traditional systems. There is however a need to do a thorough study of accuracy of

craniotomy planning between conditions. This will be done in future work.

The two most frequent negative comments that we received concerning our system

were that there was some lag in the video feed and that the small size of the screen

was making it harder to be precise. Those two limitations will be lifted in a future

version of our system. The first one, caused by bandwidth limitations and network

latency, will be greatly diminished when using compressed images. The second one

will be solved when porting our system to a newer tablet device such as an iPad.

This work was motivated by feedback from a surgeon who has previously used

Desktop AR in neurosurgery and wanted to be able to walk around the patient

and see the location of relevant anatomy below the surface of the skin and skull

during craniotomy planning. On presenting the prototype system to the surgeon, he

commented that as well having the tumour projected, it would be useful to include

vessels, gyri and sulci to further facilitate planning a resection approach. Furthermore,

he commented that being able to look at the AR view on the mobile phone could
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assist in teaching and allow easy discussion with residents in terms of surgical plan

and approach. Given this feedback, in future work, we plan to add more features

to our AR system, so that the surgeon can interact with the view on the phone, for

example by turning anatomy of interest on and off and going through slice views

mapped in depth to the real image.

3.7 Conclusions

In this paper, we examined the effect of in situ AR, desktop AR and traditional

navigation on attention shifts between different IGNS displays and the patient. The

results show that tumour outlining with AR systems takes less time and and requires

fewer attention shifts than with a traditional navigation system. It is not clear that

Mobile AR performs better on these two factors than Desktop AR, but it is clear that

users find it more intuitive and comfortable. Reducing the disconnect between the

AR display and the scene of interest does have an influence on the ease-of-use of the

AR navigation system.

In future work, in addition to porting to iPad and compressing images, we also

intend to bring the system into the OR to test it in its intended environment and

with its intended users. As attention shifts have been shown to impact accuracy, we

will further study the effect of the system compared to traditional image-guidance on

the accuracy of different surgical tasks.
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CHAPTER 4

Gesture-based registration correction using a

mobile augmented reality image-guided

neurosurgery system

Preface

In Chapter 3 we studied how mobile devices could have a place in the technological

ecosystem of neuronavigational guidance. In this chapter, we directly apply

those findings and present a novel method to use gestures on a mobile device to

intraoperatively correct patient to pre-operative imaging registration error. This

method builds on the advantages in terms of interactivity and intuitiveness of mobile
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devices found in Chapter 3. Specifically, the surgeon uses typical touch screen gestures

(e.g., pinch and pan) to align the augmented reality patient anatomy with the real

anatomy of the patient on the mobile system. Thanks to mobile devices’ portability

and possibility to drape in a sterile bag, the method enables the surgeon to make

corrections to registration themselves, alleviating the need for a technician to be

present. This can potentially streamline and shorten procedures and thus improve

outcomes. The method can also be used in conjunction with other more automated

brain shift correction techniques to make them more robust. The method developed

is then used in the complete system development and assessment of MARIN (Mobile

Augmented Reality Interactive Neuronavigator) described in Chapter 5. This paper

was presented at the Augmented Environments for Computer Assisted Interventions

(AE-CAI) workshop and published in a special issue of Healthcare Technology Letters.
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Abstract

In image-guided neurosurgery, registration between the patient and their pre-

operative images and the tracking of surgical tools enables GPS-like guidance to the

surgeon. However, factors such as brain shift, image distortion, and registration

error cause the patient-to-image alignment accuracy to degrade throughout the

surgical procedure no longer providing accurate guidance. We present a gesture-based

method for manual registration correction to extend the usage of augmented reality

(AR) neuronavigation systems. Our method, which makes use of the touchscreen

capabilities of a tablet on which the AR navigation view is presented, enables surgeons

to compensate for the effects of brain shift, misregistration, or tracking errors. We

tested our system in a laboratory user study with 10 subjects and found that they were

able to achieve a median registration RMS error of 3.51 mm on landmarks around

the craniotomy of interest. This is comparable to the level of accuracy attainable

with previously proposed methods and currently available commercial systems, while

being simpler and quicker to use. The method could enable surgeons to quickly and

easily compensate for most of the observed shift. Further advantages of our method

include its ease of use, its small impact on the surgical workflow and its small time

requirement.

4.1 Introduction

In neurosurgery, surgeons treat different disorders which affect the brain, spinal cord,

peripheral nerves, or cerebrovascular system. In order to do so they first diagnose

the disease and make surgical plans using preoperative images, such as magnetic

resonance images (MRI) or computed tomography (CT). Having access to the spatial

location and extent of a lesion (e.g., a tumour, arteriovenous malformation, etc.)

is crucial to the success of a surgical procedure. Providing surgeons with this type
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of information in the operating room has been one of the driving forces behind the

development of image-guided surgery (IGS) systems. These systems have enabled

more precise and minimally invasive surgeries compared to conventional surgical

techniques [85].

In image-guided neurosurgery (IGNS), accurate and fast optical tracking systems,

and registration of preoperative images to the patient allows for the real-time

mapping and visualization of surgical tool positions and orientations with respect

to preoperative images, thus guiding the surgeon; similar to a GPS system guiding a

driver. One shortcoming of this type of traditional neuronavigational guidance is that

the surgeon must shift their attention away from the patient and the surgical field to

look at the guidance images on a computer display positioned outside the sterile area.

Such shifts can disrupt surgical workflows and be detrimental to the task at hand (see

Chapter 3). Recent work in augmented reality (AR) [11, 61, 6, 128] has addressed

this issue by providing efficient and intuitive visualization of the complex 3D patient

anatomy within the context of the live view of the operative field (see Figure 18).

The second shortcoming that remains with traditional IGNS systems is the

continued loss of patient-to-image registration accuracy which degrades throughout

the surgical procedure. Commercial IGNS systems show initial landmark registration

accuracies between 2.7 mm and 6.2 mm, with a median of 4.0 mm, according to a

meta-analysis done by Stieglitz et al. [116]. While this is true immediately after the

registration procedure, this level of accuracy is no longer observed as soon as the

craniotomy is performed. As summarized by Gerard et al. [39] in a recent review

on the problem of brain shift, most of the studies measuring the problem reported

mean shifts in the range of 1-10 mm and maximum shifts in the 10-30 mm range,

with up to 50 mm [91] of shift. This makes brain shift the largest contributor to

registration error; much higher than that of all other sources of errors combined,

58



Figure 18: System set-up: the 3D printed phantom, trackers and the on screen live view
of the phantom with vessels extracted from preoperative CTA are shown.

including errors arising from technical inaccuracies in the tracking, distortion in the

preoperative images or initial registration error. Its impact is so large that many

surgeons use IGNS systems to approach a surgical target but stop using it during the

procedure, when the registration accuracy has degraded too much.

Albeit being the biggest limitation affecting IGNS systems, there is still no truly

satisfying solution to solve the problem of misregistration. Brain shift is a complex

phenomenon with multiple causes, making it hard to compensate for in an automated

fashion. Many attempts have been proposed using either intraoperative imaging [93,

110, 105, 96], where intraoperative images are re-registered to preoperative ones, or

biomechanical models [88, 83], where the aim is to predict the expected displacement

using a patient-specific physical model. While these methods show promise, it is also

clear that the road ahead to make these methods more robust, more general and less
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sensitive to the occasional sparseness of intraoperatively acquired images and data

will be long and strewn with pitfalls.

While there is much research on using intraoperative imaging or modelling to

account for brain shift, simpler methods that aim to give the surgeon control over

the registration not only at the beginning of surgery, but also during surgery, have

not fully been explored. In this paper, we present a method to rigidly re-register

images at any point in surgery using touchscreen gestures (i.e., panning, rotation)

on a tablet showing an augmented reality view of the surgical scene. The system

allows the user to both translate and rotate the virtual preoperative patient images

(visualized using AR) to the actual real-time images of the surgical scene. Rotation of

the images is done with two fingers around the optical axis of the tablet’s camera and

translation is done with one or two fingers parallel to the camera image plane. Since

the mobile device can very easily be moved around the patient, the user can translate

in any plane and rotate around any axis. It thus gives access to the full range of rigid

transformations to the surgeon. This method does not aim at replacing more complex

non-rigid registration correction methods, such as FEM modeling or intraoperative

imaging, but rather at complementing them. Our method is much simpler to use and

has a negligible footprint intraoperatively, both time-wise and resource-wise. Thus,

it could be used to make a quick rigid registration correction when time or resources

are limited.

4.2 Related Work

The method we propose has a similar goal to the ones recently presented by Drouin

et al. [24] and Kantelhardt et al. [57], which to our knowledge are the only manual

registration correction methods in the literature. Drouin et al. proposed a method

to perform manual re-registration by using a tracked pointer to trace vessels using
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both the virtual patient data in an AR view (where the live video was captured by

a neurosurgical microscope and the AR visualization was displayed on the computer

monitor of the IGNS system) and on the actual patient cortex. Given the two sets of

user defined vessel line traces, ICP (iterative closest point) was used to find a rigid

transform between the points on the lines in order to correct for registration errors.

Their results showed that users were able to correct for most of the registration error

for medium to high shift cases, but degraded the registration for smaller shifts. They

obtained a mean RMS error after correction of 4.06 ± 0.91 mm.

In Kantelhard et al.’s work, the user can translate the pre-operative patient images

in x and y directions using arrows on the computer screen. Kantelhardt’s method

allows only for translation in the plane of the microscope, which is a strong limitation

of the method. Considering this last point, we will use mostly Drouin et al.’s method

as a basis for comparison to our method.

Our proposed method, contrary to Drouin et al.’s, does not make use of the

tracked surgical pointer and offers in situ AR visualization. While it is true that

for microscope-guided navigation the surgeon might already have the tracked pointer

handy, it would not necessarily be the case for mobile AR-guided navigation. Indeed,

with an in situ AR display, pointer free navigation is possible and has been shown

to positively affect the surgical workflow by avoiding disruptions and limiting the

number of times the surgeon must use the pointer to correlate guidance images to the

patient [107]. We believe, therefore, that in this context our method would integrate

more seamlessly into the surgical workflow and be more intuitive and simpler to use.

In this study, we tried to assess if our method would enable a similar accuracy as

Drouin et al.’s, while using a simpler interaction method. Additionally, advantages

over previous methods highlighted by Drouin et al. still hold for our method, namely:

results are robust since they make use of the surgeon’s extensive knowledge of the
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anatomy; the method is quick and easy to use, making it possible to re-register as

often as needed during a procedure; and the transform found with our method could

be used as a starting point for more complex and automated methods, thus reducing

the risk of them getting stuck in local minima. Further advantages of our method

over previously proposed ones are: (1) the ability to easily compensate for shifts

in all directions, not only in-plane ones (since the device can very easily be moved

around and has much more freedom than the microscope); and (2) the use of simpler

gesture-based interactions directly on the mobile device where the AR is displayed,

which allows the surgeon to do the registration without relying on a technician to

interact with the navigation system, nor using the surgical pointer.

4.3 System Description

Our mobile IGS system is comprised of a Polaris Tracking System (Northern Digital

Technologies, Waterloo, Canada), an iPad (Apple Inc., Cupertino, USA) with

MARIN: Mobile Augmented Reality Interactive Neuronavigator, a developed AR

App, the IBIS (Intraoperative Brain Imaging System) Neuronav open-source platform

for image-guided neurosurgery [25], along with a wireless router to relay data to and

from the iPad to IBIS. The router through which both devices send video frames and

commands is a TP-Link TL-WR810N, which uses the IEEE 802.11n wifi standard.

The mobile application was built upon improving the system presented in Chapter 3.

IBIS runs on a desktop computer with a i7-3820 3.6 GHz CPU, NVIDIA GTX670

GPU, ASUS PCE-AC55BT (intel 7260 chipset) wireless PCI card and Ubuntu 16.04.4

LTS (with the latest available wireless drivers (iwlwifi 4.13.0-43). The iPad used is

an A1893 (6th generation) model, with the Apple A10 Fusion system-on-chip 64-bit

architecture, an 8.0 MP camera and iOS 11.3. The iPad was outfitted with a passive

tracker that was attached to a custom 3D printed case (see Figure 18).
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The IBIS Neuronav package comes with plug-ins for tracking, patient-to-image

registration, camera calibration, and the capability to use augmented reality visu-

alization by capturing a live video stream from a microscope or video camera and

merging it with preoperative images on the monitor of the system itself. In our work,

we extended the IBIS Neuronav system to allow for augmenting an image, not only

on the monitor of the system but on a mobile device (i.e., a smartphone or tablet)

that captures the surgical field of view, thus allowing for in situ AR visualization,

and the integration of gestures. The system set-up as used in the lab on a 3D printed

phantom head is shown in Figure 19.

Figure 19: System setup: tracking camera in the top-left corner, IBIS workstation in the
lower-left corner and tablet in the lower-right corner with phantom.

To make use of IBIS’ existing functionality, the mobile device (i.e., iPad) serves

merely as a camera and display. The costly computations are handled by the desktop

on which IBIS runs. In order to create the AR view, we first calibrate the camera of

the tablet. Calibration (intrinsic and extrinsic) is done using a modification of Zhang’s
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camera calibration method [137], followed by a second optimization procedure to find

the transform from the tracker to optical center of the camera (for more details the

reader is referred to [25]). The average camera calibration reprojection error obtained

was 0.77 mm. Patient-to-image registration is done using landmark registration, for

which we obtained a RMS error of 0.69 mm.

IBIS receives the positions of the iPad and patient from the tracking camera,

then computes the relevant transformations and renders the virtual objects from

the camera’s view point. The rendered virtual objects are then sent using

OpenIGTLink [120] over the local area network to the tablet, and blended with the

live video feed using OpenGL ES 3.0 and GLSL. The Qt framework (version 5.10)

was used in the design of the AR application user-interface, and also used in the

communication with the mobile camera.

A screenshot of the interface of the MARIN app is shown in Figure 20. Options

for the registration correction module are displayed in panel at the top-right corner.

These options serve as switches to turn the rotation and translation mode on or off

and to perform either both at the same time or only one at the time if needed. The

last button in this panel is a “reset” button, which allows the user to restart the

correction procedure from the initial misregistered image.

The touchscreen gestures registered by our app are (1) panning and (2) pinching

with rotation, both of these are common gestures used in mobile interfaces and should

thus be intuitive to users. Panning results in a translation of the objects in the plane

of the camera image. Pinching with rotation, also sometimes simply referred to as

rotation, results in a rotation of the object around the optical axis of the camera.

Both gestures result in a transform that is directly applied to the virtual object.

Users therefore, have access to the full range of rigid transforms by compounding

translations and rotations from different perspectives.
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Figure 20: Screenshot of the iPad AR application during use. Options for the registration
correction module are displayed in the top-right corner. The green and yellow switches
allow the user to turn rotation and translation modes on or off to perform either both at
the same time or only one at the time. The last button on the right is a reset button that
allows the user to restart the correction procedure from the initial misregistered image.

4.4 Methodology

Testing of the usability and accuracy of our system was done in a user study where

participants were presented with a misregistered AR view and were asked to correct

the registration with our system. More information on the study design and sample

is given in section 4.5.

The phantom on which the study was performed is a 3D nylon printed head

whose model was extracted from MRI and CT angiography (CTA) data of a patient

operated on for an arteriovenous malformation (AVM). Two simulated craniotomies

expose the cortex and surface vessels: one in the posterior parietal lobe, centered

on the AVM, where multiple vessels are visible and the other one in the temporal
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lobe, where only few vessels were visible. At the corners of each of the square-shaped

craniotomies are four landmarks, which were used for the initial registration, and the

determination of the RMS error. See Figure 18 for an example view of the system

during the experiment.

A close-up of vessels near the AVM in the first craniotomy is shown in Figure 21.

In the bottom two images, an example of registration correction performed with the

system is given. On the left, we can see vessels translated from their correct position,

while on the right they have been realigned. Note that edges in the camera image are

detected and used to modulate the blending coefficient between the real and virtual

images in the AR view. The augmentation opacity on edge pixels is reduced to allow

the user to see boundaries of real objects. These boundaries, as we can see in the

bottom-right image of Figure 21, should line up with the boundaries of the virtual

objects when images are properly registered. This cue could thus be used by users to

guide them during the manual registration correction procedure.

Note that in the user study we performed, the displayed mesh was that of only

surface vessels of the relevant hemisphere. It was thus similar to what would typically

be shown to a surgeon for an AVM procedure on an AR overlay.

The measured outcomes of the study were registration RMS error after re-

registration and percentage correction from the initial misregistration. Further, total

time to re-register the images and the number of times subjects moved the tablet

around the phantom to look at the misregistraton from different perspectives was

measured.

4.5 Experiment

A protocol as similar as possible to Drouin et al.’s was chosen, in order to be able to

compare our method with their pointer based re-registration method. As in Drouin
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Figure 21: Augmented reality visualization. Top-left: Phantom without augmentation.
Top-right: Virtual image of vessels. Bottom-left: Augmented reality view where the volume
is misregistered, as seen on the tablet. Bottom-right: Augmented reality view where the
volume has been re-registered, as seen on the tablet.

et al.’s validation, subjects were presented with 5 misregistrations to correct, all of

the same preoperative images and on the same phantom. Initial registration offsets

were the same as in Drouin et al.’s evaluation and are given here in Table 1. Offsets

were generated by translating in plane with a given amplitude, in a random direction

and rotating around the optical axis with a given angle, in a random direction. Both

translation amplitude and rotation angle decreased with every trial.

Our study sample was composed of ten subjects (aged 24-57 (median 29), 7
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Trial no. Translation amplitude (mm) Rotation amplitude (deg.)
1 15 5
2 10 4
3 6 3
4 3 2
5 1 1

Table 1: Initial misregistration offsets in rotation and translation from correct position
per trial.

males and 3 females). They were students, professors, engineers and neurologists,

all working in either biomedical engineering, computer science, or medical image

analysis. All subjects were already familiar with neuronavigation systems and

augmented reality. Nevertheless, they were re-familiarized with the concepts and the

method’s intended usage prior to the study. Subjects were then briefed on the system

functionality, interaction modes and study procedure. After the instructions, but

before the beginning of the trials, subjects were presented with a correctly registered

AR view and given time to become familiarized with the system. They were asked

to use the touchsreen gestures to move the virtual images around and to re-register

them as accurately as possible. This pre-test trial served as a practice and to help

reduce potential learning bias. It was emphasized to the subjects that the goal was

to be as precise as possible and make the best registration correction as possible, for

which they could take as much time as they felt was necessary.

After the evaluation, subjects were asked to fill out a questionnaire consisting

of demographic questions, the System Usability Scale (SUS) questionnaire [10] and

additional questions on the method’s usability (a copy of which can be found in

Appendix A). The SUS is a standardized usability questionnaire consisting of ten

five points scale questions. It has been used on a large number of applications and

interfaces, for which data is available. It is therefore a well established test to estimate

a system’s usability and compare against other systems. A system scoring above 68
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is considered usable and above average.

4.6 Results

Before reporting any measure, it is worth mentioning that two individual trials were

flagged as outliers. Their registration RMS error after correction were respectively

7.7 and 10.5 standard deviations away from the distribution mean. Considering that

these two trials (coming from two different subjects) were much further away from

normal performance than any other trial both across all subjects and within each of

the subjects, we believe that there was an experimental error or technical issue on

those trials. We therefore removed these two trials from all further analysis.

The median registration RMS error after correction for all subjects on all trials

was 4.13 mm. Interestingly, if looking separately at the landmarks around the two

distinct craniotomies, we observe that the median registration RMS error distances

are significantly different: 3.51 mm (for the craniotomy of interest where the AVM

and many other vessels were visible), and 4.88 mm for the second cranitotomy. A

one-way ANOVA comparing the registration RMS error of the landmarks around each

of the craniotomies shows that there is a statistical difference between the RMS error

means (p = 0.0006). Landmarks around the prevalent craniotomy will be used in

further analysis.

Although we believe that the median is a better outcome measure in this case since

the distribution is not Gaussian, we still computed the mean, in order to compare

against Drouin et al.’s method. We obtained a mean registration RMS error after

correction of 3.84 mm with a standard deviation of 1.34 mm, comparable to Drouin et

al.’s error of 4.06 mm with SD of 0.91 mm. The RMS error after correction against the

initial misregistration RMS distance, for comparison with Drouin et al.’s method, is
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shown in Figure 22. Distribution of the points and linear regression fit are comparable

to what is reported in [24].

Figure 22: Data points for all trials and all subjects presenting relationship between the
initial registration RMS error and the registration RMS error after correction (blue dots)
with its linear regression fit (red line) and the zero correction partition (green dashed line).

A more telling measure of performance is the percentage of misregistration RMS

error that subjects were able to correct for as shown in Figure 23. This graph makes

it easier to distinguish between negative and positive performance. This difference

can also be seen in the previous graph, where points either lie under or below the

zero correction partition (green dashed) line. As we can see from the graph, when

the initial misregistration was under the median RMS error of 3.51 mm subjects had

a negative performance, degrading the registration error. However, in looking at only

medium to high shifts (i.e., an initial misregistration RMS greater than 4 mm), which

would be the target usage for the method, subjects achieved a median percentage

correction of 55%.

The time taken to complete the correction ranged from 11 to 161 seconds,
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Figure 23: Data points for all trials and all subjects presenting relationship between
the initial registration RMS error and the percentage of RMS error corrected (blue dots).
The median RMS error after correction is indicated by the green line. Data points under
the grey line (equivalent to 0% correction) indicate negative performance, i.e., the subject
made the registration worse. Data points above the zero correction partition line indicate
the percentage by which the subject improved the correction.

with a median 52 seconds. The number of tablet displacements varied a lot from

subject to subject (range 0-10) and seemed to be more of a personal preference.

There were no significant interaction effects found between time taken, number of

tablet displacements, and accuracy. The Pearson’s correlation coefficients for time

and number of displacements with final registration RMS error are 0.13 and 0.05

respectively, indicating that neither have influence on the accuracy. Looking at those

two factors against initial registration error, the Pearson’s correlation coefficients are

0.02 and -0.15 respectively, showing here that the initial offset also does not influence

the required time to complete the correction or the number of required movements.

In terms of qualitative evaluation, a few comments came out of the usability survey
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we gave our study participants. Three shortcomings in the interaction were perceived

by users as having a negative impact on the attainable accuracy: jitter, latency and

sensitivity. Jitter is an artifact of the tracking system that causes the AR overlay

to shift slightly due to inaccuracies in the infrared reading. It is entirely dependent

on the tracking system and is thus not particular to our method. Latency is the

time between the moment the subject makes a gesture and the moment the images

get updated. This latency was caused by the compounded effect of many factors,

including network transfer of the command and of the augmentation images and was

in the hundreds milliseconds range. Sensitivity is considered the ratio between gesture

amplitude and resulting transformation amplitude. Despite these shortcomings, the

mean SUS score across subjects for our system was 70.5, which is above the average

of 68 indicating a usable interface and system.

4.7 Discussion

The first thing that stands out when looking at Figure 23 is the clear distinction of

subjects’ performance between trials where the initial RMS registration error is above

and below 4 mm. When above, subjects were almost systematically able to correct

for the most part of the shift. Although, when below, subjects usually deteriorated

the registration accuracy. This would seem to indicate a bound on the attainable

accuracy with our system in its current state. Looking back at Drouin et al.’s results,

a similar trend can be noticed. We posit therefore that this is perhaps a limitation

of the study design. Further, it is not clear that this deterioration would translate

in clinical practice. In the setting of this and Drouin et al.’s study, subjects had to

try to correct the registration, even when it was only very slightly offset. In clinical

practice, we believe that surgeons would only use the correction method when they

feel the preoperative images have suffered a visually significant shift, typically several
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millimeters, and the registration is no longer accurate enough for guidance. Thus, in

those cases where the initial RMS offset was below 2-4 mm (i.e., a typical commercial

system registration error), for most surgeons probably, it would have been deemed

usable and re-registration would not be done.

The second distinction to raise between our study and clinical practice is the user’s

prior knowledge. We only enrolled participants who were familiar with AR, IGNS,

and medical imaging data, which made them similar to surgeons in that respect.

However, many of them were not necessarily experts of neuroanatomy, contrary to

surgeons. Furthermore, they had not done preoperative planning on the images and

thus were not familiar with them, unlike in real clinical cases where the surgeon would

already be familiar with the anatomy. Considering those two points, we believe that

the median accuracy obtained from our subjects in this study could be considered to

be a lower bound on what surgeons would be able to achieve.

Our method produced a mean registration RMS error of 3.84 mm compared to

Drouin et al.’s result of 4.06 mm. While our result is slightly better, it is hard to say if

our method really offers better accuracy considering the relatively small sample size of

both studies (10 in our case and 5 in the case of Drouin et al.). A direct comparison of

both methods with a larger sample size would have to be done in order to gain a better

understanding of the potential differences in attainable accuracy. With the current

data, we can at least say that they have comparable levels of accuracy. Additionally,

the linear regression fit for both samples seems to also be comparable.

We posit that the larger error on landmarks further away from the craniotomy

of interest resulted from the relatively large difference that a slight error on the

rotation causes on points far from the center of rotation. This error, however, may

not be clinically as important as ones close to the site of interest. This is in line

with what real use cases would be. Surgeons would typically be interested in targets
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close to the site of the craniotomy and would not necessarily be much affected if a

slight rotation caused landmarks on the opposite side of the cranium to be slightly

misplaced. Further, it is deemed that in real cases surgeons would only use the system

if they felt that enough features were visible to allow for the correction to be done.

Additionally, surgeons who have better knowledge of the anatomy may be able to

pick up smaller features to match than non-experts.

Another interesting point to come out of the data is the very low time taken to

perform the correction. All corrections, even though subjects were instructed to take

as much time as needed to perform the best registration possible, were done under

three minutes and the median time to correction was under a minute. The short

time requirement as well as the fact that our method can be performed by surgeons

themselves without intervention of a technician hints that the disruption caused by

our method to the procedure is minimal. Additionally, since the tablet can be draped

in a sterile bag, our method can easily be used throughout surgery and as often as

needed. Although, and as alluded to in the introduction, this method would not

substitute itself to more complex non-rigid brain shift compensation methods, but

it could be used early on and in between uses of those methods. Indeed, non-rigid

compensation methods are computationally expensive and require usage of a form of

intraoperative imaging, whether it be ultrasound, intraoperative MRI or CT, which

makes them much more heavy to use both time-wise and resource-wise. Thus, the

real potential of our method lies not in contrast with more complex methods, but in

complementarity with them.

As discussed above, time was not correlated with registration accuracy or

amplitude of initial shift. This would hint at two interesting findings. First, it

provides an incentive to use this method to compensate for large shifts since the time

requirement stays the same and is very small regardless of the amplitude of the shift.
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It further motivates the use of the method as a first correction before using a more

complex and automated method to compensate for most of the rigid misregistration in

less than a minute in order to ensure that an automated method would not get stuck

in a local minima. Second, regarding the perhaps surprising absence of correlation

between time spent and final accuracy achieved, we posit that there is an upper bound

in terms of registration accuracy achievable with the method. However, this bound

can be achieved within a short amount of time.

Regarding subjects’ comments, the two factors specific to our method that were

seen as negatively impacting accuracy, namely latency and sensitivity, could be

improved in a future version of the system. Network bandwidth is currently the largest

contributor to latency. Latency could thus be reduced by optimizing compression in

image transfer and upgrading the router and network card of the workstation to

the newer 802.11ac wifi standard. Sensitivity would also be increased, but perhaps

even better would be giving the users control by allowing them to set the sensitivity

themselves from within the application’s interface. This would allow users to quickly

move the volume in its approximate position and then increase sensitivity towards

the end to gain finer control and potentially reach a better registration accuracy.

Another interesting comment from users was about the axis around which the

volume is rotated. In the present version of our method, the volume is rotated around

the optical axis of the camera. Some users however, mentioned that it may be easier

if the rotation was done around an axis parallel to the optical axis of the camera, but

translated in the plane of the camera to pass through the center of the volume. We

did not picture this as a potential problem since we thought users would usually have

the object of interest more or less in the center of the screen, in which case those two

axes would coincide. However, this was not always the case.

A final comment raised by participants which seemed of particular interest for
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future revisions of our proposed method is the ability to translate in the z direction

without having to move the tablet. In the current version, if a user wants to translate

in z, they must first physically move 90 degrees around the patient’s head, and

translate in plane by the desired distance (in what is now the x or y direction),

then return to the initial position to verify that the transformation is correct. This

can be time consuming and often requires moving the tablet many times in order to

obtain the desired correction. It was suggested by users to add a pinch gesture to

translate along the z direction of the current view, thus enabling quicker correction

with less movements.

The usability score of 70.5 we obtained for the SUS places our system slightly

above the average for the test of 68. While not very high, it certainly shows, that

even in the present state, the system is usable. Although, it can be assumed that

after integrating user’s comments and suggestions, a further version would be much

more usable and also potentially perform better in terms of accuracy.

4.8 Conclusion

This study shows that using gestures on a mobile device to correct registration error of

an AR IGNS is a valuable option. Users were able to achieve accuracy comparable and

even slightly better than previously proposed methods. The collected data further

suggests that a sufficient number of image features (vessels, in our study) would

be necessary in order for subjects to achieve a valid correction. For other types

of procedures where angiography data is not available, cortical features could be

matched. Results also show that, similarly to previous methods, the relevance of the

method varies with the amplitude of the initial misregistration. Indeed, for medium to

large initial shifts (i.e., more than 4 mm), subjects were able to account for most of the

error, but for smaller shifts, subjects were usually unable to improve the registration.

76



The present method’s usability could be improved by integrating comments from

users such as adding interaction modes and tweaking interaction parameters. It

could be hypothesized that enhancement in usability would lead to enhancement

in achievable precision. Additionally, more image data sources could be added to the

AR view and combined in a coherent model, such as the cortex surface in addition to

vessels. Considering how well acquainted with the anatomy surgeons are, the more

data that is made available to them the more likely they would be to find helpful

features for the correction, conditional to maintaining a clear and uncluttered view

of the data. Although the iPad AR system itself has been brought into the operating

room for initial testing where we have received positive feedback, we have yet to test

the registration feature. Once the improvements mentioned above are implemented in

a future revision of the method, they will be tested with surgeons during real clinical

cases in the operating room.
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CHAPTER 5

MARIN: an open-source mobile augmented

reality interactive neuronavigation system

Preface

After assessing mobile device’s potential for neurosurgical guidance use in Chapter 3

and devising and testing a gesture-based registration correction method in Chapter 4,

in this chapter we present a complete mobile neuronavigation system implementing

the AR window paradigm, displayed on a mobile device. This system makes use

of knowledge gained in Chapter 3 and integrates the method devised in Chapter 4.

This complete system implements an in situ augmented reality visualization, as well

as replicates the functionality of a commercial system, all displayed on a mobile
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device. The user can switch between the different visualizations and customize the

displayed information intraoperatively, without requiring assistance from a technician.

This system improves relative to the previous state-of-the-art in all respects. It is

more versatile and offers much higher performance than previously proposed system,

making the system clinically relevant. As well, to increase accessibility, the code is

released under an open source license. Furthermore, this chapter’s work, not only

presents a novel system, but as well pushes further the knowledge from Chapter 3.

In this chapter, a thorough assessment of the devised system used in its different

modes of operation, enabled us to again compare AR vs non-AR visualizations, but

this time with respect to subject accuracy for target localization. This paper was

presented at the Information Processing in Computer-Assisted Interventions (IPCAI)

conference and published in the International Journal of Computer Assisted Radiology

and Surgery. Finally, an extension to the initially published system is presented at the

end of the chapter as an addendum. This extension adds an intraoperative AR display

of hemodynamic guidance feature to the system. This extension was presented at the

Computer Assisted Radiology and Surgery conference (CARS) and published as an

abstract in the International Journal of Computer Assisted Radiology and Surgery.
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Abstract

Purpose: Neuronavigation systems making use of augmented reality (AR) have been

the focus of much research in the last couple of decades. In recent years, there has

been considerable interest in using mobile devices for AR in the operating room (OR).

We propose a complete system that performs real-time AR video augmentation on a

mobile device in the context of image-guided neurosurgery.

Methods: MARIN (Mobile Augmented Reality Interactive Neuronavigation) im-

proves upon the state-of-the-art in terms of performance, allowing real-time augmen-

tation, and interactivity by allowing users to interact with the displayed data. The

system was tested in a user study with 17 subjects for qualitative and quantitative

evaluation in the context of target localization and brought into the OR for

preliminary feasibility tests, where qualitative feedback from surgeons was obtained.

Results: The results of the user study showed that MARIN performs significantly

better both in terms of time (p < 0.0004) and accuracy (p < 0.04) for the task of

target localization in comparison to a traditional image-guided neurosurgery (IGNS)

navigation system. Further, MARIN AR visualization was found to be more intuitive

and allowed users to estimate target depth more easily.

Conclusion: MARIN improves upon previously proposed mobile AR neuronavi-

gation systems with its real-time performance, higher accuracy, full integration in

the normal workflow and greater interactivity and customizability of the displayed

information. The improvement in efficiency and usability over previous systems will

facilitate bringing AR into the OR.

5.1 Introduction

Neuronavigation has historically been at the forefront of surgical technological

development due to the unique constraints of neurosurgery, which on the one hand
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require maximum resection of the disease and on the other hand requires minimum

damage to healthy or eloquent tissue [34]. Owing to this, accuracy is of paramount

importance, and therefore neurosurgery has often inspired new innovations that

attempt to refine guidance accuracy, allow for distinguishing between healthy and

diseased tissue, and improve the intuitiveness of guidance visualization, in order to

improve surgical outcomes. A historical review of neuronavigation was presented by

Galloway and Peters [35].

One solution proposed to facilitate neurosurgical guidance has been augmented

reality (AR). The first use of AR for neurosurgical guidance dates back to the late

80s [106]. More recently, with the advent of smart mobile devices, new means of

displaying intraoperative AR views, through the AR window paradigm have been

explored (e.g., [128, 19]) for instance. The use of mobile devices for AR display

in the clinical context has many advantages over other in situ AR setups. First,

these devices offer an easy means to not only display information but also interact

with it using the touchscreen. Thus, there is much more potential for interactivity

than with projector-based AR systems for instance. Second, these devices are small

and wireless, which make them easy to move around and explore the anatomy from

different perspectives, allowing for easier planning and teaching [61]. Third, they

are much more versatile than head-mounted displays (HMDs), which can be bulky

and disruptive. Indeed, current HMDs have been shown to be poorly suited for

surgical tasks [14]. Additionally, contrary to HMDs, mobile devices can be draped

in sterile bags, allowing for continuous use throughout a procedure. Mobile devices

can be stowed away and brought back in a matter of seconds or clamped to the

bed for hands-free continuous guidance. In this paper, we propose the MARIN

(Mobile Augmented Reality Interactive Neuronavigation) system, which enables more

intuitive and interactive visualization in image-guided neurosurgery (IGNS). The
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utility, usability, and performance of the developed system was evaluated in the lab

and with feedback from surgeons.

5.2 Previous Work

A number of mobile AR systems have been proposed, implemented and/or tested in

a clinical setting. Hou et al. [51] and Eftekhar et al. [29] both proposed phone apps

that display the video feed of the camera overlaid with a previously selected slice of

a preoperative CT or MRI. The system is set-up in the OR and the slice manually

aligned with the patient intraoperatively, i.e., the registration is done manually thus

the accuracy relies on the operator. Owing to this the AR views are limited to be

along a scan axis (i.e., saggital, coronal or transverse), defined during preoperative

planning. The systems from Deng et al. [19] and Watanabe et al. [128] consist of a

tablet app showing presegmented structures overlaid on the live video feed. Contrary

to previously mentioned systems, they make use of an external tracking system. This

enables them to show the AR view from any angle around the patient, thus offering a

significant improvement compared to previous work. At the same time these systems

do not run in real-time, due to a large latency in image transfer. Watanabe et al.’s

latency between tablet movement and updated AR information is about 400 ms. Deng

et al. do not report latency, yet mention an alignment error caused by a certain degree

of delay. This kind of latency, as shown by Sielhorst et al. [113], has a strong negative

impact on task success. Even small discrepancies in time cause the impression of a

larger discrepancy in space. Additionally, none of the current mobile AR systems

take advantage of the touch screen of these devices to allow the user to interact with

the displayed information.

In our previous work (Chapter 3), we developed a mobile AR IGNS prototype

that worked on an Android smartphone. Similar to the above mentioned works, this
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first prototype did not run in real-time and did not allow the user to interact with

the system through the mobile device. This paper aims to address the limitations

of our and previous systems. Namely, the main improvements over the state-of-

the art is MARIN’s real-time performance (50 ms average latency), full integration

into the surgical workflow, greater customizability and interactivity. In an effort

to accelerate development in the field and enable faster improvements, with the

publication of this paper we are making the software available under an open-source

license. We strongly believe that development of better healthcare technologies will

happen through sharing and collaboration of teams from around the world.

5.3 System Description

In the following section, the implementation details of the developed MARIN system

are described.

Figure 24: Photos of the system, as was used in test study described in section 5.4. On
the left: the iPad running MARIN mounted on an adjustable tripod, the phantom and the
tracking system mounted an a larger immovable tripod at the back, behind the table. On
the right: the iPad running MARIN and the tracked pointer.
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5.3.1 Hardware

MARIN, being an open source project and in an effort to make it as widely available

as possible, is compatible with a broad range of hardware. The required hardware

components are a mobile device, a desktop computer, a tracking system and a wireless

router. The mobile device can be either a phone or tablet, running iOS or Android.

The desktop computer may run Linux, OS X or Windows, so long as it has networking

capabilities and a graphics card. The router should support at least the 802.11n

wireless standard and the WPA or WPA2 security protocol. The choice to include

a dedicated router in our setup was made in order to ensure low latency, while still

respecting security concerns. The router offers a private network on which only

devices from our system are connected ensuring security. Thus additional encryption,

which would unnecessarily increase transfer latency, is not required. Further, this

allows MARIN to not rely on any external network. However, if the system was to

be used in an environment with access to a trusted network, this component could be

omitted. Finally the tracking system can be any of those supported by PLUS [68],

which includes systems with very diverse specifications, including some small and

cheap ones, as well as bigger and more precise ones, making it applicable in a broad

range of applications, environments and setups. These hardware choices ensure the

widest availability and portability, allowing MARIN to be used in as many different

settings as possible.

For our tests, the following hardware was used: a FusionTrack500 Tracking System

(Atracsys LLC, Puidoux, Switzerland), an iPad model A1893 running iOS 12.4.1

(Apple Inc., Cupertino, USA), an Archer A10 router (TP-Link USA Corporation,

Brea, USA), a desktop computer with a i7-6850K 3.6 GHz CPU, NVIDIA GTX 1080

GPU, Gigabyte GC-WB867D-I wireless PCI card, running Ubuntu 16.04 LTS. The

iPad was outfitted with a passive tracker that is attached to a 3D printed attachment
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bracket (Figure 24).

5.3.2 Software

MARIN makes use of the IBIS Neuronav open-source platform for IGNS [25],

which comes with plug-ins to integrate tracking, do patient-to-image registration,

camera calibration, and the capability to do augmented reality visualization (by

capturing a live video stream from a microscope or video camera and merging it

with preoperative images on the monitor of the system itself). In our work, we

extended the IBIS Neuronav system to allow for augmenting an image on the screen

of a mobile device that captures the surgical field of view. A custom built plugin

(OpenIGTLinkSender) was contributed to the source code. The plugin enables images

to be sent from the desktop computer running IBIS to MARIN, allowing for in situ

AR visualization, through the AR window paradigm (not previously possible with

IBIS). It should be noted that our system’s usage is not limited to interaction to

IBIS. Our mobile application could work in conjunction with other systems offering

similar functionalities, for example SlicerIGT [121]. This is due to the fact that

MARIN uses OpenIGTLink [120], an open protocol and library for message transfer

between devices, specifically made for the context of IGS. It thus enables any system

that supports OpenIGTLink to communicate with MARIN. Choices about software

used in the system were made with the same goal in mind as for hardware support.

We aimed at making the system as customizable and portable as possible. All libraries

are open-source (PLUS [68], OpenIGTLink, OpenIGTLinkIO, libyuv and OpenH264),

and can run on all common operating systems and hardware. The H264 codec used for

image compression is also widely supported and has hardware acceleration on modern

mobile devices, enabling shorter latency to be reached. MARIN’s source code can be

found at https://github.com/AppliedPerceptionLab/MARIN.
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Figure 25: Block diagram representing interactions between system components and data
flow.

To make use of IBIS’ existing functionality, the costly computations are handled

on the desktop computer. In order to create the AR view, the mobile device camera

is first calibrated. Calibration (intrinsic and extrinsic) is done using a modification of

Zhang’s camera calibration method [137], followed by a second optimization procedure

to find the transform from the tracker to optical center of the camera (details are given

in [25]). This calibration step takes about 10 to 15 minutes to perform. In our surgical

workflow, calibration is done in the laboratory prior to bringing the system into the

OR. Thus it does not add time to the procedure itself and does not require involvement

from either the surgeon or OR staff. It does however need to be performed before

every operation. Tracking information is sent from the tracker to IBIS through a

PLUS server. The relevant transformations are computed in IBIS and renderings of

the virtual objects made, from the camera’s view point. Using the newly developed

plugin the rendered virtual objects are compressed with the OpenH264 library and

sent using OpenIGTLink through a UDP socket over the local area network to the

tablet on which the virtual data is blended with the live video feed using OpenGL ES

3.0 and GLSL. Modifications were made to the OpenIGTLinkIO library to support

transport over UDP sockets. The use of the UDP transport protocol, as well as

video compression allows for shorter transfer latency. A block diagram of system

components, their interactions and data flow is shown in Figure 25. In addition to
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image transfer from the desktop to the mobile device, other communication channels

are opened between the two devices to send images from the device to the desktop and

commands and status updates. These communication channels enable interactivity

and more possible use cases. Since the camera view can also be sent from the mobile

device to the desktop, it is possible to show the same AR view on the desktop, as

well as on the mobile device, at the same time. This could be used for training and

teaching as residents and other staff can see the same AR view as the surgeon, on

the desktop screen. Channels for status and command transmission are also used to

enable interaction with the AR view and see real-time information from tracking.

Figure 26: On the left: screenshot of the system when used in standard IGNS mode; On
the right: screenshot of the system when used in augmented reality mode.

5.3.3 MARIN Interface

MARIN offers an intuitive interface, letting the user easily customize what they want

to be displayed on the AR view, in real-time, during the procedure. The view can

be switched between camera-only, virtual only or AR. Users can pick only an area

in which they have an AR view, potentially reducing clutter in cases where there is

a lot of data needed by the surgeon. Different structures from the AR view can be
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switched on or off as desired, e.g., skin, tumour, vessels, etc. Users can also choose

from different navigation paradigms. They can switch between the standard IGNS

view and AR view (see Figure 26) or show only the virtual view, showing only pre-

segmented 3D models. MARIN also features a manual registration correction feature,

which allows the user to realign the (virtual) patient pre-operative images with the

real patient (see Chapter 4) using typical touchscreen gestures. All interactions with

MARIN are done through simple gestures, making it intuitive and easy to operate,

even if draped in a bag. Furthermore, MARIN can receive any type of image over the

network through OpenIGTLink messages. This image could, for instance, be a static

MR slice with highlighted structures, as was done by Hou et al. and Efthekar et al.

MARIN can thus reproduce the behaviour of previously proposed systems, but also

do much more. The interface was developed using the Qt framework (version 5.9.8)

which allows the application to be easily compiled for different devices.

5.4 User Study

To evaluate MARIN’s performance and assess its usability and accuracy, we conducted

a phantom study in the context of target localization. This task replicates some

common surgical tasks such as electrode and port placement or ventriculostomy

catheter insertion.

5.4.1 Phantom Construction

A T1-weighted image of a healthy subject was segmented to extract the skin and

cortical surfaces. The 3D model of the skin surface was used to represent a patient

head and an 18 mm wide craniotomy on either side of the back of the head was

added. Seven landmarks were added to the model for easy registration (inspired by
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those used by Drouin et al. [23]). The model was printed using PLA filament on a

Replicator 5th Gen (MakerBot Industries, USA). The printed phantom was affixed

to a rigid board to which a marker was attached (Figure 27).

A gelatin brain phantom was inserted into the cavity of the 3D printed head.

Gelatin was chosen for its ease of use and because it is the most widely used material

for brain phantom construction [69]. We used a 10% weight to weight ratio, heating

the solution to 40°C, casting it into a hemispherical mold and letting it set for 12 hours

at 4°C. We chose a concentration closer to human muscles than normal brain tissue in

order to increase stiffness and make it more difficult for subjects to move the pointer

sideways once insertion had begun. This was desired, to simulate the conditions of

a surgical setting more closely; surgeons are required to plan an insertion path and

follow it once they start inserting. Moving laterally would risk causing unnecessary

damage to healthy tissue next to the insertion path.

Figure 27: Experimental phantom design. On the left: the phantom seen from the back,
with craniotomies on either side, fiducials and the marker behind. On the right: a depiction
of the four difficulty zones used in the experiment. The craniotomy is located between the
two blue lines on the left and is centered on the dot. Then the four zones are: 1: 0-15°from
normal, 1-4 cm deep; 2:15-30°, 1-4 cm; 3: 0-15°, 4-7 cm; 4: 15-30°, 4-7 cm.
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5.4.2 Task Description

Participants were asked to reach target points within the phantom with a tracked

pointer as precisely as possible. The task was performed under two different modes:

traditional IGNS view (displayed on the tablet) and the AR view from MARIN. The

IGNS navigation system served as a baseline to assess MARIN’s performance. Both

systems were presented in situ, thus removing the potential confound of location of

displayed information, since this has been previously shown to potentially affect task

completion time (see Chapter 3).

When navigating using AR, subjects were shown the camera feed overlaid with a

3D model of the skin (opaque), the cortex (translucent), the target (red dot), the tip

of the pointer (crosshair) and an extension to the pointer, extending 5 cm downwards

from its tip (blue line). This extension was meant as a guide to help subjects determine

the best possible insertion angle, prior to inserting. When navigating using the

traditional IGNS view, subjects were presented with a 3D model comprising of all

the same parts, represented the same way, as in the AR view: skin, cortex, target,

pointer tip and extension. Additionally, in this mode the standard cut planes of the

MRI scan: coronal, transverse and saggital were displayed, see Figure 26. The target

was also shown in the corresponding cut planes, as a red circled cross. When in

IGNS mode, subjects could switch to see the 3D models in full screen, thus removing

MR slices from the view. While they could not move the 3D model themselves, they

could ask the experimenter to rotate or zoom in. This replicates how a surgeon would

typically have to ask a technician to interact with the system, once they are sterile.

For each system, subjects completed four trials of varying difficulty, resulting in

a total of eight tool insertions. For each trial the target to reach was randomly

generated, but placed within a zone corresponding to the difficulty level. The

generation zones were toroidal regions directly beneath the craniotomy location. A
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Table 2: User study difficulty levels

Level 1 Level 2 Level 3 Level 4
Target depth [1, 4] cm [1, 4] cm [4, 7] cm [4, 7] cm

Target angle with normal [0, 15]° [15, 30]° [0, 15]° [15, 30]°

table summarizing the difficulty levels is shown in Table 2 and a view of the four

regions is shown in Figure 27. This target generation method was chosen in order

to have targets sampling the whole space so as to reduce location bias, while at the

same time ensuring a broad range of depths and angles.

5.4.3 Experimental Procedure

Before commencing the study, a power analysis was performed using G*Power 3.1 [31]

to assess the sample size needed. Given an expected intermediate effect, a sample size

of 17 was used. All subjects were briefed on the study, the task and both systems.

They were then shown the working of one of the system set-ups and given as much

time as they wanted to practice using it and get comfortable with it. Once they felt

ready, they completed the first four trials on that system. Next, they were trained

on the second system and completed the four last trials on it. Both the order in

which the systems were used, as well as the order in which the levels were performed

on each system was randomized. To end each trial, subjects were instructed to tell

the experimenter when they thought they had reached the target, at which point the

trial was ended by the experimenter. After completion of the study, participants were

asked to fill in a questionnaire comprising of demographic, prior experience questions,

questions on usability and further feedback. They were also asked to fill out the NASA

TLX [48] for each systems. A copy of the questionnaire can be found in section A.3.
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5.5 User Study Results

The study was run with 8 males and 9 females, aged between 18 and 67, with a median

age of 26. Subjects were novices or intermediately experienced users: 35% had prior

experience with using IGNS systems, 76% had prior experience with using augmented

reality and 59% had experience with reading scans or looking at anatomical data.

System accuracy measurements were taken during the study. The average camera

calibration reprojection error was 0.84 mm ranging between 0.6 mm and 1.02 mm.

Registration RMS error was 1.32 mm. Pointer tip calibration was performed using

fCal, from the PLUS toolkit [68]. The pointer tip calibration error was between

0.15 mm and 0.26 mm. The latency in augmentation display, which varies depending

on the complexity of rendered structures and the resolution of the images sent, was

estimated to be 50 ms. This estimate was calculated with images of typical complexity

for navigation purposes (800×600 pixels, see right side of Figure 26). The latency was

computed by synchronizing both devices to a common NTP server and comparing

timestamps.

5.5.1 Quantitative Measurements

All data analysis was performed using MATLAB 2018b (The MathWorks, Inc., Natick,

USA). First, to check for potential errors in the data, MATLAB’s built-in function

for outlier detection was run. This was run independently for all time measurements

and all distance to target measurements for each condition. It was found that three

individual trials were more than three standard deviations away from the mean for

time taken and another trial was more than three standard deviations away from the

mean for final distance to target. While we do not know specifically what happened

during those trials, we posit that an event occurred during the experiment, resulting
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in this unusually large difference. These four individual trials were thus removed from

further analysis, but only that relating to the affected variable.

To ensure validity of the acquired results, all time to completion measurements

and final distance to target measurements were compared group-wise on the basis of

difficulty level, trial number, subject ID and prior experience level. No subject was

significantly different from any other; subject performance was within a similar range

and thus comparable. Prior experience level did not affect performance significantly.

However, since our sample size was not evenly distributed relative to prior experience,

it is possible that our sample size was not sufficient to show statistical significance.

It was found that the time to completion of the hardest difficulty level was worse

than all other trials. Specifically, a one way ANOVA revealed a significant effect

(F (3, 131), p < 0.0006)). This difficulty level was the least realistic, being deep and

at a strong angle with the craniotomy normal. For both of these reasons, it was

removed from further analysis involving completion time.

Since there was some jitter in the pointer tip position, the final distance to target

was computed as the minimum distance between tip position and target in the last

two seconds of a trial. The three main outcomes of the validation procedure were

time taken to reach target, final distance to target and the results from the NASA

TLX. Boxplots of final distance to target for all trials and of total time taken to

reach targets are shown in Figure 28. Comparative results of the TLX are shown in

Figure 29.

For both measures, it was found that MARIN was statistically lower (better) than

the standard IGNS guidance view. Specifically, a one-way repeated measures ANOVA

showed that there was a significant effect of system type on the final distance to

target (F (1, 136), p < 0.04). For time taken to reach the target, a one-way repeated

measures ANOVA showed that there was a significant effect of system type on the
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Figure 28: On the left: Boxplots showing distribution of final distance to target, compared
per system; On the right: Boxplots showing distribution of total time taken to reach target,
compared per system.

completion time (F (1, 99), p < 0.0004).

Subject’s accuracy was found to be uncorrelated to either target depth or target

angle from normal. However, it was found that time to completion was weakly

correlated with both target depth (p = 0.026) and angle with normal (p = 0.045).

5.5.2 Qualitative Feedback

In addition to filling out the NASA TLX for both systems, users were also asked

which system they found most intuitive to use, which they felt most comfortable

using and which they preferred. 100% of subjects found MARIN to be more intuitive

to use. 82% felt more comfortable using MARIN, 12% felt more comfortable using the

standard IGNS and 6% did not have any preference. 94% preferred MARIN overall,

while the remaining 6% did not have any preference.
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Figure 29: All TLX scales, ranging from 1 to 10 (lower is better on all scales except
Performance), compared per system, where error bars correspond to standard deviation.

5.6 Expert Feedback

In addition to the user study, feedback was provided by senior neurosurgeons who

tested the system both in the lab, as well as in the OR in clinical cases (Figure 30).

Although the system has yet to be rigorously tested in the operating room, we have

had continuous feedback from senior neurosurgeons during the development process.

Although all found the system to have great potential, opinions differed as to how

they would like to use it. Some said they would like it to be clamped to the bed,

between them and the operating field and work from above it, using it throughout

the operation. Others preferred to use it at the beginning of surgery, looking at the

patient from different angles to give them a good sense of the anatomy to better plan

their procedure. They would then give it to the nurse when operating to have both

hands free, but said they might take it back later on during the procedure for more

guidance. They also said they thought it might prove particularly useful for harder

cases or those with more intricate anatomy.
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Figure 30: Initial tests of MARIN in a clinical setting.

5.7 Discussion

The main advantages of our system over previously published mobile AR systems are

improved usability of the prototype, improved responsiveness, increased versatility,

customizability, interactivity and wider possibility for adoption. MARIN can run on

most hardware and OSes and is entirely open source. It allows users to manipulate

data and interact with the AR view through intuitive gestures. The latency in image

transfer with MARIN is roughly eight times lower than the lowest latency reported

for previously proposed systems. As shown by Sielhorst et al. [113], the latency of

previous systems severely hindered their usability. Our system on the other hand is

in the range they recommend to increase the performance of subjects using it. This

gain in performance is attributable to how we transmit augmentation images to the

mobile device. Our architecture, similar to that of Watanabe et al.’s [128] system,

consists of a desktop, a mobile device, a tracking system and a router. To alleviate

the problem of delay, MARIN incorporates a modern video encoder, greatly reducing
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network load and allowing for shorter latency. Even though time for encoding and

decoding is added, the gain in compression much more than compensates for it. The

compression ratio depends on the complexity of images sent, but for a typical scene,

compression was between 97% and 99%. Even for more complex scenes, this ratio

would not be much lower and should remain above 94%, thus still being relevant for

all use cases. The remaining latency observed with MARIN is attributable to network

transfer, as well as encoding and decoding of the images.

Other IGNS system performance metrics, (i.e., camera calibration reprojection,

registration RMS and pointer tip calibration error) place our system in the same

range as previously proposed AR navigation setups. In our user study, MARIN

outperformed the traditional navigation system, which served as our baseline for

comparison, both in terms of time to reach the target, as well as accuracy with

which users were able to reach the target. Unfortunately, a direct comparison with

other mobile AR systems cannot be made since no similar quantitative user accuracy

assessment were done for any of them. Although, considering findings from Sielhorst

et al. [113], it can be hypothesized that thanks to MARIN’s improved performance,

users would perform better with it than with previously proposed ones.

Qualitative feedback unequivocally showed that MARIN outperforms standard

IGNS views in terms of usability, comfort and ease of use. Subjects agreed that

MARIN was more comfortable, easier to use and overall preferred it. The TLX

results confirm these findings, as MARIN received better ratings on all scales.

An interesting point is how subjects made use of the two different systems. While

navigation using the AR view was more or less constant across the sample, navigation

using the standard IGNS system varied wildly. Some subjects looked mostly at the

slices for guidance, finding the location of the target in all three planes and mentally

mapping the location before making an insertion, while others looked almost only
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at the virtual view and tried to match the pointer extension with the target in that

view. Thus individual differences in guidance system usage are present depending on

background and prior familiarity with certain tools, views or concepts. We believe

that this highlights one of the greatest strengths of MARIN: it lets the user decide,

through an intuitive interface, what they want to see, enabling them to switch between

AR, VR or standard IGNS views and also easily control through gestures what is

displayed and how it is displayed in the AR view.

MARIN can integrate seamlessly into the typical surgical workflow. It can easily

be draped in a sterile bag in the OR. It is less cumbersome than some other types of

AR setups, such as HMDs, which can be bulky and disruptive, as well as not well-

adapted for surgery [14]. A mobile device, on the other hand, can be stowed away in

a matter of seconds and brought back if needed. Additionally the gestures used for

interaction are familiar to anyone who has used a mobile device. Thus interaction

is more natural and intuitive than that of other devices such as, for example, the

HoloLens™. A mobile device can also be moved freely around the patient, allowing

the view of the anatomy from a wide range of angles, thus providing a good sense

of depth through the parallax effect. Further, this allows the surgeon to explain the

approach and anatomy to residents and students in the operating room.

5.8 Conclusion

Mobile devices offer new untapped potential still to be harnessed in the surgical

domain. MARIN is a step in this direction. With the release of MARIN as an

open source project, we hope to pave the way for others wishing to build mobile

AR setups for surgical guidance. MARIN can be used in conjunction with a broad

range of hardware and software making it easy to integrate in an array of systems.

The results presented here show that it has strong potential to make guidance more
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intuitive, easier and more comfortable to use. The evidence gathered here suggests

that mobile AR may also enable shorter operation time and more accurate navigation.

Although, to confirm this, quantitative measurements will need to be made with

surgeons in a clinical setting. MARIN also enables other potential future research

directions, including integrating additional data sources provided by mobile devices

(e.g., accelerometer, gyroscope, etc.) to improve tracking accuracy or even explore the

possibility of making an affordable and compact IGNS system by relying on mobile

device trackers rather than an external tracking system. These are future avenues of

research we are working on.
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Addendum

In an extension to the initially published system, a video-based hemodynamic feature

was added. The developed method allows a user to capture a video sequence with

the mobile device (e.g., iPad) intraoperatively, select some vessels on screen using

touch gestures and obtain blood flow direction information displayed in the in situ

augmented reality view. Intraoperative blood flow directionality information is a

very valuable asset for surgeons to have access to during neurovascular cases and

particularly complex ones. Assessment of the method proved its feasibility and that

mobile devices are suitable for such an application. Additionally, this extension of

the original work shows how MARIN’s versatility and upgradability offers potential

for improvements.
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A prototype for video-based hemodynamic

analysis in neurosurgery implemented on a

mobile augmented reality system

5.9 Purpose

Cerebrovascular surgery is the method of choice to treat arteriovenous malformations

(AVMs), arteriovenous fistulae (AVFs) and aneurysms. AVMs and AVFs consist of

abnormal collections of blood vessels in the brain, while aneurysms are bulges due

to weakness in the wall of a blood vessel. Surgical treatment of AVMs and AVFs

consists of clipping the feeding artery or arteries prior to tying off the draining veins

and removing the nidus. Clipping the wrong vascular branch can result in severe

complications such as haemorrhage, which can lead to neurological deficits. It is

101



thus paramount for neurosurgeons performing neurovascular procedures to be able to

distinguish between feeding and draining vessels in and around the pathology. The

vessels associated with these vascular malformations often appear as neither true

arteries or veins, so practitioners must rely on preoperative imaging to determine

blood flow directionality. However, translating this information from preoperative

imaging to the surgical scene can be challenging. For this reason, methods such

as intraoperative angiography with dye injection, intraoperative Doppler ultrasound

acquisition and hemodynamic video analysis have been proposed in the past to provide

hemodynamic information. The latter has several advantages, including the fact that

it is contactless, contrary to Doppler ultrasound, where external force may damage

the already weakened vessel walls. Video analysis can also be performed continuously

throughout the surgery, unlike dye injection, which can only be used periodically,

since the dye stays in the bloodstream long after injection (more than 15 minutes).

Video-based hemodynamic analysis has only been recently proposed [134] and has

yet to be tested intraoperatively. The work presented here shows our initial tests of

integrating hemodynamic analysis into MARIN, an open source Mobile Augmented

Reality Interactive Neuronavigation system.

5.10 Methods

MARIN consists of an iPad tablet and a desktop computer running the IBIS neuronav

platform. A video sequence of a few seconds recorded in 1280 × 720 resolution at 30

frames per second is acquired on the iPad. After acquisition, this sequence is sent to

the desktop using the wireless local area network (WLAN). A region of interest (ROI)

is then selected by the user. This is done by picking contour of the vessel region, on

the touchscreen of the tablet. The points are sent to the desktop as well, over the

WLAN, using the OpenIGTLink protocol and library. The video sequence is then

102



cropped to keep only the central part of the image. 25% of the original image size was

thus removed in order to reduce computation times. This is done since the tablet’s

camera has a much smaller zoom factor than a neurosurgical microscope. The ROI

therefore consists only of a smaller region, which should usually be roughly in the

center of the frames. The hemodynamic analysis is then performed on the desktop

computer. This analysis consists of image stabilization, motion reduction, intensity

magnification in the selected frequency range, as well as filtering, as described in [124].

Once the hemodynamic analysis is completed, a frame showing an augmented reality

view of the scene with the direction of blood flow in the selected vessel of interest

is sent back to the mobile device for in situ AR visualization. Tests were performed

in the lab using a blood vessel phantom and test setup as in [124]. The setup and

resulting AR view are are shown in Figure 31.

Figure 31: Left: Test setup with the iPad running MARIN on the right and the
vascular phantom on the left. Right: tablet running MARIN showing the AR view with
hemodynamic results. Insert: Close-up of the hemodynamic analysis results.

103



5.11 Results

We demonstrated that mobile device’s video capture was sufficient for hemodynamic

analysis. We believe that the novel ability which allows the surgeon to interact

directly with the touchscreen of the iPad to select the vessels of interest, as well as

seeing the AR view in situ will both be particularly useful, and allow the system

to be easy to use and integrate well into the surgical workflow. Interactive selection

on the mobile AR neuronavigation app will enable the surgeon to select a region of

interest themselves, without having to rely on a technician. This may potentially

streamline procedures, since the tablet can easily be used intraoperatively as we have

seen in bringing the system into the OR for AR guidance. Our initial evaluations have

shown that, since it is a fairly small and wireless device, it can easily and quickly be

brought in when needed and stowed away once guidance is not necessary. It can

also be draped in a sterile bag to allow its use throughout the procedure, giving full

control to the operating surgeon. The current work presents our initial feasibility tests

on integrating hemodynamic analysis into a mobile AR neuronavigation system. In

future work, we will provide a more seamless integration of hemodynamic analysis

into MARIN that will involve allowing for real-time augmentation that is updated as

the tablet is moved around the scene.

5.12 Conclusions

The work presented in this abstract shows that the hemodynamic analysis presented

in [124] can be integrated in a mobile AR neuronavigation platform. The camera

of the tablet device has sufficient frame rate and resolution to estimate correct flow

directions in vessels. It also enables easier interaction for the practicing surgeon with

the selection of regions of interest for the blood flow computation. The next step of
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this work will involve bringing the system into the operating room to determine its

functionality intraoperatively during neurovascular cases.
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CHAPTER 6

Evaluation of low-cost hardware alternatives

for 3D freehand ultrasound reconstruction in

image-guided surgery

Preface

In this chapter, we explore the effectiveness of low-cost tracking and intraoperative

ultrasound in the context of image-guided neurosurgery (IGNS). With traditional

IGNS systems, the tracking of the surgical instruments is done using highly accurate

but expensive optical measurement systems. By using a camera or depth sensor rather

than a designated tracking system (the most expensive and cumbersome hardware
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component of an IGNS system) a more affordable and accessible system can be

developed. As well as cost-effective tracking solutions, in recent years portable low-

cost ultrasound systems have been emerging on the market. The study presented

in this chapter evaluates the feasibility of using these new and more affordable tools

in the context of image-guidance. Specifically, we look at using three-dimensional

US freehand reconstruction which enables building an intraoperative volume from a

sequence of 2D slices acquired with an ultrasound probe. The reconstructed volume

can then be registered against preoperative images to correct for movement and

deformation of the anatomy (e.g., brain shift) in order to provide more accurate

guidance.

In this chapter, we assess reconstruction accuracy of different hardware combi-

nations at different price points, including a recently proposed sensor fusion method

running on low-cost hardware. To test the different hardware possibilities a simple

phantom and protocol were devised to enable assessment in three dimensions. We

found that the lower-cost ultrasound probe and mid-range optical trackers were

suitable for this application and worked similarly to the more expensive components.

However, the sensor fusion method running on a depth and RGB camera didn’t yield

sufficient accuracy to reach clinical acceptance. The developed protocol enables future

method developments to be tested within a comparable framework. A shortened

version of this paper was submitted to the International Workshop of Advances in

Simplifying Medical UltraSound (ASMUS).
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Abstract

Current commercial image-guided neurosurgery or neuronavigation systems have

a high initial cost and require trained technician assistance for accurate registration

and set-up making them unavailable in many hospitals and operating theatres.

The evolution of consumer-grade hardware components (e.g., trackers, portable

ultrasound probes) has opened the door for the development of low cost systems. In

this chapter, we evaluated different low-cost tracking alternatives on the accuracy of

3D freehand ultrasound reconstruction in the context of image-guided neurosurgery.

Specifically, we compared two low-cost tracking options, an Intel RealSense depth

camera setup (less than 200 USD) and the OptiTrack camera (2.3k USD), to a

standard commercial infrared optical tracking system, the Atracsys FusionTrack 500

(∼25k USD). In addition to the tracking systems, we investigated the impact of

ultrasound imaging on 3D reconstruction. We compared two ultrasound systems: a

low-cost handheld ultrasound system at 7k USD and a high-resolution ultrasound

mobile station (over 250k USD). Ten acquisitions were made with each tracker and

probe pair. Our results showed no statistically significant difference between the

two probes and no difference either between and high and low-end optical trackers.

However, the sensor fusion RGB/depth based system did not perform well enough to

be usable in this scenario. The findings suggest that some lower cost hardware may

offer a solution in the operating room or environments where commercial hardware

systems are not available without compromising on the accuracy and usability of US

image-guidance.

6.1 Introduction

Neurosurgical guidance systems have shown positive impacts on tailoring cran-

iotomies, reducing interventional errors, increasing tumour resection percentages
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and improving patient survival rates. However, in spite of advances in both

hardware and software, these systems suffer from accuracy degradation as a procedure

progresses and the patient to image alignment computed at the beginning of surgery

gets invalidated by the movement and deformation of the brain, or brain shift.

To reregister the patient intraoperatively, updated images can be acquired, using

either intraoperative magnetic resonance images (iMRI) (e.g., Clatz et al. [17]),

intraoperative computed tomography (iCT) (e.g., Riva et al. [104]) or intraoperative

ultrasound (iUS) (e.g., Reinertsen et al. [101]). The latter is much less expensive,

has a smaller footprint in the OR, and has shown that using intraoperative US-

based registration correction can account for brain shift [123]. Here, in an effort

to democratize access to higher quality neurosurgical care, we explore the use

of different low-cost hardware in 3D freehand ultrasound reconstruction, which

can be used in the context of intraoperative brain shift registration correction or

percutaneous, minimally invasive, needle/instrument guidance. This study thus aims

at assessing what the minimum requirements are for a system that may be used in

the neurosurgical context, understanding how to reduce costs while keeping sufficient

guidance accuracy.

Much research has focused on the use of high-end equipment to achieve increas-

ingly high quality of care for patients. However, the expectation for every center to

be able to afford the very high-end equipment is not realistic. In order to increase

quality of care worldwide, more research is needed on developing low-cost alternatives

to high end systems. In 2019, Malham and Wells-Quinn [72] answered the question

of what equipment were most worth purchasing for navigation and imaging systems

in the context of spine surgery. They formulated recommendations based on different

procedural needs, with arguments such as which types of imaging should be used

according to which level of accuracy is required, while also considering other factors
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like level of associated radiation. Our proposed research, complements this previous

study by looking at the equipment required for 3D freehand US reconstruction

specifically, as this is an intraoperative imaging means that not only has important

benefits for neuronavigation, but also has a cost that is much lower than other options

like iCT or iMRI. Alternative systems relying on iUS imaging are currently the focus

of active research to increase accessibility to neurosurgical guidance particularly in

the developing world where expensive hardware is out of reach [87].

Although more affordable than MRI and CT solutions, the price range of US

systems still varies significantly from a low-cost handheld system (∼5-8k USD) to a

high-resolution station (between 50k and 250k USD). In addition to the intraoperative

imaging modality, another hardware component used in IGNS to perform 3D freehand

ultrasound reconstruction is the tracking system. This component, usually an

optical tracking system, accounts for the largest portion of the hardware cost of

open-source neuronavigation systems. While different tracking solutions exist, (e.g.,

eletromagnetic sensing, laser reflection, optical stereophotogrammetry, video-based),

the impact of the accuracy as well as the context in which such devices can be

used has not been thoroughly studied. In this work, we compared the accuracy of

ultrasound reconstruction obtained with different hardware setups at a broad range

of price points. Hardware components were selected and US reconstructions were

computed with each of these setups. For the ultrasound transducer, two options

were compared: a ∼250k USD mobile station and a ∼7k USD handheld system. For

tracking four options are compared: a ∼25k USD high-end optical tracker, a ∼3k USD

lower-end optical tracker, a sensor fusion hybrid tracking method which uses a ∼200

USD depth camera and an camera-based method using a ∼20 USD equivalent RGB

camera. Using these different set-ups we aimed to answer the following questions:

Can compromises be made on some of the components without sacrificing too much
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on accuracy of the 3D freehand US reconstruction? If so which ones and how is a

given budget best invested between these components?

6.2 Previous Work

Cenni et al. [15] looked at the effect of using different hardware setups on 3D

freehand US reconstruction quality. The focus of their work was not on the influence

of hardware or hardware cost on achievable accuracy but rather on evaluating a

novel reconstruction algorithm. They tested their method with two different optical

tracking systems (exact models not disclosed) and report having found no noticeable

difference in the reconstruction quality with the two systems. However, in their

work, separate acquisitions were made independently with each tracker, making the

comparison less robust. The study done here complements this previous work, with a

focus explicitly on hardware differences across a wide range of equipment price points.

A key difference of our approach relative to Cenni et al.’s, that allows for a more

direct comparison of the acquired data, is that all tracking information is acquired

simultaneously. As well, our study investigates the use of different US probes in

addition to the tracking systems for a more complete understanding of interactions

between each components’ accuracy on the overall results. Finally, our phantom

construction method detailed below is more precise than that of Cenni et al.’s study,

in which wires were used and measured a posteriori with a caliper. In our work, we

also assess error in all three dimensions of space, instead of only in a plane as done

in Cenni et al.

In addition to the two commercial optical tracking systems tested in our study,

a recently proposed experimental tracking method is also investigated. The low cost

alternative tracking method tested in our study is similar to that presented by Asselin

et al. [2]. In their work, Asselin et al. developed a sensor fusion tracking method that
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uses a depth camera and an RGB camera to detect an ArUco marker in the RGB

image to determine the x and y position in space and the depth camera to determine

its z position. They found that the method worked very well, much better than

when using an ArUco marker alone and would be suitable for intraoperative tool

tracking. The present study extends their work in assessing if that low-cost hardware

and method can be used for 3D freehand reconstruction. The last tracking method

tested is that of using an ArUco marker alone. It serves as our baseline, similarly to

Asselin et al.’s study.

Our work also complements the work done by Gueziri et al. [46] which investigated

the influence of different parameters on 3D freehand US reconstruction quality. In

their study, Gueziri et al. investigated the effect of probe depth and frequency on the

resulting reconstructions. They found no statistically significant difference between

the registration accuracy for all depth and frequency values tested.

In terms of ultrasound reconstruction, a number of studies have investigated

the reconstruction quality of different 3D freehand reconstruction algorithms. The

interested reader is referred to Solberg et al. [114] and Rohling et al. [108] for a

review in this area. A review of US probe calibration in the context of 3D freehand

US reconstruction is also available in [80].

The contributions of this work are: (1) devising a reproducible phantom and

protocol to evaluate 3D freehand US reconstruction distortion in three dimensions; (2)

investigating the effect of more variables on reconstruction quality and their relations

within that robust and tailored experimental protocol; (3) evaluating feasibility of

using a cheap camera sensor fusion method for this application; and (4) evaluating

impact of reconstruction on subsequent usage of volume in a typical surgical guidance

scenario (volume-based registration).
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6.3 Methodology

In order to make a fair assessment of a system’s cost on guidance performance and to

evaluate where component cost has the strongest impact on overall reconstruction

accuracy, we designed an experiment to simultaneously test both the imaging

modality and the tracking modality.

6.3.1 Hardware Setups

The acquisitions were made using two ultrasound probes in combination with four

tracking systems. The tested ultrasound probes are: (1) the MicrUs MC42R20S3

probe (TELEMED, Vilnius, Lithuania); and (2) the BK3500 14L3 probe (BK

Medical, Peabody, MA, USA). The tracking systems that were tested are: (1) ArUco

markers [36] captured with the RealSense RGB camera; (2) the RealSense D435 (Intel

Corporation, Santa Clara, CA, USA); (3) the Optitrack V120:Duo (NaturalPoint

Inc., Corvallis, OR, USA); and (4) the FusionTrack 500 (Atracsys LLC, Puidoux,

Switzerland). All combinations of ultrasound and tracker were used to capture

ultrasound acquisitions. Figure 32 shows the different devices used for acquisition.

6.3.2 Phantoms and Marker Construction

To enable the most precise and fair assessment possible, a phantom and markers

were designed for the experiment. Similarly to that of Cenni et al., a wire phantom

was constructed. The phantom, built from Lego™, has eight wires pulled taughtly

between Lego bricks. The wires thus form a cuboidal shape of precisely known

dimensions. All wires cross perpendicularly. Angles between line segments are thus

also precisely known. Lego bricks themselves are accurate to within 0.04 mm [71] and

the wires were carefully pulled between them, which translates to a very accurate
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Figure 32: Depiction of trackers and probes used for acquisition. Top-Left: Atracsys
FusionTrack 500; Middle-Left: Optitrack V120:Duo; Bottom-Left: Intel RealSense D435;
Center: Telemed MicrUs; Right: BK 3500. Note: devices are not to scale.

phantom. A picture of the phantom is shown in Figure 33. The cuboid measures

11.20 mm by 9.60 mm by 19.00 mm in x, y and z respectively. The phantom was

immersed in water for US acquisition.

A custom marker, similar to that of Asselin et al. [2], was designed to enable

all tracking methods (i.e., both RGB camera and optical) to capture the position

of the probe in the same coordinate frame. The marker pivot (3D position) for all

tracking methods was defined to be a common point at the center of the construction

(the center of the ArUco marker, which corresponds to the centroid of the reflective

sphere positions). The marker was 3D printed on a Raise 3D Pro2 printer (Raise

3D Technologies, Inc., Irvine, CA, USA) using a 0.1 mm layer height. A rigid probe

attachment bracket was also designed and printed with the same printer settings. A

picture of the marker attached to the probe is shown in Figure 34. A similar marker

was designed as a reference and attached to the phantom. This custom design and
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Figure 33: Left: Picture of the experimental wire phantom. Right: Picture of the phantom
from [135].

precise alignment of the tracked position for all trackers was done in order to reduce

potential bias in the comparison.

6.3.3 Experiments

The experiment was designed to minimize potential bias and ensure a true comparison

between systems. Tracking was captured simultaneously with all tracking systems for

each US acquisition. All trackers and probes were set to capture data at 30 frames per

second to remove frame rate as a potential confound. Trackers were each placed at

their optimal working distance from the scene to mimic what would be done in a real-

world scenario. Trackers were also each placed as close as possible to the same viewing

angle with respect to the scene, again trying to minimize measurement volume as a

confounding factor. The trackers were all aligned with the phantom so that the axes

of the tracking volume would match that of the phantom. See Figure 34 for a picture

of the tracker arrangement during acquisition. To simplify the setup the live camera

feed used for detecting the ArUco markers was that of the RealSense. This enabled

115



us to have only three physical devices in the test setup while allowing testing with

four tracking methods. The resolution of the RealSense RGB camera is 848 by 480

pixels, which is low for modern hardware. So, even though it was captured on a more

expensive device, it could be achieved just as well with a $20 webcam.

Figure 34: Left: Picture of the custom hybrid markers and probe attachment. Right:
Picture of tracker arrangement for data acquisition.

The ultrasound probes were calibrated, both temporally and spatially, using fCal

from the PLUS (Public software Library for UltraSound imaging research) toolkit [68],

version 2.8. fCal implements the 3 N-wires calibration procedure [13], a method that

was previously shown to be reliable and accurate [79]. This calibration was computed

for each ultrasound probe with the tracker corresponding to the high-end of its price

bracket (for the BK imaging system, the FusionTrack 500 tracker and for the Telemed

imaging system, the V120:Duo tracker). The reasoning behind this was that using

similarly priced devices in a system might be a more common use case.

Two sets of acquisitions were done. The first one was designed to measure the
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distortion in the shape of the reconstructed volume, using the phantom described in

the previous section. The second one was designed to test the performance of the

reconstructions in its intended use case, intraoperative volume-based registration. For

that second experiment, the Lego phantom described by Xiao et al. in [135] was used,

see right side of Figure 33.

US Reconstruction Accuracy Experiment

For the first set of acquisitions, ten sweeps of the phantom were acquired with each

ultrasound probe. For each acquisition, the tracking data was recorded simultaneously

with all tracker systems. All sweeps were done in one linear motion done along the z

axis. Independent reconstructions were then computed from each sweep and hardware

combination, using the PLUS reconstruction [68].Thus, from the 20 acquired sweeps, a

total of 80 volume reconstructions were computed and further analyzed for distortion.

On each of these reconstructed volumes, the eight lines corresponding to all wires

were manually segmented using 3D Slicer [97]. Figure 35 shows a sample segmentation

of a wire phantom acquisition. The order in which segmentations were performed for

each trial was randomized between conditions to reduce potential operator bias. All

segmentations were performed by the same operator. The intersection of the eight

line pairs corresponding to the corners of the reconstructed cuboid were computed

in a least-square sense. These eight constructed points were then used in all further

analysis. The distance between these points were used to compute the dimensions of

the cuboid, or the dimensional distortion (DD) along each axis and angles between

the line segments were used to compute angular distortion (AD) around each axis.

All metrics were averaged over each axis. This means that for the dimensions, all

four segments spawning from the connections of points along that axis are averaged.

As well, for angles, all eight angles corresponding to rotation around that axis are
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averaged. This averaging gives more robustness to the protocol and reduces the effect

of uncertainty associated with segmentation.

Figure 35: Example wire phantom segmentation. The segmented wires appear as red lines
in both the slices views and the 3D view.

Preoperative Volume Registration Experiment

For the second set of acquisitions, using the phantom from [135], a very similar process

was followed. One acquisition was made with each probe where all tracking data was

captured simultaneously. In order to capture the whole phantom, sweeps were done

in two parallel motions done along the z axis. Independent reconstructions were then

computed for each hardware combination. The eight resulting volumes were then all

registered independently to a model of the phantom. For each reconstruction, the

registration process was as follows. The model and reconstruction were loaded into

3D slicer [97]. The preoperative model was manually brought into rough alignment

with the reconstruction. The volume registration module of 3D Slicer was used to
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compute the registration transform with the Mattes Mutual Information (MMI) cost

metric [75]. The RMS target registration error (TRE) was computed using seven

target points distributed across the phantom, that were easily identifiable in both the

model and the volume (center of cylindrical protrusion on Lego blocks).

6.4 Results

To determine the shape distortion of the reconstructed volume we calculate the

dimensional distortion (DD, or discrepancy in length of the reconstructed object)

along all dimensions and the angular distortion (AD or discrepancy in angles between

substructures) along each axis. For both DD and AD, the absolute value of the error is

used in analysis as both a negative or positive error would have similarly undesirable

effects on the usability of the resulting reconstruction. DD is reported as a percentage

error of the supposed length value and AD is reported as an angle difference from the

supposed angle (90°). In addition to error assessment along all axes independently,

a compounded percentage volumetric error was also computed. This error metric,

while less telling than the independent per axis one, enables easier comparison with

previous work, as it is usually reported in previous literature. Both DD and AD are

averaged over each axis, as this averaging enables smoothing noise that could have

arisen from the manual segmentation.

The image to probe calibration reprojection error for the Telemed system was

0.87 mm and for the BK system 1.26 mm. The temporal calibration yielded a 38 ms

latency for the Telemed and a 48 ms one for the BK.
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6.4.1 US Reconstruction Accuracy Results

After having performed the segmentation on all 80 volumes, an outlier detection

procedure was performed. This consisted in looking at all metrics on a per setup

basis (combination of tracker and probe) and flagging any individual segmentation

where some values were more than two standard deviations away from the mean.

This could indicate a potential mistake in the segmentation of one or more of the

wires. The flagged segmentations were rechecked and corrected when needed. This

enabled us to minimize the amount of manual errors arising from segmentation.

Table 3 shows the dimensional distortion results for all combinations of hardware.

Table 4 shows the angular distortion results for all combination of hardware. Results

in both tables show the mean value for each setup plus/minus the standard deviation.

Figure 36 presents box plots shown per axis and per tracker.

Figure 36: Boxplots of dimensional distortions compared per tracker (on the left) and
angular distortions compared per tracker (on the right). Relationships marked with a star
(?) are those where the difference between group means are statistically significant to within
p < 0.05.

We found that the probe used had little impact on the overall accuracy of

the reconstruction. A two-way ANOVA revealed that the BK and Telemed

reconstructions were not statistically significantly different from one another on
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Table 3: Mean dimensional distortion per axis for each combination of hardware. DD
values are expressed as percentages of the expected dimensions. Numbers are reported
with the corresponding standard deviations for each group. Volume values are expressed as
percentages of the expected volume. Devices are ordered in decreasing order of cost.

Probe Tracker Dimensional distortion (%) Volume (%)

x-axis y-axis z-axis

BK Atracsys 1.37 ± 0.96 0.59 ± 0.33 1.77 ± 1.29 2.54 ± 2.16

Optitrack 1.40 ± 1.05 0.66 ± 0.38 2.13 ± 2.16 3.30 ± 2.77

RS 2.79 ± 2.32 0.82 ± 0.43 12.28 ± 6.53 12.75 ± 9.27

ArUco 5.06 ± 4.80 1.90 ± 2.16 19.02 ± 10.63 20.73 ± 14.94

Telemed Atracsys 0.78 ± 0.37 0.41 ± 0.39 1.28 ± 0.85 1.14 ± 0.89

Optitrack 1.08 ± 1.09 0.47 ± 0.28 2.70 ± 1.80 3.44 ± 2.71

RS 1.85 ± 1.22 1.36 ± 0.86 21.65 ± 13.72 22.53 ± 13.23

ArUco 2.64 ± 1.96 1.50 ± 1.20 13.74 ± 13.87 13.83 ± 14.66

Table 4: Mean angular distortion per axis for each combination of hardware. AD values
are expressed in degrees. Numbers are reported with the corresponding standard deviations
for each group. Devices are ordered in decreasing order of cost.

Probe Tracker Angular distortion (°)

x-axis (pitch) y-axis (yaw) z-axis (roll)

BK Atracsys 2.79 ± 0.95 3.31 ± 0.56 1.36 ± 0.57

Optitrack 3.24 ± 1.16 3.36 ± 0.96 1.31 ± 0.48

RS 5.24 ± 1.38 7.75 ± 2.44 2.29 ± 0.94

ArUco 5.03 ± 2.12 9.65 ± 1.37 2.16 ± 0.65

Telemed Atracsys 3.12 ± 1.17 4.82 ± 0.70 1.19 ± 0.35

Optitrack 2.30 ± 1.31 5.00 ± 1.12 1.36 ± 0.44

RS 5.00 ± 2.98 6.30 ± 2.38 2.13 ± 0.90

ArUco 4.26 ± 1.87 6.53 ± 2.18 2.16 ± 1.09

neither dimensional nor angular error on almost any axis. They were only different in

the x dimension, where the BK was worse than the Telemed (p = 0.0275), for all other

metrics they were not statistically different. For that reason, data for both probes

was bundled in Figure 36. Reconstructions done with the Atracsys and Optitrack

trackers were also not significantly different from one another on any metric and any

dimension. All differences that were statistically different from the null hypothesis

are:

121



• Aruco was statistically different (worse) from Optitrack and Atracsys dimen-

sionally in all x and y and z (respectively in x, y and z for Atracsys: p < 0.001,

p < 0.001, p < 1e−5; and for Optitrack: p < 0.0023, p < 0.0020, p < 4e−6).

• RealSense was statistically different (worse) from Optitrack and Atracsys

dimensionally in z (p < 1e−6 for both).

• Aruco was statistically different (worse) from Optitrack and Atracsys angularly

in all x and y and z (respectively in x, y and z for Atracsys: p < 0.017, p < 5e−8,

p < 0.001; and for Optitrack: p < 0.006, p < 1e−7, p < 0.002).

• RealSense was statistically different (worse) from Optitrack and Atracsys

angularly in all x and y and z (respectively in x, y and z for Atracsys: p < 0.001,

p < 4e−5, p < 5e−4; and for Optitrack: p < 3e−4, p < 8e−5, p < 0.001).

6.4.2 Qualitative Results

When visually inspecting the 3D ultrasound reconstructions, a number of things can

be seen. First, the Telemed and BK are clearly different in terms of image quality.

The wires appear more fuzzy in the images acquired with the Telemed. Second,

there was a noticeable visual difference in reconstruction quality between volumes

obtained with either the Atracsys or Optitrack and those obtained with ArUco or

RealSense. In those from the ArUco alone or RealSense the wires are much less clearly

defined (those of the ArUco alone being slightly worse). This lower visual quality of

the reconstruction translated very strongly to greater difficulty when doing manual

segmentation. The ArUco and RealSense acquired volumes were much noisier and

jagged, which made the segmentation process more error prone. Picking the center of

those wires was harder on those reconstructions than those obtained with the other

two systems.

122



Figures 38 and 37 show sample reconstruction results.

Figure 37: Side-by-side comparison of typical reconstruction results obtained with each US
acquisition systems. Both acquisitions depicted were acquired with the Atracsys tracking
system. Left: BK imaging system; Right: Telemed imaging system.

6.4.3 Preoperative Volume Registration Results

For the second set of acquisitions done on the Lego phantom, the RMS TRE after

registration obtained are those reported in Table 5. As we can see, the results from

this second experiment are in good agreement with those from the first one. Both

optical trackers performed well, although in this case the low-cost probe produced

less accurate registrations than that from the high-end one.

Table 5: TRE after registration for each combination of hardware.

Probe Tracker TRE (mm)

x-axis y-axis z-axis RMS

BK FusionTrack 500 1.93 1.11 0.75 2.35

V120:Duo 0.80 0.43 0.95 1.31

ArUco + depth 1.15 1.85 1.90 2.89

ArUco 1.81 5.64 15.81 16.88

Telemed FusionTrack 500 1.53 1.01 1.74 2.53

V120:Duo 2.10 2.91 3.83 5.25

ArUco + depth 2.13 3.29 5.57 6.82

ArUco 1.89 1.73 6.46 6.95
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Figure 38: Side-by-side comparison of typical reconstruction results obtained with all four
tracking methods. All reconstructions are from the same acquisition, done with the BK
imaging system. Top left: Aruco tracking; Top right: RealSense tracking; Bottom left:
Optitrack tracking; Bottom right: Atracsys tracking.

6.5 Discussion

The fact that reconstructions made with the BK and the Telemed probe were visually

different is not unexpected, the resolution of the BK probe is significantly higher,

728 × 892 and 12 MHz compared to 512 × 512 and 4MHz for the Telemed. What

is perhaps more surprising is that this apparent difference did not translate into

a measurable difference in reconstruction volume quality, meaning that the wires

appeared more diffuse but their position corresponded. This finding indicates that

there might not be a need for spending more on a higher-end US system for this
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application, although training to understand the image based on quality is important.

Furthermore, this finding confirms the results from Gueziri et al.who found no effect

of probe frequency on final registration accuracy. Even though images are less sharp

with the cheaper probe, the reconstructed volume is still accurate, which leads us to

believe it would perform just as well for intraoperative registration correction or for

visualizing tool (e.g., catheter, ventricular drain or needle trajectories), for instance.

The fact that lower-cost hardware (both low-cost probe and mid-range optical

tracker) works as well as more expensive hardware hints that error arising from other

sources are higher than that of the measurements for all devices, even the cheaper

ones. Those other sources are for instance: calibration, reconstruction, unevenness in

the sweep acquisition movement, etc.

Something else to consider when comparing US systems is the latency in image

transfer. In our experiment and in general in 3D freehand US reconstruction, the

time difference between image timestamps and tracking timestamps is assumed to

be fixed. The temporal calibration done prior to acquisition enables computing this

time difference, which can then be compensated for in software upon data streams

arrival. However, it was observed that the BK latency in image transfer was not

fixed but rather fluctuated over time. For this reason, the BK was perhaps at a bit

of a disadvantage. In our particular setup this fluctuation could have arisen from

many sources: US system software, network card drivers, operating system or other

receiving software. Although, this point conveys information of general use in 3D

freehand US reconstruction, not only about this specific setup. Latency should be

considered with great care in this application and efforts should be made to ensure

that the latency is not only as low as possible, but also, and very importantly, that

it remains as constant as possible throughout an acquisition.

The difficulty described in the previous section in doing the manual segmentation

125



on the cheapest tracking hardware has consequences beyond just the segmentation

process itself. Not only is the process more time consuming for these acquisitions

as the viewer takes longer to understand the US images but more importantly this

leads to less accurate segmentation. The jaggedness of the reconstructed edges might

further impact a registration algorithm as the noise introduces artificial gradients

in directions where none should be observed thus gradient-based methods might not

work effectively. This will be explored in future work. This less accurate segmentation

might be what causes both ArUco and RealSense to be indistinguishable statistically.

Values are quite different for the z-axis, but the standard deviation on both samples

is also large. There is a possibility that a genuine statistical difference between the

two might be obfuscated by this segmentation difficulty due to low quality of the

reconstructed volumes.

All systems performed significantly worse in z than they did in the other two

directions. This was expected, as all tracking methods tested, be it the commercial

optical trackers or the experimental sensor-fusion method, are vision-based, meaning

that they measure distances in images. They are therefore always going to be more

accurate in the image plane than in the direction perpendicular to it. Although, and

while all systems suffered from this, the marker-based (ArUco and RealSense) were

much more affected.

The second experiment on the Lego phantom confirms the findings of our first

experiment. All conclusions regarding the quality of the reconstructions obtained

using different setups translate directly to the accuracy of the registration. All

tracking methods and hardware have more error in the view direction. Optical

trackers both performed well and better than the methods using image markers alone

or in combination with depth. In this case though, the reconstructions made with the

cheaper probe seemed to be less accurate. This could however be due to the manual
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target segmentation that was harder to do on the lower resolution and blurrier images

of the lower cost probe.

Finally, it is worth noting an important limitation in the design of our experiment.

Manual wire segmentation, as performed in the experiment, allowed us to compensate

for discontinuous data, especially when the quality of the reconstructed volume was

low. Although this approach allows for capturing of the overall dimensional and

angular distortions, local artifacts such as deformations and mis-reconstructions were

attenuated. The effect of these artifacts on the outcome of IGNS applications needs

further investigation.

6.6 Conclusion and Future Work

In this study, a phantom and protocol to measure 3D freehand US reconstruction

distortion was presented. The wire and Lego phantom is easy and cheap to build and

the protocol is easy to replicate. This allows for a more standardized comparison of

reconstruction methods and tracking methods in the future. The protocol was used

in a study to gain insight into the impact of different hardware components’ cost on

reconstruction accuracy. Four tracking systems were compared, whose cost were an

order of magnitude apart from one another, thus covering a very broad range of price

points. As well, two US imaging systems were compared that were roughly two orders

of magnitude apart in price. We found that the lower cost US imaging system did

not yield reconstructions that were measurably worse than the high-end system. As

well, for tracking it was found that the lower-end optical tracking system performed

statistically the same as the high-end optical tracker. However, the cheapest sensor

fusion tracking methods performed significantly worse. It should be noted that the

method by Zhou et al. [138] who used the depth camera directly to track the shape of

the marker in space, (but was not published at the time of our experiment running)
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should also be tested with the same protocol in future work. Seeing as it tracks

natively in 3D space, it may perform better than the sensor fusion method tested

here. In future work as well, a second series of experiments will be performed to

test more specifically how volume registration is impacted by the varying quality of

reconstructions obtained with different hardware components.
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CHAPTER 7

Conclusion and future work

Improving intuitiveness and interactivity of guidance information during surgery has

the potential to improve surgical workflows and in turn patient outcomes. By taking

advantage of affordable hardware devices and developing algorithms to address the

shortcomings of current systems in terms of accuracy, we can address the need

for accurate and affordable neurosurgical care. This thesis explores neurosurgical

guidance on both of these fronts, first the use of novel hardware and visualization

methods in the context of neurosurgery to both improve intuitiveness and ease of

use of current systems, as well as provide lower cost alternatives for deployment

in limited resource contexts. Lowering whole system cost can potentially have a

significant impact on global health as needs in certain regions are high and mostly

unmet at the moment.
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7.1 Summary of Findings

This thesis explored integration of new software methods and low-cost hardware to

neurosurgical guidance. In doing so, novel interaction methods were devised, a novel

system was built and tested and a novel experimental testing protocol was developed.

In addition to these contributions, a number of research questions were answered.

Table 7 summarizes all research questions explored in this thesis and their conclusions.

7.1.1 Augmented Reality in Neurosurgery: Cognitive Load

In Chapter 3, we explored the effect of augmented reality on performance for

neurosurgical task completion. Specifically, we showed that AR significantly reduces

the number of focus shifts made by the user while completing a task such as tumour

outlining prior to a craniotomy, i.e., removal of the bone flap to access the brain.

Reduction of focus shifts, in turn, reduces disruption to the user’s task which has

been shown to be detrimental to both cognitive and motor tasks. Additionally to

reduce attention splitting, which decreases cognitive load, we also found that AR

enabled the task to be completed more quickly. This can be a meaningful benefit in

the surgical context. Finally, AR presented in situ in particular was found to be even

more intuitive to use and overall preferred over AR presented outside the surgical

area.

Making assessments on the long term effects of using AR technology on either

the surgeon, surgical procedure, or patient outcomes requires further study and

there is still a relatively small amount of data available on the impact of AR in the

operating room. Further, the high variability between surgical procedures means that

proportionally more data is necessary to come to meaningful statistical conclusions

regarding impact of AR on patient outcomes. Although, what can already be
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Research question Finding

Can AR guidance provided in
situ streamline and simplify
surgical tasks?

Yes. All AR guidance, whether presented in or ex
situ, were found to make task completion shorter
and necessitate less attention shifting from the
user, which leaves them more focused on the task
at hand. In situ AR in particular was found to
be more intuitive and easier to use by users.

Can touchscreen gestures be
used for intraoperative manual
brain shift correction?

Yes. The developed method was found to allow
users to correct for most of the registration error
in a very short amount of time. Users also found
the method to be simple and intuitive, making it
a good candidate for intraoperative use, offering
minimal disruption to normal surgical workflow.

Can AR guidance presented in
situ enable users to perform a
surgical task more accurately?

Yes. Thanks to higher performances of our
proposed system relative to previous ones,
subjects were able to reach a target within the
brain more accurately with it than they were
with traditional guidance.

Can mobile devices be used
intraoperatively to perform
video-based hemodynamic
analysis?

Yes, they can. Video sequences captured on
a mobile device were found to be suitable for
hemodynamic analysis. Integration of such
feature to our system enables intraoperative
blood flow directionality guidance to be provided
in situ to operating surgeons.

Can novel low-cost methods
and hardware achieve high
enough accuracy for clinical
relevance in 3D freehand ultra-
sound reconstruction?

Yes, in some cases. The distortion of the
reconstructed volume was found to be too
high to be usable for intraoperative registration
correction when using the lowest-end hardware
and method. However, the low-end ultrasound
probe and mid-range optical tracking systems
were found to provide results on par with the
gold standard, hinting that system cost could
be lowered considerably without significantly
impacting accuracy.

Table 7: Summary of research questions tested in this dissertation along with obtained
experimental results.
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assessed is how AR navigation compares to traditional systems in terms of usability,

intuitiveness and integration in a typical workflow.

The significance of the work done in this chapter extends previous knowledge of

how AR could improve surgical practice specifically from an ergonomics and workflow

point of view.

7.1.2 Gesture-based Registration Correction

In Chapter 4, we explored how novel interaction paradigms, enabled by mobile

devices, could be used within the context of neuronavigation. A method to correct

patient-to-image registration intraoperatively was developed and tested. The method

uses the augmented window visualization coupled with gestures registered on a mobile

device to perform registration correction. The necessity to correct the registration

intraoperatively arises from a number of factors that lead to accuracy degradation

during IGNS, e.g., registration errors or brain shift. Brain shift causes the alignment

between the patient and the preoperative images that is done at surgical onset to

lose accuracy as the procedure progresses. Without an accurate registration between

patient and images, the whole navigation system loses its effectiveness and worse,

it can lead to errors, which in neurosurgery can often prove highly consequential.

The proposed method enables the user through pinch and pan gestures to realign

the virtual models to the patient. The process can be done by the neurosurgeon

themselves, without the need for a technician to be present. This is a substantial

advantage in the surgical context as it has the potential to streamline and shorten

procedures, factors that have been proven to impact surgical outcomes.

The method was tested in a laboratory setting to make a precise quantitative

assessment of its performance. It was found to be both efficient and work well for

medium to large shifts. Users were able to correct most of the error with it in those
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cases. On average, users were able to complete the correction procedure in less than

a minute. This indicates that the method, in addition to having potential by itself,

could also be combined with automated, perhaps non-rigid, methods to make them

more robust. It would allow the user to make an initial alignment correction very

quickly, that a second method could then refine. This would reduce the risk for the

automated method converging on the wrong solution due to a poor initialization,

which is a problem that many registration methods are sensitive to.

7.1.3 Augmented Reality in Neurosurgery: Accuracy

In Chapter 5, we explored how in situ tablet-based augmented reality guidance

could improve users’ accuracy in surgical task completion. A complete state-of-

the-art neuronavigation system, MARIN (for Mobile Augmented Reality Interactive

Neuronavigator), for AR surgical guidance was developed and tested. MARIN is used

to present an AR view of the surgical scene using the augmented window paradigm,

showing anatomical structures, segmented from preoperative scans, beneath the

surface of the brain. The developed system, even though similar in architecture,

improves upon previous state-of-the-art systems’ performance. The addition of a

video encoding and decoding step enabled a significant reduction in network loads in

the system, which allowed for smaller latency to be achieved between user movement

and augmentation view update. It was shown by Sielhorst et al. [113] that even

the smallest temporal discrepancies between the two sources of information, real and

virtual, have a strong impact on the system’s usability and the user’s performance

when using the system. This is most likely due to the fact that, as was also shown by

Holloway [49], a temporal discrepancy of even as little as a few tens of milliseconds

causes the perception of a spatial misregistration between the two image sources to

be greater than all other misregistration factors. Thanks to video compression, our
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system achieved a latency eight times lower than that reported for previous systems.

With this improved in situ AR guidance, we were able to compare accuracy of

users performing a precise insertion to a target in the brain using AR and using a

traditional guidance system. We found AR guidance to be significantly better for

this typical surgical task. Users were able to reach a target both more quickly and

with higher precision with AR than with traditional IGNS guidance. This finding,

along with that of Chapter 3 make a strong case for integrating in situ AR guidance

into surgical workflows, seeing how it has the potential to improve quality of care.

Furthermore, the system was brought into the OR for a few surgical cases and the

initial feedback from surgeons was very positive. They found it had potential to

help them navigate more easily and especially for more complex cases. They also

envisioned it helping with planning and allow them to more easily explain these plans

to residents in the room.

7.1.4 Intraoperative Augmented Reality Video-Based Hemo-

dynamic Analysis

We have also investigated if mobile devices are suitable for intraoperative video-

based hemodynamic guidance. An existing video hemodynamic analysis software was

integrated into MARIN and a proof-of-concept processing pipeline was constructed

and tested. The prototype enables a user to record a video sequence, select a region

of interest for analysis directly onto the AR view, on the mobile device, and display

the resulting hemodynamic information in the AR view. The system was found

to be suitable: videos captured were of sufficient resolution and frame rate for the

analysis to work and the system is simple and can easily be integrated to the surgical

workflow. Akin to the work presented in Chapter 4, this method gives control back to
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the practicing surgeon and alleviates the need for external intervention, which again

has the potential to streamline procedures and therefore improve outcomes.

7.1.5 Low-cost Tracking for 3D Freehand Ultrasound Recon-

struction

In Chapter 6, we assessed the feasibility of using low-cost tracking hardware for 3D

freehand US reconstruction, a method used to correct for brain shift intraoperatively.

In order to answer that question, a phantom and protocol were devised to standardize

measurements and assess accuracy of the obtained reconstruction independently in

all three dimensions of space. The phantom is easy to build and the protocol

easy to replicate. This protocol will thus enable other teams developing either new

reconstruction methods or new tracking methods to test it in a comparable and robust

setup.

It was found that optical trackers, even those that retailed at a five fold difference

in price, performed similarly for this application. The same was true for both US

imaging systems tested, which are retailed at a 35 fold difference in price. These

findings hint that a complete hardware setup for brain shift correction can be built at a

fraction of the cost of the that of the gold standard with little impact on performance.

Although, it was found that the cheapest tracking methods and hardware, i.e.,

the image-based method and the sensor fusion method, performed rather poorly

and would not be usable for this application. We do not believe this means that

cheap tracking cannot be used in the surgical domain, but rather that new set-ups or

algorithms that account for lower quality data need to be developed.
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7.2 Future Research Directions

Many open questions remain with AR IGNS systems. The next sections details some

of the most important avenues that would warrant being explored in future work.

7.2.1 Visualization

The first category of open problems is related to perception of displayed information

and visualization. Relevant questions still to investigate are for example: what is the

best means by which the augmented image should be displayed, and when and how

should the augmentation be done. Comparative studies investigating this should be

done. Further, it is well known that AR can have some risks of overwhelming the

visual system of the user and distracting them from real-world if too much information

is presented [53]. There is also the risk of clouding the view, or hiding a real object

with a virtual one and thus even harming the surgeon’s ability to perform a task [60].

There is also the question of appropriately presenting the depth of virtual objects

to the user, which as underlined by Kersten-Oertel et al. [61], is of crucial importance,

especially for vascular procedures. Additional studies investigating these points are

still lacking. Finally, a question that is closely related to perception as well is that

of evaluating the effect of the learning curve associated with getting acquainted with

AR visualizations. Studies that have been done so far, and including those presented

in this thesis, present two systems to subjects and measure their performance with

both. Although, in all studies involving experienced neurosurgeons, the AR system

comes at a disadvantage in the comparison. Indeed, even though the traditional

guidance is perhaps less intuitive to grasp and visualize than AR can potentially

be, senior practitioners have had a lot more experience with it than they have the

AR counterpart. This can potentially bias results. Studies focusing specifically
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on assessing how usage performance can increase with more practice are thus an

interesting avenue of future work.

7.2.2 Uncertainty

Another limitation of current systems is the lack of any uncertainty estimate of the

guidance information. Current state-of-the-art AR (and non-AR) systems display

the virtual structures (pointer, anatomy, etc.) overlaid on the real view (or on

the images in the case of traditional navigation) at the position where they are

believed to be, but without specifying any error margins. This is problematic because

many potential sources of error affect the accuracy of the guidance or overlay. The

augmented structures are thus never exactly where they are expected to be, although

this error can vary significantly. Knowledge of the uncertainty estimate could, in

many situations, completely change the surgeon’s usage of the system. At the

moment, surgeons do not know what kind of degradation the guidance accuracy

has suffered. They thus often stop using the system altogether at later stages of

surgery to avoid relying on erroneous guidance, even though it may sometimes be

still accurate. Conversely, they may sometimes use the system not knowing that the

accuracy has degraded too much to be relied on. This later case poses an important

risk on patient safety. Finding ways to appreciate in real time the uncertainty of

the displayed information and communicating it effectively to the operating surgeon

requires further exploration.

7.2.3 System Validation

AR technologies are still early in their development and long term evaluations of

patient outcomes associated with their use compared to traditional navigation systems

are needed. Thorough clinical validation is currently lacking and will be an important
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research question to focus on going forward if we want these new tools to enter routine

clinical practice.

Furthermore, questions remain, not only in clinical validation, but in technical

validation as well. New metrics to assess system accuracy, performance and robustness

need to be developed. As we can see in the table shown in Figure 10, error assessment

varies a lot from one research prototype to the other. Therefore, building reproducible

and accurate validation procedures to enable comparison of systems is necessary to

better understand which methods are worth exploring further. This factor is not

intrinsic to the systems themselves, but rather to their design and test phases. In

addition to being hard to compare, most of the currently used error estimates are not

truly representative of the real accuracy of developed systems. In-plane measurements

do not necessarily give a meaningful 3D error estimate, since the same in-plane

distance can have significantly different corresponding 3D distances depending on

the distance between the camera and the scene. Additionally, in-plane measurements

only assess discrepancy in that plane, but give no information about error in depth.

They thus tend to underestimate the effective level of error associated with a system,

which may lead to overconfidence in performance evaluation.

7.2.4 Mobile AR

This thesis explored some of the benefits that mobile device AR guidance could bring

to neurosurgical interventions, but other potential benefits of mobile devices have not

been explored. Positioning sensors, like the accelerometer and gyroscopes, that these

devices are equipped with could perhaps be used in sensor-fusion methods to either

refine existing tracking methods or even create new ones alleviating the need for an

external device altogether. Recently, more and more mobile devices are equipped

with depth sensors which could also be used, either for standalone tracking or in
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combination with other sources of information. The results of Chapter 6 seem to

indicate that methods relying on those sensors still require improvements to meet

the requirements of neurosurgery. Although, depth sensors only recently reached

affordability and a sufficiently high resolution to envision using them in surgery,

development of these methods is thus still in its infancy. We believe that even though

our results were rather disappointing, there is much potential for improvement.

7.3 Outlook

In this dissertation we have shown that novel low-cost devices, in particular mobile

devices, have the potential to positively impact neurosurgical guidance systems

through more intuitive and simpler visualization and interaction. As well, we have

shown that costs can be drastically cut in certain places when choosing system

hardware with very little impact on system accuracy. This thesis thus paves the

way to building a complete low-cost neuronavigation system. Such a system would

have a high impact on global health as it would democratize access to higher quality

neurosurgical care for millions of patients.
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A.1 Focus Shift Study Questionnaire
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1.

2.

Mark only one oval.

M

F

Other

Prefer not to say

3.

4.

5.

Mark only one oval.

Yes

No

Navigation Systems Testing
*Required

Age *

Sex *

Occupation/Field of Study *

Field of work or study *

Do you know the basic functionality of an IGS system? *



6.

Mark only one oval.

Yes

No

7.

Mark only one oval.

Very little

1 2 3 4 5

A lot

Image-Guided Surgery Navigation
System

This is the system with the scan presented on the 
computer screen.

Mental Demand
How much mental and perceptual activity was required (e.g. thinking, deciding, calculating, remembering, looking, 
searching, etc)? Was the task easy or demanding, simple or complex, exacting or forgiving?

8.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Physical Demand
How much physical activity was required (e.g. pushing, pulling, turning, controlling, activating, etc)? Was the task 
easy or demanding, slow or brisk, slack or strenuous, restful or laborious?

Have you every used/played around with an IGS system before? *

How would you describe your prior experience with regards to usage of IGS
navigation systems? *

*



9.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Temporal Demand
How much time pressure did you feel due to the rate of pace at which the tasks or task elements occurred? Was the 
pace slow and leisurely or rapid and frantic?

10.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Performance
How successful do you think you were in accomplishing the goals of the task set by the experimenter (or yourself)? 
How satisfied were you with your performance in accomplishing these goals?

11.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Effort
How hard did you have to work (mentally and physically) to accomplish your level of performance?

*

*

*



12.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Frustration
How insecure, discouraged, irritated, stressed and annoyed versus secure, gratified, content, relaxed and 
complacent did you feel during the task?

13.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Desktop Augmented
Reality System

This is the system with the augmented live video feed presented on 
the computer screen.

Mental Demand
How much mental and perceptual activity was required (e.g. thinking, deciding, calculating, remembering, looking, 
searching, etc)? Was the task easy or demanding, simple or complex, exacting or forgiving?

14.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

*

*

*



Physical Demand
How much physical activity was required (e.g. pushing, pulling, turning, controlling, activating, etc)? Was the task 
easy or demanding, slow or brisk, slack or strenuous, restful or laborious?

15.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Temporal Demand
How much time pressure did you feel due to the rate of pace at which the tasks or task elements occurred? Was the 
pace slow and leisurely or rapid and frantic?

16.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Performance
How successful do you think you were in accomplishing the goals of the task set by the experimenter (or yourself)? 
How satisfied were you with your performance in accomplishing these goals?

17.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

*

*

*



Effort
How hard did you have to work (mentally and physically) to accomplish your level of performance?

18.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Frustration
How insecure, discouraged, irritated, stressed and annoyed versus secure, gratified, content, relaxed and 
complacent did you feel during the task?

19.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Mobile Augmented Reality
System

This is the system with the augmented live video feed presented 
on the phone.

Mental Demand
How much mental and perceptual activity was required (e.g. thinking, deciding, calculating, remembering, looking, 
searching, etc)? Was the task easy or demanding, simple or complex, exacting or forgiving?

*

*



20.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Physical Demand
How much physical activity was required (e.g. pushing, pulling, turning, controlling, activating, etc)? Was the task 
easy or demanding, slow or brisk, slack or strenuous, restful or laborious?

21.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Temporal Demand
How much time pressure did you feel due to the rate of pace at which the tasks or task elements occurred? Was the 
pace slow and leisurely or rapid and frantic?

22.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Performance
How successful do you think you were in accomplishing the goals of the task set by the experimenter (or yourself)? 
How satisfied were you with your performance in accomplishing these goals?

*

*

*



23.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Effort
How hard did you have to work (mentally and physically) to accomplish your level of performance?

24.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Frustration
How insecure, discouraged, irritated, stressed and annoyed versus secure, gratified, content, relaxed and 
complacent did you feel during the task?

25.

Mark only one oval.

Very Low

1 2 3 4 5 6 7 8 9 10

Very High

Impressions

*

*

*



26.

Mark only one oval.

Yes

No

Maybe

27.

Mark only one oval.

Yes

No

Maybe

28.

Mark only one oval.

Yes

No

Maybe

29.

Mark only one oval.

Image-Guided Surgery Navigation System

Desktop Augmented Reality System

Mobile Augmented Reality System

No preference

Did you use the pointer for Mobile AR?

Did you use the pointer for Desktop AR?

Did you use the pointer for traditional IGNS?

Which of the systems did you find the most intuitive? to use? *



30.

Mark only one oval.

Image-Guided Surgery Navigation System

Desktop Augmented Reality System

Mobile Augmented Reality System

No preference

31.

Mark only one oval.

Image-Guided Surgery Navigation System

Desktop Augmented Reality System

Mobile Augmented Reality System

Can't say

32.

Mark only one oval.

Image-Guided Surgery Navigation System

Desktop Augmented Reality System

Mobile Augmented Reality System

Not sure.

Which of the systems did you feel most comfortable using? *

Which of the systems did you feel you were being the most accurate with? *

Which system do you think took you the longest amount of time to draw the
contour of the tumour? *



33.

Mark only one oval.

Image-Guided Surgery Navigation System

Desktop Augmented Reality System

Mobile Augmented Reality System

No preference

34.

This content is neither created nor endorsed by Google.

Overall which of the systems did you prefer? *

Do you have any additional comments or feedback?

 Forms



A.2 Manual Registration Correction Assessment
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1.

2.

3.

Mark only one oval.

Other:

M

F

Other

Prefer not to say

4.

5.

Mark only one oval.

Yes

No

Somewhat

AR manual reregistration
*Required

SubjectID *

Age *

Sex *

Occupation / Field of Study *

Were you familiar with Image-guidance navigation systems before this study?



6.

Mark only one oval.

Yes

No

Somewhat

7.

Mark only one oval.

Yes

No

Somewhat

8.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

9.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

Usability

Were you familiar with the concept of augmented reality before this study?

Were you familiar with the concept of patient-to-image registration before this study? *

I think that I would like to use this app frequently.

I found this app unnecessarily complex.



10.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

11.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

12.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

13.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

I thought this app was easy to use.

I think that I would need assistance to be able to use this app.

I found the various functions in this app were well integrated.

I thought there was too much inconsistency in this app.



14.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

15.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

16.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

17.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

I would imagine that most people would learn to use this app very quickly.

I found this app very cumbersome/awkward to use.

I felt very confident using this app.

I needed to learn a lot of things before I could get going with this app.



18.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

19.

Mark only one oval.

Strongly disagree

1 2 3 4 5

Strongly agree

20.

21.

Final comments

I feel like I was able to accurately reregister images.

I could easily understand the anatomy.

Were some features hard to use? If so, how could they have been improved?

Did you feel some problems in the app impacted your accuracy? If so, how could it have
been improved?



A.3 Marin Usability Assessment Study Question-
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nauigaoion mxmoemmÏ Ó

Hov vopld xop demcribe xopr prior ewperience vioh regardm oo pmage of apgmenoed
realioxÏ Ó

Hov vopld xop demcribe xopr prior ewperience vioh regardm oo reading mcanm or
looking ao �D anaoomical daoaÏ Ó
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QSHIP.

Me_oal Dema_d
HS[ QYGL QIRXEP ERH TIVGITXYEP EGXMZMX] [EW VIUYMVIH (I.K. XLMROMRK, HIGMHMRK, GEPGYPEXMRK, VIQIQFIVMRK, PSSOMRK, 
WIEVGLMRK, IXG)? ;EW XLI XEWO IEW] SV HIQERHMRK, WMQTPI SV GSQTPI\, I\EGXMRK SV JSVKMZMRK?

10.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Phxmical Dema_d
HS[ QYGL TL]WMGEP EGXMZMX] [EW VIUYMVIH (I.K. TYWLMRK, TYPPMRK, XYVRMRK, GSRXVSPPMRK, EGXMZEXMRK, IXG)? ;EW XLI XEWO 
IEW] SV HIQERHMRK, WPS[ SV FVMWO, WPEGO SV WXVIRYSYW, VIWXJYP SV PEFSVMSYW?

11.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Temialal Dema_d
HS[ QYGL XMQI TVIWWYVI HMH ]SY JIIP HYI XS XLI VEXI SJ TEGI EX [LMGL XLI XEWOW SV XEWO IPIQIRXW SGGYVVIH? ;EW XLI 
TEGI WPS[ ERH PIMWYVIP] SV VETMH ERH JVERXMG?

Ó

Ó



12.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Pelfalma_ce
HS[ WYGGIWWJYP HS ]SY XLMRO ]SY [IVI MR EGGSQTPMWLMRK XLI KSEPW SJ XLI XEWO WIX F] XLI I\TIVMQIRXIV (SV ]SYVWIPJ)? 
HS[ WEXMWJMIH [IVI ]SY [MXL ]SYV TIVJSVQERGI MR EGGSQTPMWLMRK XLIWI KSEPW?

13.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Effalo
HS[ LEVH HMH ]SY LEZI XS [SVO (QIRXEPP] ERH TL]WMGEPP]) XS EGGSQTPMWL ]SYV PIZIP SJ TIVJSVQERGI?

14.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Flpmolaoia_
HS[ MRWIGYVI, HMWGSYVEKIH, MVVMXEXIH, WXVIWWIH ERH ERRS]IH ZIVWYW WIGYVI, KVEXMJMIH, GSRXIRX, VIPE\IH ERH 
GSQTPEGIRX HMH ]SY JIIP HYVMRK XLI XEWO?

Ó

Ó

Ó



15.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Mobile Apgmenoed Realiox
Sxmoem

8LMW MW XLI W]WXIQ [MXL XLI EYKQIRXIH PMZI ZMHIS JIIH TVIWIRXIH 
SR XLI TLSRI.

Me_oal Dema_d
HS[ QYGL QIRXEP ERH TIVGITXYEP EGXMZMX] [EW VIUYMVIH (I.K. XLMROMRK, HIGMHMRK, GEPGYPEXMRK, VIQIQFIVMRK, PSSOMRK, 
WIEVGLMRK, IXG)? ;EW XLI XEWO IEW] SV HIQERHMRK, WMQTPI SV GSQTPI\, I\EGXMRK SV JSVKMZMRK?

16.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Phxmical Dema_d
HS[ QYGL TL]WMGEP EGXMZMX] [EW VIUYMVIH (I.K. TYWLMRK, TYPPMRK, XYVRMRK, GSRXVSPPMRK, EGXMZEXMRK, IXG)? ;EW XLI XEWO 
IEW] SV HIQERHMRK, WPS[ SV FVMWO, WPEGO SV WXVIRYSYW, VIWXJYP SV PEFSVMSYW?

17.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Ó

Ó

Ó



Temialal Dema_d
HS[ QYGL XMQI TVIWWYVI HMH ]SY JIIP HYI XS XLI VEXI SJ TEGI EX [LMGL XLI XEWOW SV XEWO IPIQIRXW SGGYVVIH? ;EW XLI 
TEGI WPS[ ERH PIMWYVIP] SV VETMH ERH JVERXMG?

18.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Pelfalma_ce
HS[ WYGGIWWJYP HS ]SY XLMRO ]SY [IVI MR EGGSQTPMWLMRK XLI KSEPW SJ XLI XEWO WIX F] XLI I\TIVMQIRXIV (SV ]SYVWIPJ)? 
HS[ WEXMWJMIH [IVI ]SY [MXL ]SYV TIVJSVQERGI MR EGGSQTPMWLMRK XLIWI KSEPW?

19.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Effalo
HS[ LEVH HMH ]SY LEZI XS [SVO (QIRXEPP] ERH TL]WMGEPP]) XS EGGSQTPMWL ]SYV PIZIP SJ TIVJSVQERGI?

20.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Ó

Ó

Ó



Flpmolaoia_
HS[ MRWIGYVI, HMWGSYVEKIH, MVVMXEXIH, WXVIWWIH ERH ERRS]IH ZIVWYW WIGYVI, KVEXMJMIH, GSRXIRX, VIPE\IH ERH 
GSQTPEGIRX HMH ]SY JIIP HYVMRK XLI XEWO?

21.

MaVk Snl] Sne SZal.

:IV] LS[

1 2 3 4 5 6 7 8 9 10

:IV] HMKL

Impremmionm

22.

MaVk Snl] Sne SZal.

IQEKI-GYMHIH 7YVKIV] NEZMKEXMSR 7]WXIQ

MSFMPI AYKQIRXIH RIEPMX] 7]WXIQ

NS TVIJIVIRGI

23.

MaVk Snl] Sne SZal.

IQEKI-GYMHIH 7YVKIV] NEZMKEXMSR 7]WXIQ

MSFMPI AYKQIRXIH RIEPMX] 7]WXIQ

NS TVIJIVIRGI

Ó

Which of ohe mxmoemm did xop find ohe momo inopioiue oo pmeÏ Ó

Which of ohe mxmoemm did xop feel momo comforoable pmingÏ Ó



24.

MaVk Snl] Sne SZal.

IQEKI-GYMHIH 7YVKIV] NEZMKEXMSR 7]WXIQ

MSFMPI AYKQIRXIH RIEPMX] 7]WXIQ

CER'X WE]

25.

MaVk Snl] Sne SZal.

IQEKI-GYMHIH 7YVKIV] NEZMKEXMSR 7]WXIQ

MSFMPI AYKQIRXIH RIEPMX] 7]WXIQ

NSX WYVI.

26.

MaVk Snl] Sne SZal.

IQEKI-GYMHIH 7YVKIV] NEZMKEXMSR 7]WXIQ

MSFMPI AYKQIRXIH RIEPMX] 7]WXIQ

NS TVIJIVIRGI

27.

Which of ohe mxmoemm did xop feel xop vere being ohe momo accpraoe viohÏ Ó

Which mxmoem do xop ohink oook xop ohe longemo amopno of oime oo geo oo ohe
oargeoÏ Ó

Ouerall vhich of ohe mxmoemm did xop preferÏ Ó

Do xop haue anx addioional commenom or feedbackÏ
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