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Abstract

The Effectiveness of Monetary Policy in a Regime-Switching Environment
Bernard Babineau. Ph.D.

Concordia University, 1999

The role of money in guiding or predicting the business cycle is a recurring. if not
a cyclical. theme in economics. Different econometric approaches. ranging from narrative
to vector autoregressions. have been proposed to assess the validity of the money matters
proposition in the economy. It is argued here that most empirical work on the
effectiveness of monetary policy in explaining the business cycle is based on an incorrect
premise that the business cycle can be adequately represented by a linear time-series
model. This thesis demonstrates that the business cycle is inherently nonlinear and that
this nonlinearity can be captured by regime-switching models and. in particular. by
STAR models. STAR models applied to the logarithm of the U.S. real GNP have.
however. not produced very satistactory results. One reason advanced for this lack of
success is that the growth rate of GNP does not possess enough variability. The position
taken here is that the disappointing results generated by STAR models of real GNP are
not due to insufficient variability but simply to the choice of the switching variable that
defines the states of nature. My contention is that interest rate instruments and. more
specifically. the federal funds rate describe the environment in which the economy
functions. This thesis demonstrates that a STAR model of real GNP. with the regimes
being determined by the quarterly ditference in the funds rate. outperforms linear

representations of real GNP by substantially reducing the standard error.
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Furthermore, this thesis examines whether the growth rate of money explains the
U.S. business cycle when the latter is modeled as a regime-switching process. [t is shown
that the growth rate of M1 and M2, which in the usual bivariate linear setting does not
Granger-cause output for the 1960-1993 sample period. would “cause’ output when the
business cycle is modeled as a STAR process. This “causality” result holds for the
difference stationary, trend stationary and Hodrick-Prescott representations of the
business cycle. In particular. the growth rate of M1 has greater eftects on the real
economy in the low growth regime. while the alternate regime features money neutrality.

Finally. this thesis examines whether the Markov regime-switching model of
Hamilton. based on an unobservable state of nature. outperforms STAR models based on
an observable state of nature when applied to the growth rate of U.S. real GNP. It is
shown that a STAR model of real GNP outperforms Hamilton's changing intercept model
for the 1960-1993 sample period and compares favorably with further retinements of the

Hamilton model.
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CHAPTER 1

Introduction

The role of money in guiding or predicting the business cycle is a recurring. if not
a cyclical, theme in economics. Keynesians viewed the Great Depression as proof of the
limitations and ineffectiveness of monetary policy in steering the economy out of a
recession and promoted fiscal policy as the focal point of control for the economy at the
expense of monetary policy. Moreover. the Keynesian revolution put aside preoccu-
pations with the business cycle for the simpler problem of determining output. interest
rates and prices at a point in time. The debate on the relevance of money in affecting the
real economy was reanimated in part by Friedman and Schwartz (1963) 4 Monetary
History of the United States and later by Lucas (1972.1973) which presented a model of
misperception or monetary surprise. More recently. Real Business Cycle proponents
have returned to models where money plays no role in explaining real variables (see. for
example. Kydland and Prescott 1982: Long and Plosser 1983: King R.G. et al. 1988a.
1988b).

An important obstacle for proponents of the *money marters’ view has been
Justifying empirically the importance of monetary aggregates in explaining the real
economy. Different econometric approaches have been proposed to assess the validity of
the ‘money matters' proposition in the real economy. Friedman’s et al. (1963) and more

recently Romer and Romer (1989) use a ‘narrative’ approach which consists of a case by



case study of each expansion and recession phase of the business cycle. Sims (1972)
adopts a Granger-causality approach to test whether lagged values of money explain
output in a system that includes lagged values of output. More recently, vector
autoregressions have been proposed to ascertain the importance of money in the real
economy (see. tor example. (Sims 198Ca. 1980b): Litterman and Weiss (1985): Stock and
Watson (1989): Friedman and Kuttner (1993); Leeper et al. (1996)). These various
empirical techniques have led to different conclusions on the relevance of money to the
real economy. and consequently have not settled the 'money matters’ issue.

[t is argued here that most empirical work on the effectiveness of monetary policy
in explaining the business cycle is based on an incorrect premise that the business cycle
can be adequately represented by a linear time-series model. While used extensively in
economics. linear time-series models have been shown to be deficient in dealing with
certain traits of some economic series. They are unable. for instance. to fully capture the
high volatility of certain financial variables (Bollerslev et al. (1992) provides a review of
ARCH models with regard to this issue) or the asymmetrical behavior of the business
cycle (Hamilton (1989); Beaudry and Koop (1993): Potter (1995)).

This thesis will attempt to demonstrate that the business cycle is inherently
nonlinear and that this nonlinearity can be captured by regime-switching models and, in
particular. by the smooth transition autoregressive (STAR) model. These models
stipulate that the process exhibits a different dynamic according to the prevailing state of
nature or regime. STAR models applied to the logarithm of the U.S. real GNP have.
however, not produced very satisfactory results. One reason advanced by Terasvirta and

Anderson (1992) for this lack of success is that the growth rate of GNP does not possess
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enough variability. The position taken in this thesis is that the disappointing results
generated by STAR models of GNP are not due to insufficient variability but simply to
the choice of the switching variable that defines the states of nature.

My contention is that interest rate instruments and. more specifically, the
quarterly difference in the federal funds rate determine or describe the environment in
which the real economy functions. This thesis demonstrates that a STAR model of real
GNP. with the regimes or states of nature being determined by the quarterly difference in
the funds rate. outperforms linear representations of real GNP by substantially reducing
the standard error. This result holds for the difference stationary. the trend stationary and
the Hodrick-Prescott filtered series representation of the business cycle. It is further
shown that a linear time-series model of the growth rate of real GNP would be
unsuccessful in reproducing the sharp drops in economic growth associated with
recessions whereas the fitted values generated by the STAR models would more closely
resemble the actual data set for the 1960-93 sample period.

It has been argued by Friedman and Kuttner (1998) that every postwar U.S.
recession can he associated with a tightening of monetary policy except for the 1990-91
recession; Friedman et al. point out that most of the monetary and financial indicators
failed to anticipate this last recession. It is shown in this thesis that the transition function
associated with the quarterly difference in the funds rate would have predicted the 1990-
91 downturn in the U.S. economy.

Furthermore, it is shown that the growth rate of M1, which in the usual bivariate
linear setting does not Granger-cause output (i.e.. U.S. real GNP) for the 1960-1993

sample period, would ‘cause’ output when the business cycle is modeled as a regime-



switching process. This "causality’ result holds for the difference stationary, trend
stationary and Hodrick-Prescott filtered series representations of the business cycle. In
particular. the growth rate of M1 has greater etfects on the real economy in the low
growth regime, while the alternate regime features money neutrality. This last result may
provide an explanation for the apparent lack of correlation existing between the growth
rate of M1 and the business cycle for the 1960-1993 sample period since the growth rate
of money only affects the economy in the low growth regime.

Finally. the STAR model of real GNP, with the quarterly difference in the federal
funds rate provoking the switches between regimes, performs as well as the model of
Hamilton (1989). another regime-switching model based on an unobserved state of
nature.

The following is a general outline of this thesis. Chapter 2 presents a selected
overview of the interaction between monetary factors and the business cycle according to
different schools of thought. The characterization of the business cycle by a represen-
tative series such as real GNP is considered, as is the ability of monetary aggregates and
interest rate instruments to explain real GNP. Chapter 3 introduces the threshold and the
Hamilton regime-switching models. Differences between these models are discussed. as
are tests for their nonlinearity and methods for their estimation. The fourth chapter
discusses selected regime-switching models for real GNP and the unemployment rate.
Emphasis is also placed on the behavior of the quarterly difference in the funds rate in the
context of a dual preoccupation of the Federal Reserve. that of output and inflation.
Chapter 5 looks at Granger-causality of the growth rate of money (i.e., M1 and M2) with

respect to real GNP when the business cycle is represented as a regime-switching



process. The final chapter compares the STAR and the Hamilton models for the growth

rate of real GNP.



CHAPTER 2

The Business Cycle and Monetary Policy

A number of stylized facts have been advanced regarding the interaction between
the business cycle and certain economic series (Lucas (1977); Brunner and Meltzer
(1993)). Of a particular interest to this thesis is a stylized fact regarding monetary
aggregates. short-term interest rates and the real economy. namely that these variables are
procyclical. The fact that monetary aggregates and short-term interest rates are
procyclical does not imply a causality relation moving from these variables to the real
economy: it is possible instead that money. interest rates and the economy are all driven
by outside factors such as technological shocks or oil shocks. In addition. feedback from
one variable to another could account for the observed co-movement between money and
GNP.

One way to assess the importance of money on the economy is to construct an
artificial economy and then test whether money plays any role in this system. A number
of real business cycle (RBC) studies use a variant of this approach which excludes a
priori money from the structural model and reproduces a number of stylized facts
concerning the economy, thereby implying the irrelevance of money in explaining the
economy.

An alternative and less ambitious approach is to associate with the business cycle

a representative series such as GNP or the unemployment rate and then model this



process. This is the approach taken in this thesis. This reduced form approach should,
however, still be of interest to advocates of the structural approach since GNP or
unemployment are often an integral part of most systems of equations.

This chapter presents a brief and selected review of the relation between the
business cycle and monetary policy. More detailed surveys of this topic can be found in
Blanchard (1990). Zarnowitz (1992a.1992b) and Brunner and Meltzer (1993). At least
two centuries of preoccupation with the role of money in the economy has tostered
different schools of thought: from the Classical “money is a veil”" theorists to the more
recent Real Business Cycle proponents. The first part ot this chapter deals with the
representation of the business cycle in terms of real GNP, while the second part concerns
the interaction between output and monetary policy. as defined in the narrow sense by

monetary aggregates (i.e.. M1 and M2), or in the larger sense by interest rate instruments.

2.1 The Business Cycle

The term business cycle could be misleading if one has in mind a process that
moves in wave-like motion through time. since the length and severity of U.S. recessions
and expansions have varied greatly throughout history (see Zarnowitz (1992a)). In the
1930's two pioneering works from Slutsky (1937) and Frisch (1933) were published
which encompass the main principles of today's time-series approach to the modeling of
economic series. and in particular the business cycle. Slutsky’s contribution was to show
that a moving average or impulse component could generate a cyclical process. Frisch
attempted to reproduce the business cycle from a structural model using a propagation

mechanism. Using a combination of differential and difference equations, Frisch showed



that the solution would resemble cycles. Shocks or an impulse component can be added
to the system to give it more life but the cycle itself emanates from the structural model.
The multiplier accelerator model of Samuelson (1939) is a simpler model based on the
same idea that the cycle originates from a propagation mechanism. Business cycles have
consequently been explained or generated in terms of a propagation mechanism or an
impulse component.

Real GNP will represent for the purpose of this thesis our main indicator of the
business cycle. The representation of the business cycle in terms of real GNP has
historically been expressed as the natural logarithm of real GNP minus a time trend, such

as:
y® =In(GNP,) - (&, +&,t) (2.1)
where (&, + &,1) represents the trend component. The { y } or simply {y,} series is then

modeled as a linear time-series process' (i.e.. trend stationary approach: TS). For

instance. the series {y,} could be modeled as a AR(p) process. such as:

p
Y =, +Za|YI-| + &
1=l

where y, is defined by (2.1) and €, is a white noise process or the more general

ARMA(p.q) model:

p g
Y=y +ZGIYI—i +Z‘:i8(-i where &, =1.
i=l 1=0

r

' The {y.} series follows a linear process if it has the representation y, = Z\uist_i for all t, where

i=—o

{e}~WN(0.5"°) and Zl\y ,-l < 0 (see Brockwell and Davis 1996).

j==0



The estimation of AR(p) and ARMA(p.q) processes. and other aspects of linear
time-series models such as stationarity considerations, can be found in Box and Jenkins
(1976) and Hamilton (1994).

The view of the business cvcle as being represented by a series GNP minus its
trend has been questioned throughout the 1980°s, for example by Nelson and Plosser
(1982) and Campbell and Mankiw (1987). An alternative approach to achieve
stationarity is to take the first difference of the logarithm of real GNP which is
approximately the growth rate of the series:

y>> = AIn(GNP,) (2:2)

and then to consider { y>} as the business cycle (i.e.. difference stationary approach:

DS). The different specification for the business cycle (i.e.. TS or DS) will correspond to
different properties of the cycle:

“.... expansions are shorter and contractions longer in growth cycles than

in business cycles. Growth cycles are more nearly symmetrical and less

variable than business cycles with respect to both duration’s and

amplitudes of their phases. Growth cycle peaks tend to occur before the

corresponding business cycle peaks. while the troughs of the matching

growth cycles and business cycles tend to be roughly coincident.”

(Zarnowitz 1992b. p. 47).

This characterization by Zarnowitz of the two representations of the business
cycle. namely the TS and DS versions, is for the most part still valid for the U.S. real
GNP series for the sample period 1960-1993 (see chapter 4). Choosing TS over DS has
repercussions in terms of forecasting errors and the persistence of an exogenous shock on

the system. For instance. the effect of an innovation at time t on {y,} will eventually

disappear if the series follows a TS process whereas it would remain in the system if the



process is DS (Campbell and Perron (1991) present different issues in the unit roots
debate).
Finally, empirical studies using the RBC framework often rely on the Hodrick and

Prescott (HP) filter as a mean of decomposing the data. {y,}. into a growth. {g;}. and a
cyclical. {y™} . component. The series {g} is the solution to the following minimization

problem:

N N :
[\Eh{l (Z(yt - g, )l + A[z((glfl —gt)—(gl —~ 8 )):I ] (2.3)
Ee 1=l

One needs to assign a value to the parameter A in order to solve this optimization

problem: for example Kydland and Prescott (1982) set A = 1600. The Hodrick-Prescott

filtered series representation of the business cycle will therefore refer to the series {y!*}

where y/* =y —g,.

2.2 Money and Qutput

The importance or irrelevance of money in explaining the real economy is often
seen as a fundamental question in macroeconomics. yet the question remains largely
unresolved. Representing thoroughly the different schools of thought. or even the
nuances existing within each school is well beyond the scope of this thesis. The
following presentation should therefore be seen only as an overview of the various
viewpoints on the importance of money with respect to the real economy.

The classical view, which is often associated with Fisher. maintains that money
does not affect real variables; the goods market determines relative prices while the

money market determines the absolute price level (see Grandmont (1983)). The classical
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dichotomy between the real economy and the monetary sector was disputed by Patinkin
on the grounds that it did not take into account the real balance effect (Niehans (1978);
Gale (1982)). For Keynesians money can play a role in determining real output in the
short-run due to the rigidities in nominal wages but in the long-run money is neutral. The
business cycle or fluctuations in output levels are, however, mostly explained by an
equilibrium schedule in the goods market or the [S-curve. By assuming essentially a
horizontal LM-curve. fluctuation around the full employment level can be explained by
the multiplier-accelerator model.

Friedman and Schwartz (1963). A Monetary History of the United States. reassess
the role of money with respect to the Great Depression. The Keynesian position was that
monetary policy had been ineffective in getting the economy out of the depression. The
Friedman et al. interpretation of events suggests that the recession was prolonged
precisely by monetary policy and that this policy was consequently a potent tool in
managing the economy. According to Friedman et al. the Central bank’s decision to
increase the money supply aftfects the economy through its impact on relative prices;
changes in the money supply brought about by open-market operations modifies
individual and business portfolios. Friedman'’s contribution to the monetary debate is
evidently much more sweeping than simply re-interpreting the events of the Great
Depression. For instance. the natural rate hypothesis implies that in the long run the
monetary authorities are not able to exploit any trade-off between inflation and
unemployment on the grounds that economic agents “cannot be fooled all of the time’
(Friedman (1991). p. 72). Friedman’s advice to the monetary authorities is to target

monetary aggregates directly instead of interest rates. This is in order to focus on one

]



objective, price stability. According to Friedman. *Experience and not theory has
demonstrated that the first two strategies are not feasible, that monetary policy is not an
effective instrument for achieving directly either full employment or economic growth”
(Friedman (1986). p. 13). In opposition to this view. this thesis demonstrates that interest
rate instruments define the setting (high growth or low growth regime) in which the
economy tunctions and in this sense monetary policy is a crucial instrument in achieving
economic growth.

The emergence of Rational Expectations in the 1970°s. and more specifically the
Lucas (1972.1973) Island model. provided a new perspective on the role of money on the
economy. Money can affect the real economy in the short-run because of incomplete
information on the part of economic agents at the time ot decision. Agents must decide if
the observed change in the price of a commodity corresponds to a change in relative
prices or is simply the consequence of overall inflation in the economy. An unanticipated
change in the money supply can affect the real economy since a change in the absolute
price is misperceived as a change in relative price. The debate no longer concerns
whether M1. M2 or other monetary aggregates explain real GNP or industrial production.
rather it examines whether anticipated money does. Barro (1977.1978). Barro and Rush
(1980) found that only unanticipated money explained real GNP while Mishkin (1983)
and Cecchetti (1986) showed that anticipated money affects the economy.

The real business cycle (RBC) approach also builds upon the concepts of general
equilibrium and rational expectations. similar to the Lucas model, but where the latter
emphasizes monetary factors as a possible source of cyclical fluctuations, RBC

proponents stress technological shocks (see, for example, Kydland and Prescott (1982);



Long and Plosser (1983); King, R.G. et al. (1988a, 1988b)). The objective in most RBC
models is to maximize the lifetime (infinite) expected utility function subject to certain
constraints such as a production function that is prone to technological shocks. RBC
models have generally been successful in generating co-movements between economic
vanables which resemble the actual data.

A number of econometric approaches based on single equations and systems of
equations have been used in assessing the predictive power of monetary aggregates on
the economy. One single equation approach has been to test if money explained output
or the growth rate of output in a system that included lagged values of output (i.e..
Granger-causality test). Sims (1972) found that money Granger-causes output (nominal
GNP) whereas income does not Granger-cause money. An alternative approach to
assessing the predictability of monetary aggregates on the economy is the introduction of
VAR systems. VAR estimation has been extensively used in economics since Sims
(1980a) seminal paper on the money-output relationship. It has taken various forms such
as the Granger-causality test. impulse-response functions and variance decomposition.
Sims (1980a.1980b). using Vector Autoregression (VAR) systems applied to U.S.
quarterly and monthly data for the period 1949-1975, showed that money no longer
Granger-caused output once short-term interest rates were inserted into the system.

There have subsequently been numerous and often contradictory studies on the role of
money which have used the VAR approach. Christiano and Ljungqvist (1988) found
causation from money to output in log levels. A further conclusion was that the apparent
rejection of causality in the difference of the logs could be attributed to a lack of power in

the causality test. Friedman and Kuttner (1992a,1992b) focused on the predictive powers



of different interest rates in explaining the business cycle and concluded that money did
not cause output. The authors also stressed that even if money played a historical role in
explaining output, this relation appears to have disappeared completely in the last decade.
Stock and Watson (1989) modeled the growth rate of money with a time trend and found
that money did Granger-cause output in the last three decades. They maintained that
previous results using the money variable for the period betore the 1960’s may be prone
to measurement errors. In addition to the usual issues raised regarding VAR systems,
such as the importance of ordering the variables, the Choleski decomposition and the
choice ot horizon length. it should be pointed out that VAR estimation results are
irrelevant if the business cycle follows a regime-switching process.

A final point regards a paper by Fernandez (1997) which is related to the topic in
this thesis. Fernandez assumes that the business cycle can be modeled by a broken-
detrended process: it is assumed that the generating process possesses a different trend
component after a certain cutoff point. Using monthly industrial production. Fernandez
shows that detrended M1 growth would Granger-cause output for the 1959-1994 sample
period. This approach differs from the one used in this thesis in the sense that Fernandez

still relies on a linear relation to analyze the interaction between money and output.

2.3 Interest Rate Instruments and Output

The lack of consensus on the effectiveness of monetary policy on the real
economy may stem from an inappropriate representation of the monetary stance.
McCallum (1983) argues that interest rate instruments might be more reflective of the

monetary stance since the central bank could target the money stock through an interest
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rate instrument. [t is also possible according to Goodfriend (1993) that the Federal
Reserve directly targets interest rates rather than the money supply and hence movements
in the amount of deposits are mostly brought about by changes on the demand side and
not on reserve/deposit multiplier interaction.

The traditional monetary mechanism assumes that when the Central bank decides
to tighten monetary policy. it sells government securities (open market operations). This
results in a reduction by the Central Bank in the corresponding amount of reserves
assigned to the commercial banks. One difficulty with linking monetary policy to interest
rates is that the Fed controls directly only the discount rate which is the rate the Fed loans
reserves to banks and other depository institutions. However. the Fed is such an
important player that it can “influence’ the level of other interest rates in the economy.

“For example. if the public's demand for money and credit is substantial.

due. perhaps. to strong growth in the general economy. a restrictive

approach to the provision of reserves by the Fed tends to put immediate

upward pressure on the Federal funds rate. which is the short-term interest
charged for the use of reserves when they are sold (lent) and bought

(borrowed) in the so-called Federal funds market. The rise in the Federal

funds rate. in turn, causes other interest rates to rise. which acts to reduce

both the supply and demand for money and credit and hence their

growth.” (Broaddus 1988. p. 26).

In the analysis presented here. the federal funds rate and the interest rate
differential or the short-term spread will be used as the primary interest rate candidates
for the prediction of the real business cycle. The short-term spread or the paper-bill
spread as defined by Friedman et al. (1992a) and used throughout this thesis is the
difference between the 6-month commercial paper rate and the 180-day Treasury Bill

rate. Commercial paper is an unsecured promissory note with a short-term maturity

issued by large firms and finance companies. It is consequently an alternative to bank



loans for the finance of short-term projects. and has gained importance in the past two
decades. While in theory commercial paper is an unsecured note, in practice few firms
have defaulted. Most commercial paper is rated by the major rating companies such as
Moody's and Standard & Poor’s (Stigum 1990). The second component comprising the
short-term spread is determined by a Federal Reserve auction. It is clear that a spread
does exist between the two short-term interest rates. This observation can easily be
accounted for by the fact that commercial paper is not as secure as a Treasury Bill.
Moreover. gains from a Treasury Bill are not taxed and provide greater liquidity than
commercial paper.

The second major interest rate instrument used throughout this thesis is the federal
funds rate. which is essentially the rate at which banks loan each other tunds in order to
meet their reserve requirements. The funds rate has been. for the most part. since 1960°s.
a key instrument of monetary policy for the Federal Reserve (Cook and Hahn 1989). The
one exception is for the 1979-1982 period where the Fed focused on a money supply
target (see Stigum 1990).

There is little debate over the predictive power of the short-term spread and the
federal funds rate systems (see, for example. Friedman and Kuttner (1992a. 1992b);
Bernanke and Blinder (1992); Bernanke and Gertler (1995)). Rather the controversy
concerns the reasons why these interest rate instruments perform so well in predicting the
business cycle. The Friedman-Kuttner view is that movements in the short-term spread
reflect, in part, the risk of default on the commercial paper. However, the default on
commercial paper has historically been zero so this should not. according to Bernanke

(1990), be a major factor in lenders' decisions. Bernanke's view is that the short-term
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spread and the funds rate both reflect the monetary stance. In order for monetary policy
to affect the short-term spread., it is required that bank loans and commercial paper be
imperfect substitutes, both for banks and firms. as asserted in Kashyap. A. K. et al.
(1993). Friedman et al. (1992a) argue that if indeed the short-term spread reflects mostly
monetary policy then the Fed’s policy should also have repercussions on the Treasury
Bill rate thus leaving the difference between the Treasury Bill and the commercial paper
rate virtually unchanged.

The “credit channel™ view provides. according to Bernanke. an alternative
explanation of the predictability of the short-term spread on the economy. The traditional
monetary mechanism is quite straightforward and operates in textbook fashion. A
restrictive monetary policy leads to a reduction in bank deposits in order to satisty the
legal reserve requirement. This decrease in deposits implies a reduction in the money
supply which in turn results in an increase in interest rates. This increase in interest rates
will impact on the real economy. The credit channel view complements this traditional
monetary mechanism channel supposedly reinforcing the effects of monetary policy on
the economy. Bernanke and Blinder (1988. 1992) argue that “/umping’ bank loans into a
“bonds™ market and then discarding this market via Walras' law negates the importance of
bank loans for firms. The credit channe! assumes that monetary policy will not only
affect deposits. and hence the money supply. but also the supply of bank loans. The
credit channel view assumes that some borrowers are dependent on these bank loans.

The credit channel is contested in several ways. Suppose the reserve level is
reduced and therefore the volume of bank deposits. The supply of bank loans need not be

affected as a result since banks can use certificates of deposits, which do not fall under



the legal reserve requirement constraint. to offset the reduction in deposits (Romer et al.
1990). Itis argued by Kayshap et al. (1993) that if the supply of bank loans is not
affected by the tightening of monetary policy then the observed decline in loans must be
the result of a shift in demand. One would therefore expect that the factors affecting the
demand for bank loans would also influences the demand for commercial paper. What
will be observed according to Kayshap et al. is a reduction in the volume of commercial
paper issues. suggesting the existence of the credit channel. Since bank loans are just one
possible source of tinance for tirms, the link made between bank loans and the real
economy must be contrived. even if the supply of bank loans is affected by monetary
policy.

The difficulty with the interpretation given in Bernanke et al. (1992) of the
predictability of the short-term spread as a reflection of monetary policy. is that the
federal funds rate. which is more closely associated with Federal Reserve monetary
policy. does not outpertorm the short-term spread in single-equation estimation in terms
of providing a better fit. In this thesis it is argued that the Bernanke-Blinder credit view
is not undermined by the short-term spread in single-equation estimation. if we take into
account the nonlinear aspects of the business cycle.

The previous arguments for and against the existence of a credit channel are based
on the assumption that the legal reserve requirement lowered the level of deposits. It is
more likely according to Goodfriend (1995) that the drop of deposits is the consequence
of an increase in the interest rate. which by negatively affecting output eventually reduces
the amount of deposits.

“The Fed’s reserve provision policy has usually sought to neutralize the
effect of loan and deposit demand shocks on short-term interest rates by



adding or draining bank reserves in order to support the targeted Federal

funds rate. The result is that it is nearer to the truth to say that deposits are

demand determined from month to month at the level of short-term rates

targeted by the Fed than to say that are directly controlled by way of
reserve/deposit multiplier. Of course. from time to time the Fed
deliberately changes its Federal funds rate target in the pursuit of
macroeconomic stabilization policy. Even here. the Fed has been careful

not to exert excessively disruptive liquidity disturbances. Whenever the

Fed cuts non-borrowed reserves to support a higher Federal funds rate, it

allows banks to continue to support the initial deposit stock by borrowing

reserves at the discount window.” (Goodfriend (1995). p. 199 ).

A final issue. pointed out by Bernanke et al. (1997), is that the 1973-75. 1980-82
and the 1990-91 recession were all preceded by oil price shocks. This is in contrast with
most of the monetary indicators which failed to predict the 1990 recession. [t is argued
by Bernanke et al. that movement in the federal funds rate may be brought about by these
oil price shocks: the Fed intervenes in the market in order to stem out expected
inflationary pressures caused by the oil price shock. The oil shock incites the Fed to react
to the expected inflationary situation and it is the subsequent tightening of monetary
policy which induces the recession. The next chapters propose to re-analyze the
interaction between monetary factors such as the growth rate of money and interest rate

instruments and output in a regime-switching context instead of the customary linear

time-series framework.
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CHAPTER 3

Regime-Switching Models

A number of recent papers have concluded that the business cvcle is asvmmetrical
(see. for example. Hamilton (1989); Beaudry and Koop (1993): Potter (1993)). Linear
time-series models are not incompatible with asymmetry. with the exception that the
asymmetry must be provided by the impulse or the error component which rules out the
normality assumption. This thesis examines the threshold and the Hamilton regime-
switching models which share the principle that the generating process of a series is
function of some state of nature. Regime-switching models are consequently natural
candidates for incorporating asymmetry since the process behaves ditferently according
to the prevailing state of nature. For instance, the expansionary phase of the business
cycle could be generated or characterized by a different process than the recessionary
phase. The ditficulty resides in defining the states of nature or conditions “we are in the
expansion phase of the business cycle’ and “we are in the recession phase of the business
cycle’.

The first part of this chapter introduces regime-switching models. The second
part concerns the estimation of smooth transition autoregressive (STAR) models. The

third part deals with testing for nonlinearity. Part four discusses the Hamilton model.



3.1 Regime-Switching Models

The threshold. the STAR and the Hamilton models can all be written in the
following form:

r
Y= 2%, TB;Fi(S;:w) +g, fort=1..N 3.1)

=1
with ZF,(Sl:\u) =1: F(S;:w)20 Viand Vt.
1=}

Bi and y are respectively (px1) and (kx 1) vectors of parameters

r: the number of regimes

X¢: (px1) vector of "observed” variables

St: (qx1) vector of switching indicators

Fi: a function that indicates the state of nature or regime (i=1.....r).

.. bl .
g~ L.1.d. (0.67) noise component.

Given that all the above switching models can be written as (3.1), what will
distinguish these models is essentially the function F;. [n the pure threshold model, we
have a function F; that takes on two discrete values {0.1}. The simplest case is to assume
two regimes which enables us to express F» in terms of F; (i.e.. Fa= 1-F}). We would
then have the following model:

yo=%'B2 + x (Bi-B2)F 1(Suw) + & 3:2)

1ifS; € A(w)

with Fj(S;:y) ={ 0 otherwise

where A, () is a set that defines regime 1; for example, A, (y) could be an interval

with values of S, inside this interval indicating we are in regime 1. Extensions to more



than two regimes is also straightforward. Suppose, for instance. that there are three

regimes and let:

F,(S[:\u)={ 0 otherwise

L _JLifS e A (w)
F, (S[.W)—{ 0 otherwise

and

1 lfS[ € A3(W)
0 otherwise

F5(S;:y) = {
where A|, A and A; represent disjoint sets defining regimes | to 3 : for example S, is an
observable variable and A = (-w.al]. A;=(al.a2] and A; = (a3.») where al <a2 <a3.
Note that F; can be rewritten in terms of F, and F»:

F3(Si:yw)=1-Fi(St:y)-FS:w)

We have in a more general setting:

LIS e Aj(y)
Fi(s""’)"{ 0 otherwise

fori=1.....r, where A;(w) are disjoint sets which define the r possible states of nature.
We can obtain. conditional on the state of nature and other conditions. consistent
estimates of P; by ordinary least squares on each regime (Chan 1993). The challenge
with threshold models is that it is not possible to know if the condition S;e Aj(\y) is the
appropriate one. An extensive treatment of threshold models is found in Tong (1983.
1990).

An alternative approach to the previous threshold model is to use a continuous
function F; :';R—[0.1] called the transition function. These types of models are called

smooth transition autoregressive (STAR) models and have been mostly advocated by



Granger and Terasvirta (1993) and Terasvirta (1994,1995). In the threshold model. we
have r possible regimes whereas STAR models have been up to now expressed solely in
terms of two “extreme’ regimes (i.e., r = 2) with continuous fluctuations between these
two extreme or limit regimes. The STAR model still allows observation of the state of
nature while admitting an infinite number of intermediate regimes. Various functional

forms for the transition function F have been proposed such as the logistic function:

1
F(S,:y.c) = T+ exp(—y (S, —) (r>0) (3.3)

and the exponential function:

F(Se:7.¢) = I—exp(-y(S; -¢)?) (7)0) 3.4)

The first tunctional form (3.3) defines a regime to exist when the switching
variable is above a critical threshold value and another to exist when this variable is
below the cutoff point. The second transition function (3.4) implies that a limiting
regime is defined for values of the switching variable “close’ to the point ¢ and the
alternative regime when we move away from this point (either from above or below).

Finally. Hamilton (1989.1990) proposed a regime-switching model based on an
unobservable state of nature S;. The regime indicator F; in equation 3.1 is still a function
of S, except that the variable S, is no longer observable. Hamilton assumes that S,
follows a first-order Markov process which enables him to solve the maximization of the
joint likelihood function of the economic series and the unobserved states of nature.
Though the states are unobservable. we can nonetheless infer the probability of being in

one state by looking at previous observations.

[
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A simple example. given in relation to the business cycle, illustrates the difference
between the regime-switching models used throughout the text. Suppose the observed
value of last quarter’s growth rate of real GNP indicated “we are in a recession’. For
instance, if we observed a negative growth rate of real GNP in the previous quarter. a
pure threshold model could stipulate that we have the regime “recession’:

Vi = -‘(xTﬁz + &
A different linear time-series process would be used for the regime “expansion’:
= xerl + &

A smooth transition autoregressive (STAR) model would also define the states of
nature or regimes according to the value of the growth rate of real GNP at lag 1. but
would allow the economy to fluctuate continuously between these two “extreme’ regimes
(le.yr = x,rﬁl +gand y, = x(rBZ + g); linear combinations of the two regimes are used
with the weights being determined by a function of the growth rate of GNP,.,. For
instance. in the case of the logistic transition function (3.3). a high growth regime existed
when we encountered a positive growth rate of real GNP in the previous quarter and a
low growth regime existed otherwise.

Finally. the Hamilton model would also make use of a two regimes setup (i.e..
= xlTﬁl +gand y, = x,TBZ + g;) except that the state “we are in a recession’ is no longer
observable and the state “recession’ must therefore be inferred by looking at previous

observations of the growth rate of real GNP.



3.2 Estimation of STAR Models

A maximum likelihood approach can be used to estimate (3.1) since S, is
observable. The strategy is to concentrate out the likelihood function in order to reduce
the optimization problem to a more tractable one. This will permit a grid-search
approach to narrow the starting values of certain parameters.

Let:

z(w)" =[x Fi(Suy) ... x/'xF(Suw) ]
Where: zl(\y)T is a (1xrp) vector. x; a (px1) vector of explanatory variables. r is the
number of regimes and F; is the transition function. We assume that the error term. g,.
follows the same process regardless of the prevailing regime. We can express (3.1) in
matrix form:

y = Z(w)p + € (3.5)
(Nx1) (Nxmp)Xrpxl) (NxD)

where B=(B7...p7 )" and e isiid. N(0.c2I).

r

The loglikelihood function can be written as:

(y=Zw)B) T (y - Z(y)B)
20~

l?(B.cz.\u) =constant—£j—ln(oz)— (3.6)

We can., in theory. find the values of B.y and ¢ that maximize the loglikelihood
function (3.6). There are practical difficulties in the estimation procedure. The
likelihood surface can be characterized by flat segments and numerous local maxima
which make the starting values of the parameters critical. My approach is to abbreviate
or simplify the optimization procedure by focusing on the y parameters since they seem

to be the main culprits in the estimation difficulties. The optimization problem is



simplified by concentrating out the  and ¢~ parameters. The first order conditions with
respect to B and ¢* give the familiar result:

E(\p) = (Z(\;J)TZ(\V))_l Z(\u)T y (provided the inverse exists). 3.7

and

_ (= ZeBw) (v - Zw)Bw))
N

-~

¢ ()

(3.8)

The optimization procedure consist in maximizing the concentrated loglikelihood

function:

<

r* = —gln(c?’ (W) (3.9)
with respect to \. We can therefore estimate B and o° by inserting the solution of (3.9)
(i.e.. wmeg) into (3.7) and (3.8). The concentrated likelihood approach permits us to
substantially simplify our optimization problem by requiring that we limit our search via
a hill-climbing method over the (y)-space. An additional advantage is that it reduces the
parameter space sufficiently to permit a grid-search approach in the (y.c%)-space. The
starting values of \ may be crucial. in the hill-climbing method and in finding the global
maximum given the often erratic shape of the likelihood surface associated with regime-

switching models. We show in the appendix A that a STAR model could easily be

incorporated into a VAR framework.



3.3 Testing for Nonlinearity in STAR Models

One reason for testing for nonlinearity is to avoid the estimation problems
inherent to nonlinear models. A Lagrange multiplier (LM) approach would be preferred
since this constrained version is simply a linear time-series model. The problem is that
the LM approach is not directly applicable because some of the parameters are not
identitiable under the null of a linear model. For example. suppose we assume that our
series {y.} follows a logistic STAR model with two regimes:

Vi = XlTﬁz + xlrrd)F(Sl:\u) + g (3.10)
with ¢ =B, - B2 and y = {y.c}(see equation 3.2). Imposing the restriction ¢ = 0 reduces
our model to a linear time-series model but y is not identifiable under the null. Another
way of achieving linearity is to set y = 0 which implies that F(Si:y) = 0.5 in the case of
the logistic STAR model (3.3) and F(S;:y) = 0 for the exponential STAR model (3.4).
Unfortunately this leaves {¢.c} unidentifiable and consequently the inverse of the
information matrix does not exist. Luukkonnen et al. (1988) derived a Lagrange
multiplier test for STAR models based on the null Hy: y = 0. The test requires that we
approximate the transition function with a third order Taylor expansion evaluated at zero.

An extensive discussion of the nonlinearity test is found in Granger and Terasvirta

(1993).

3.4 The Hamilton Model

Hamilton (1989) proposed the following two regimes-switching model:

Ye=0o+ oS+ 2 3.11)



where z, follows an AR(p) process that includes the error term: i.e.,

2= 012 .t QpZip T &

and

(3.12)

t

S - {0 if regime 0
1 otherwise
represents the unobservable states of nature or regimes. This two regimes-switching
model can be expressed in the form of (3.1) by assuming:
F(Sew) = Si, B1 = (a0 + o1 1) . B2 = (ato.1) and x, = (1.2, - &).
The interesting and innovative feature of the Hamilton approach is that the data

generating mechanism is a function of the current but unobservable state of nature S,. It

is assume that S, follows a first-order Markov process. We define the following

Pao l_poo

] where py; is the probability of being
t-p, Pu

transition probability matrix, P =(

in regime | given we were already in this regime in the previous period (i.e.. P(S; = 1|Si.,
= 1)) and pyo is the probability of being in the other regime conditional on being in this
same regime in the previous period (i.e.. P(S; = 0|S;.; = 0)). In order to solve the
Hamilton model. we need to rewrite (3.11) in terms of lagged values of v, and lagged
values of the states of nature S,. In the initial form (3.11), we only require knowledge of
S while for the estimation aspects of the model. we need to know (St Sep):
Ye=0g+0S¢ +0 (¥~ —a9 —aS;_; Mo 405 (Ye-p —0g = S _p) +€¢ (3.13)
Note that the Hamilton model is more general than simply allowing for different
intercepts in both regimes. Extensions of the basic Hamilton model were elaborated in
Lam (1990), Hansen (1992), Kim (1994) and Gordon (1997). A number of issues have

been raised in regards to the Hamilton model and other regime-switching models.
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Amongst these is testing for nonlinearity. The usual test statistics are not applicable
because some parameters such as the transition probabilities and o; can not be identified
under the null. Hansen (1992) derived a test statistic and concluded that he could not
reject a linear specification, namely an AR(4) model. in favor of the Hamilton model.
Goodwin (1993) estimated the Hamilton model for eight countries and concluded that he
could reject the AR(4) model in favor of the regime-switching model. Aside from the
linearity issue. the estimation of the Hamilton model is not an easy task since the
likelihood surtace usually contains numerous local maximums and singularities and. as
pointed out by Hansen (1992). it is more than likely that the global maximum will be
overlooked.

The switching is provoked in Hamilton's model via a variable. S,. which is not
directly observable. It is therefore different from the STAR models in the sense that it
does not require that an observable variable such as GNP, the growth rate of money or
some other financial variables to activate the passage from one regime to another. For
example. the “true’ switching variable for the growth rate of GNP. if it exists. might never
be chosen in the case of the STAR model. However. Hamilton's approach requires the
first-order Markov structure assumption.

Hansen (1992) found evidence that a model in which all the coefficients are

functions of the states of nature more aptly represents the growth rate of GNP:
Ye=0g+a,S +d ¥+t ¥, +E, 3.14)
where S, is defined as before and

05, =0 +9,S, fori=1.2...p. (3.15)



The expression "modified Hamilton model” will refer to a model in which all of the
AR coefficients vary according to the states of nature. This is more in line with the

STAR models where the AR coefticients are function of the prevailing regime. Let:
y, =, +a,S, +2z 3.16)
where
Z, =02 +0 2 5+ F 0,2, +E, 3.17)

and ¢ is defined as in (3.13) and S, is defined as in (3.12). We have:

. 3.18
g +0,0Z, +...+ 0,02, +€, otherwise (3:18)

, - {(Ot0 +0) + (P +0,)Z +o + (0, +0,)Z,, +E, in regime 1
This model ditters from the Hansen approach in that it does not require that the
series {y} be a function of only its lagged values and the state of nature at time t. [
estimate this model by using the same transformation as the one used in the changing
intercept model. that is by rewriting everything in terms of lagged GNP and lagged states
of nature:
y, =0, +0o,S, + ¢,5' (Yo =0 —a,S,_,) +...+¢ps' (Y., — —Ot,S,_p )+¢e, (3.19)
The estimation aspects of Hamilton’s changing intercept model can be found in
Hamilton (1989) and will. therefore, be omitted from this thesis. The Hansen and the
modified Hamilton model are simply extensions of Hamilton's original changing
intercept model and can be estimated in a similar manner as Hamilton (1989). Chapter 6
will demonstrate that this modified Hamilton model outperforms the Hamilton changing

intercept and the Hansen model.



CHAPTER 4

Regime-Switching Models of Real GNP

Regime-switching models have been. for the most part. successful in representing
the U.S. real GNP. see for example Hamilton (1989) which uses a Markov switching
model and Potter (1995) which features a pure threshold model. STAR models of U.S.
GNP have not encountered much success since. according to Terasvirta and Anderson
(1992). U.S. GNP lacks enough variability to be successfully captured by this type of
regime-switching model. Consequently. Terasvirta et al. (1992) chose as a smooth
transition autoregression application monthly industrial production. which they converted
into quarterly data instead of the usual GNP series”. Here. quarterly GNP is chosen
rather than industrial production because the latter might not appropriately retlect the
premise for an asymmetrical business cycle: industrial production does not reflect all the
sectors of the economy. The decision to use industrial production data for the quarterly
measure of output instead of GNP may have been dictated by the fact that we would not
reject linearity in favor of the STAR model when the switching variable is lagged GNP.
This chapter will attempt to show that there is enough variability in quarterly real GNP to
warrant the use of STAR models.

The first section of this chapter introduces the various representation of the

business cycle used throughout this thesis. The second section examines the depiction of



the business cycle as a linear time-series process. The third section presents the results of
a nonlinearity test. The fourth section relates to the estimation of various STAR models
of the business cycle. Section five considers the unemployment rate as an alternative
measure of the business cycle. The tinal section looks at the behavior of the Fed with

respect to inflation and output.

4.1 The Data

Real U.S. GNP features an annual growth rate of approximately 3% over the
period 1960-1993. but many incongruities exist between decades. The 1960’s with its
growth rate ot 3.7% and essentially one recession is drastically different from the
tumultuous 1970°s and part of the 1980°s which had “severe’ recessions and a growth rate
of 2.4%. Thereafter. there is a period similar to the 1960°s with only one recession and a
standard deviation of essentially the same order but with a lower annual growth rate of
2.7%.

As we saw in chapter 2. there is no agreement on the appropriate representation of
the business cycle (i.e.. difference stationary (DS). trend stationary (TS) or Hodrick-
Prescott (HP)). The different specifications of the business cycle in terms of real GNP
were derived in the following manner: The DS process was obtained by taking the
natural logarithm of real GNP in 1982 dollars and then differencing the mentioned series
(see figure 4.1). This new series is often interpreted as the growth rate of GNP since for
small changes between periods the difference in logs is a good approximation of the

growth rate. The TS formulation of the business cycle is simply the logarithm of real

* It should be pointed out that Terasvirta (1995) modeled the annual U.S. growth rate of GNP for the period
1889-1987 as an exponential STAR model with the growth rate of GNP at lag 2 switching the process.
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GNP minus a linear time trend component (i.e.. &o + &t where t=1.2, ... .136). The
estimated values of &g and &, by ordinary least squares were both significant and were
equal to 7.4757 and 0.0071 respectively (see figure 4.2). The economy is expected to
grow at an annual rate of 2.8% according to our simple representation of the linear trend
component. The HP series was generated with A = 1600 (see equation (2.3)).

The expansionary and recessionary phases of the business cycle. as determined by
the National Bureau of Economic Research (NBER). are obtained by analyzing the
movement of a number of economic indicators which lead. lag and coincide with this
artifact defined as the business cycle.

“Business cycles are a type ot fluctuation found in the aggregate economic

activity of nations that organize their work mainly in business enterprises:

a cycle consists of expansions occurring at about the same time in many

economic  activities. tollowed by similarly general recessions.

contractions, and revivals which merge into the expansion phase of the

next cycle: the sequence of changes is recurrent but not periodic: in

duration business cycle vary from more than one year to ten or twelve

years: they are not divisible into shorter cycles of similar character with

amplitudes approximating their own” . (Burns and Mitchell 1946, p. 3 ).

One observes that the behavior of the DS. TS and HP series coincide reasonably
well with the different recession and expansion phases of the business cycle as defined by
the NBER. This obviously does not imply that the three series have the same empirical
moments (see appendix B). We will use in this and the subsequent chapters the following

notation: GNP (DS), GNP (TS) and GNP (HP) for the difference stationary. trend

stationary and Hodrick-Prescott representation of the business cycle.

(9]
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Figure 4.1 GNP (Cifference Stationary)
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Figure 4.3 GNP (Hodrick-Prescott)

4.2  Linear Time-Series Model of Real GNP
This section presents a linear time-series model for real GNP which will serve as

a benchmark to assess the performance of the smooth transition autoregressive (STAR)
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models and will represent the null in the Granger-Terasvirta nonlinearity test. There has
been considerable debate over the last decade on the appropriate time-series representa-
tion of GNP. More precisely, the question is whether GNP is trend or difference
stationary. An augmented Dickey-Fuller test indicates that we cannot reject difference
stationarity at the 5% level’ . Itis shown. in this thesis, that the DS, TS and HP
representations of the business cycle follow a nonlinear process. The acceptance or
rejection of a unit root based on the augmented Dickey-Fuller test may be misleading
given the nonlinear and possibly nonstationary behavior of the cyclical component. We
will, therefore. not rule out a priori any of the three GNP representations of the business
cycle (i.e.. DS. TS and HP).

The estimation of the various linear representations of the business cycle was
done with the Box-Jenkins procedure in RATS (see table 4.1). My approach adopts the
autoregressive specification since this more readily permits a comparison with the STAR
models. This approach is not in itself restrictive since a moving-average process could be

converted to an autoregressive one provided the process is invertible.

’ The Dickey-Fuller test consists in regressing In (GNP,) on a constant, trend. In (GNP,.), Aln (GNP,,) to
Aln (GNP5). Ho: p=0 versus H;: p<0 (where p is the coefficient on In (GNP,_,);

-1
P[p <C a) = @ (critical value obtained from Hamilton (1994), table B6, case 4).

G,



p
Table 4.1: Linear Time-Series Model of Real GNP: y =a, + Zaiyl_i +€,

Business cycle HP

Y =Y Y =Yoo Y, =Y,

AR(2) ARQ) AR

o’ 0.0075 0.00350 0.0002

(0.0014) (0.0118) (0.0032)

oy 0.2302 1.1676 1.0302

(0.0812) (0.0833) (0.0851)

a;y 0.2018 -0.0031 0.0250

(0.0858) (0.1344) (0.0838)

s JE— -0.2351 -0.2450

(0.0842) (0.0838)

G 0.0088 0.0083 0.0070
A -0.1603 0.0276 -0.0504
K;

(0.4574) (0.8984) (0.8151)

- 0.5880 0.7304 0.8034

(0.1728) (0.0904) (0.0623)

J-B test® 0.2966 0.3364 0.1717
ARCH test® 03718 0.6826 0.5661
Q)" 0.5046 0.4003 0.2208
Q(16) 0.6716 0.6319 0.1793
Q29 0.8353 0.8067 0.4100
a K, and x, are respectively the estimated skewness and excess kurtosis measure

(figures in parentheses are the p-values).

b p-value of the Jarque-Bera (1987) statistic.
c p-value of the ARCH statistics.
d p-value of the Ljung-Box Q-statistics.

* The OLS estimates for the constant term, &, are respectively 0.0042. 0.0004, and 0.0001 for the DS, TS
and HP representations of the business cycle. The large discrepancy between the Box-Jenkins and OLS
estimated values of ay is due to the fact that the Box-Jenkins constant term represents the unconditionnal
expected value of y,.



The figures in parentheses below the estimated parameters in table 4.1 are the
standard errors. The choice of an autoregressive (AR) model is based on weighting
different indicators such as the partial and autocorrelation functions and the information
criteria of Akaike and Schwarz. There are often numerous possibilities for modeling. and
consequently one must choose the most concise model that maintains the main
characteristics of the time-series. For the above reasons. [ have chosen an AR(2) for the
DS version of the business cycle and an AR(3) for both the TS and HP version.

The DS. TS and HP linear time-series specifications have all their roots outside
the unit circle. The autocorrelation function and the portmanteau test on the residuals do
not reveal any serious problems in the three specifications of the business cycle.

A number of financial series display isolated periods of volatility followed by
more tranquil series behavior (see Bollerslev et al. (1992)). Autoregressive conditional
heteroskedasticity (ARCH) models are able to produce series with periods of large
volatility followed closely by periods of almost no volatility. For this reason. the three
specifications of the business cycle are tested here for ARCH effects. The ARCH test
regresses the estimated squared residuals. u,’, on a constant and p lagged values of u.’.
The statistic TxR? follows a chi-square distribution with p degrees of freedom. The test
does not. for p = 4. suggest any ARCH effects in the three specifications of the business
cycle. Finally. the skewness. excess kurtosis and the Jarque-Bera statistics do not lead to
a rejection of the assumption of normality in all three cases.

[t is therefore intriguing to note that none of the diagnostic tests used suggests that
a linear specification for the three representations of the business cycle is inadequate.

However, if one was to plot the fitted values obtained from the linear time-series
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specification of the business cycle with the actual data. one would observe that the linear
time-series model is often unable to reproduce recessions. We will see in the next
sections that we are able to reject linearity for a number of regime-switching indicators
and that these switching models outperform the linear specification in terms of procuring

a smaller standard error and in replicating the different phases of the business cycle.

43  Testing for Nonlinearity of GNP

A LM statistic proposed by Granger and Terasvirta (1993) is used to test for
nonlinearity: the test statistic is presented in appendix C. The nonlinearity test was
carried out for the following set of regime-switching indicators: GNP. growth rate of M1
and M2, short-term spread. quarterly difference in the tederal funds rate. long-term
spread5 and the S&P stock price: the maximum number of lags used for the switching
indicator is 8. The choice of the regime-switching indicators is based on the success they
enjoyed in predicting the business cycle in the linear context: the graph of the different
series in relation to the recession periods as defined by the NBER for the sample period
1960-1993 are presented in appendix D. Should linearity with the mentioned transition
variable be rejected for specifications with more than one lag value, Granger and
Terasvirta (1993) suggest that the lag with the lowest p-value be chosen. Table 4.2
therefore presents the lag value of the switching variable that gave the smallest p-value
for each switching variable. For example. the first entry of column 2 states that we would

not reject nonlinearity for GNP (DS) at the 1% significance level when the switching

variable is the Aln(GNP) at lag 5 .



The table of p-values indicates that nonlinearity is rejected for a large number of
switching candidates if the suggested Granger et al. (1993) criteria of p-values of less
than 0.01 is used. Only three variables. the quarterly difference in the funds rate, the
short-term spread and the long-term spread. are significant at the 0.5% level for all three
representation of the business cycle. Note that according to the Granger et al. criteria we

would reject lagged GNP as a possible switching variable in the three cases.

Table 4.2 Nonlinearity Test: p-values of the LM- statistic for real GNP.

Business Cycle GNP (DS): AR(2) GNP (TS): AR(3) GNP (HP): AR(3)
Switching Variables:

GNP Lag5** Lag 7 * NS
Funds rate (quarterly Lag6 *** Lag 6 *** Lag 6 ***
difference)

Short-term spread Lag | *** Lag 2 *** Lag 2 ***
Long-term spread Lag | *** Lag | *** Lag | ***
S&P (growth rate) Lag 2 *** Lag2* Lag 2 ***
M1 (growth rate) Lag6 * Lag 8 * NS

M2 (growth rate) Lag 4 * Lag 4 *** NS

* SIGNIFICANT AT 5%

*x SIGNIFICANT AT 1%
*k SIGNIFICANT AT 0.5%
NS NOT SIGNIFICANT (ABOVE 5%)

4.4 Smooth Transition Regression Models

This section sets out two objectives. The first objective is to present my estimates
of several STAR models of real GNP with various switching variables as suggested by
the nonlinearity test. The second is to present an analysis of the gains generated by
adopting a regime-switching specification over a linear time-series one. The previous
section showed that we would reject the linearity assumption for a large number of

proposed switching variables if the 0.01 p-value criteria were used. This section looks in

* The long-term spread is defined as the difference between the 6-month and the 10 year + Treasury Bill.



turn at the different STAR models suggested by the previous test. Included are STAR
models where financial variables only act to define particular regimes. In the next
chapters this assumption will be relaxed allowing financial variables to enter the system
as both a regressor and a switching catalyst or variable.

The STAR models estimated in this chapter correspond to the following

specification:
Y, =Bix, +(B, —B.)'x,F(S,.v.0) +¢,
or simply
y, =a'x, +B'x,F(S,:v.c) +¢, .1)
with a =B,. p =8, -B, and where x; =(l.y.i.....¥t-p), St is the transition variable and

1
F(S,:7.c)= - is the logistic transition function.
e L+ exp(—=y(S; —¢)) &

We can interpret ( o + f3 ) as the coefficients in regime one (i.e.. F = 1) whereas «
correspond to the coefficients in the alternative regime.

The criteria used to judge the validity or superiority of STAR models over the
linear specifications will be whether the reduction in the standard deviation obtain from
the nonlinear formulation is substantial and also if the transition function picks out the

recessionary periods as defined by the NBER. Terasvirta and Anderson (1992) suggest

)
G "STAR

that we should reject the STAR specification if the ratio of the residual variance.

o
is greater than 0.9 or if the reduction in the standard deviation obtained by going from the

linear time-series model to a STAR model is less than 10%:; cri is the estimated residual

variance for the linear model y, = a'x, +¢&, where y, and x, are defined as in (4.1) and
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Grar IS the estimated residual variance obtain from the STAR model (4.1). We will used
this rule of thumb throughout this section as a minimum requirement for the acceptance
of a STAR model instead of the simpler linear specification.

Tests are also carried out on the residuals. The skewness and excess kurtosis
measures as well as their significance levels. used throughout this thesis. are taken from
Davidson and Mackinnon (1993. p. 569). The estimated autocorrelation functions of the

residuals have been omitted trom this thesis since for all the relevant STAR models. the

.
values taken by the sample autocorrelation function were within the £ — interval

N
where N represents the number of observations. It is important to note that other criteria
such as out of sample forecasting could have been used to assess the relative
improvement of the STAR models over the linear ones.

The estimation of the STAR models is based on the concentrated likelihood
function (see chapter 3). Having determined in the nonlinearity test the most likely lag
value for the switching variable S,, a grid-search technique is used in the {y.c.c}-space to
orient the choice of starting values for y and ¢ for the maximization of the concentrated
likelihood function. The optimization procedure used here follows the BFGS (Broyden.
Fletcher. Goldfard. and Shanno) iterative hill-climbing algorithm. As a cautionary note,
one must make use of the generalized inverse in the concentrated likelihood approach in
order to ensure that the computer program does not crash due to rounding factors. STAR
models of the business cycle which seems promising will be subsequently estimated by
maximizing the likelihood function with respect to all of the parameters in equation (4.1)

(.e.. a.p.y and c). Note that the generalized inverse is not used in this approach. This
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optimization strategy enables us to get standard errors for the parameters of the STAR
models®.

[ will make use of a “switching region” which will indicate the values of S,
required. given the estimated y and c parameters. to be in an “intermediate or middle
regime’ as oppose to the limit or extreme regimes (i.e.. F=0 and F=1). [ define as an

"intermediate regime’ the values of S; for which the logistic transition tunction is between
0.1and 0.9 (i.e.. F(S,.7.¢) € [0.1.0.9]).

For example. in the following estimated STAR model of GNP(DS):

(0 0008) (00878 (0 0563) (0 0019) 101482y 10 1621)

y, =0.0061+0.2156y,_, +0.0992y,_, +(—0.0[26— 04350y, +0.5729y,_1)x F(S,.7.c)+£,

with

S, = funds,_, (funds is the quart. diff. in the funds rate).y = 216.78. ¢ =0.9772.

woenn
We would be in the intermediate regime when the quarterly difference in the funds rate is
in the (0.9671.0.9873) range. This relatively "small’ interval for the quarterly difference
in the funds rate implies that the STAR model is essentially a two-regime pure threshold
model. In fact. most of the estimated STAR models in this chapter behave as a two-

regime pure threshold model.

® Terasvirta has remark on the difficulty of obtaining realistic standard errors for the y parameter: “a large
number of observations in the neighborhood of ¢ would be needed to estimate y accurately ™ (Terasvirta
1994, p. 213). For example. Terasvirta (1995) estimated logistic STAR model had a y value of 145 with a
standard deviation estimate of 7300. I have. therefore, decided to omit trom this thesis the estimated
standard errors for the y parameter.

. 1
"1 am looking for values of S for which e € ————— <1 —¢g or
1475
1, (1-¢ 1. (1-¢
c——ln(———] <S Sc+—ln(——-) where £ = 0.1.
Y > Y €
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4.4.1 Switching Variable is Lagged GNP

A natural candidate for the switching variable in threshold models has been the
lagged series itself. Potter (1995) examined the asymmetrical behavior of the business
cycle assuming a two-regime threshold model where the cutotf point delimiting each
regime was a zero growth rate of GNP at lag 2. Potter. using a nonlinear impulse
response function. shows that the business cycle is asymmetrical. The Terasvirta et al.
nonlinear test would have rejected this STAR model in favor of a linear one at the 1%
level for the DS. at the 5% level for the TS version and at the 12% significance level for

the HP specification.

STAR model of GNP (DS): switching variable is the growth rate of GNP .

t

y, =0.0131-0.1336y,_, +0.1779y, +(-o.0102+ 04416y, , +0.0232y, , )x F(S,.v.c) + &
{

0.0021) (0.1220) (0.1400) 10.0022) 10.1307 10.1467)

-~

with S, =y, 7=61504.6 =-0.0052. & =o.oos4.°—1=0.91 12. &, =-0.2606 .

- 10.2784) o[ ) (0 2269}

K, =0.6021 . J-B = 0.1819 and IR=(-0.00524.-0.00516).

10.1627)
G, is the MLE estimate in the linear case. k, and K, are respectively the skewness and

excess kurtosis measure (figures in parentheses below K, and k, are the p-values), J-B
is the p-value of the Jarque-Bera statistic and IR is the intermediate regime. Figures in
parentheses below the estimated parameters are the standard errors.

The values taken by the transition function for GNP (DS) when the switching
variable is GNP..; do not clearly delineate the recession episodes as defined by the NBER

(see figure 4.4). The TS version of the business cycle with GNP as the switching variable
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was rejected; we would require a deviation of In(GNP) from trend to be greater than
0.0459 in order to switch to the alternate regime which corresponds to a 21% annual
growth rate of GNP. In all three representations of the business cycle. we would reject

the STAR model if the switching variable is lagged GNP.
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Figure 4 4 STAR modei of GNP (DS)
(switching variable is lagged GNP)

The estimated STAR model of GNP (DS version). when the transition variable is
GNP,.5, would give an estimated standard deviation ot 0.0085 compared to 0.0088 in the
linear case. We would therefore reject the STAR model of GNP (DS) according to the
rule of thumb of 0.9 suggested by Terasvirta et al (1992); the estimated STAR models
obtained by maximizing the concentrated likelihood function have been relegated to
appendix E. The variance ratio permits us to have a simple rule to accept or reject the
STAR model in favor of the linear time-series model. An auxiliary and useful strategy is
to plot the estimated STAR and linear models with the actual data set. Figure 4.4a
compares the estimated or fitted values of the STAR and AR(2) model of GNP (DS) with
the observed value of GNP for the 1960-1993 sample period. One observes that both the

STAR and the linear model of GNP are frequently unable to capture or reflect the



recessionary phases of the business cycle. The STAR and the linear model both behave
in a similar manner which is reflected by the fact that the variance ratio is above the 0.9

threshold.

Figure 4.4a Actual and fitted model of GNP (DS)
(switching variable is lagged GNP)®
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a Fitted STAR: ¥, = &7x, +B"x,F(S,;7.¢)
Fitted AR: V. =a X,

Throughout this section two limiting regimes will be presented as if the STAR
model was a simple two-regime pure threshold model. Due to the limited number of
observations available for low growth regimes over the 1960-1993 sample period. one
must be careful when attributing properties to these regimes. For instance, in the case of

GNP (DS) with switching occurring when GNP,_s crosses the -0.005 threshold value
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(annual negative growth rate of 2%) we would have a low growth regime corresponding
to a 2.4% growth rate while the alternate regime would have a growth rate of 5.4% (see

appendix F).

4.4.2 Switching Variables are the Growth Rate of M1 and M2.

One of the main topics in this thesis is the relevance of money in explaining part
of the business cycle process. The growth rate of M1 and M2 does not suggest
nonlinearities in the case of the HP series representation of the business cycle. The grid-
search approach for the DS version of GNP revealed that for the growth rate of M1 the
maximum of the likelihood function occurs for values of ¢ that approach its observed
minimum value. This implies that no switching between regimes actually takes place.
We are then left with our original AR(2) model of GNP (DS). We would also reject.
according to the ratio rule. a STAR model of GNP (DS) using the growth rate of M2.
The no switching result for the growth rate of M1 in the TS version is the same as that of
the DS case.

The only case where the STAR model of real GNP is not rejected is under a TS
representation using the growth rate ot M2 at lag 4 as the switching variable. However.
only when the growth rate of M2 is above 11% (annual growth rate ), would we be in the
low growth regime, corresponding to a negative annual growth rate ot 1.8% (deviation
from trend). The alternate regime or high growth regime would lead to an annual growth
rate of 47%. We would be “stuck™ in this regime whenever the growth rate of money fell
below 11%! If this model was truly reflective of the real economy, the Fed would clearly

only choose monetary policies that achieved money growth of less than 11%. Inflation
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be damned if the real economy grows at a rate of 47%! Given these figures, this model
must also be discarded as unrealistic. Note that the behavior of the transition function
with the growth rate of M2 as the switching variable also does not reflect periods of
recession as defined by the NBER (see figure 4.5). The value of the variance ratio
suggests favoring the STAR model. Note that simply eyeballing the fitted values of the
STAR and the linear models with the actual value of GNP (TS) would not lead to a clear
choice since both models seem to reflect fairly well the observed data (see figure 4.5a). |
will. for the most part, mainly rely on the variance ratio for the TS and HP specifications
of the business cycle since it is often difficuit to favor one model over another just by
looking at the plot of the fitted values and the actual data.

STAR model of GNP (TS): switching variable is the growth rate of M2,.,.

y, =-0.0004+1.1023y,_, +0.1054y _, +-0.2924y . +

{0.0003%) (0.0331) (0.0841) (0.0539) °
(0.01 17-0.0493y,, -0.9223y,_, +0.9367y, , ) x F(S,.7.¢) + £,

(0.0020) 10.1376) (n.1641) 7T 0.1382

with S, = M2, .7 =520327. & =0.0270. & =0.0078. > = 0.8421. &, = - 0.1326.

(00178) o; (0.5384)

K, =0.4807. J - B =0.4448 and IR=(0.02699.0.02700).

(0.2651)

Based on these criticisms. the specifications based on the growth rate of money as
the switching variable will be set aside in favor of a set of models based on interest rate
instruments. These models outperform STAR models with the growth rate of money
switching regimes, providing smaller standard deviations and closely following defined

periods of recession via the transition function.
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4.4.3 Switching Variable is the Short-Term Spread

Among the many interest rate instruments found in the literature, the short-term
spread. the federal funds rate and the long-term spread have been highly successful in
predicting the business cycle in a linear time-series framework. When one observes the
relationship between a widening of the interest rate differential (i.e.. the short-term
spread) and the recessionary period the effect is quite striking. Whether we interpret
movements in the short-term spread as a measure of default risk or a tightening of
monetary policy. nearly all recessions are preceded by an increase in the short-term
spread by more than 80 basis points. The notable exception is the 1990 recession where
the short-term spread was decreasing prior to the economic downswing. This is in line
with Friedman and Kuttners (1998) claim that all of the major leading business indicators
including the short-term spread failed to predict the 1990 recession. We saw in the case
of real GNP that the series could be characterized by three segments. each coinciding
roughly with a decade. with the middle segment subject to much larger economic swings.
Movements in the short-term spread did not emulate this same volatility in the real GNP
series for part of the mid 70°s and 80°s; one notes that. apart the spike in 1973 and the
subsequent negative values in the following quarters, each decade appears to be more or
less the same (see Appendix D. figure 4).

The hill-climbing method combined with the grid-search approach pointed to a
STAR model of GNP (DS) with y = 1562 and ¢ = 1.19 when the switching variable is the
short-term spread lagged (t-1). A ¢ of 1.19 (the cutoff point delimiting recessions) is
essentially the mean of the short-term spread (1.10) during the recessions as defined by

the NBER during the period 1960-1990 (see Friedman and Kuttner 1992a); The sample
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mean of the short-term spread for the entire period is 0.553 with a standard deviation of
0.443. The transition function coincides reasonably well with the expansion and
contraction phase of the business cycle except for the 1990 recession (see figure 4.6).
This observation was, according to Bernanke and Kuttner (1992), one justification for the
use of the federal funds rate instead of the short-term spread since the latter failed to
predict the last recession. We have. due to the large y value. a system where values of the
6-month commercial paper rate above the Treasury Bill by more than 120 basis points
would propel us into regime 1 (i.e.. F = 1). The dynamics of the system are such that the
high growth regime (i.e.. F = 0) would be stationary only if we were to remain
permanently stuck in this regime whereas the low growth is nonstationary. The high
value of ¢, in the low growth regime implies that two consecutive negative growth rates
of the same magnitude would result in an important downturn in the economic activity of
the followin