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Abstract
Modelling Readers of News Articles Using Nested Beliefs

Christine Gerard

Due to the wealth of documents available on-line, information retrieval on the Internet, in document
databases or newspaper web sites can often lead to hundreds of documents being selected of which
only a small number are of any interest to the user. This thesis is concerned with creating models
of readers of news articles which could be used to filter and evaluate information to present to the
reader only those articles containing information relevant to the reader’s search.

News articles are of special interest since they consist of information told to a reparter by some
sources. Such reported speech can only be adequately modelled using nested belief models to repre-
sent the reader’s beliefs about the reporter’s beliefs about the source’s beliefs. This thesis proposes a
method for representing a news article, analysing it to extract encoded information, determining the
reliability of the information reported in the article, creating models of all the agents in the article,
and simulating how a reader of news articles acquires or adopts information from the sources in the
article. .

A system called Percolator is presented. Percolator is a stand-alone implementation of one
component of the more complex system required to model the nested beliefs of readers of news
articles. It demonstrates how a technique called modified belief percolation can be used to simulate
how a reader can acquire beliefs from the sources in an article.
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Chapter 1

Introduction

1.1 Overview

Information retrieval either on the Internet or in document databases can often lead to hundreds
of documents being selected of which only a small number are of any interest to the user. Such
searches today are usually based on simple pattern matching of keywords or phrases. Often, the
user can specify that the match should occur in the title, the author’s name, or the text. Homonyms,
annotations and small references to the pattern are all reasons why many searches are unsuccessful
or where the important documents are buried in mounds of unrelated documents.

Some effort has been made in the field of information retrieval to develop more “intelligent”
ways of searching databases and the Internet such as web-bots and agents (see [Bradshaw, 1997,
Chin, 1991] for introductions to software agents and intelligent interfaces), with varying degrees of
success. For any search method to be truly effective, the tool doing the search needs to have some
knowledge of the user. In order to identify the subset of documents found that will be of interest to
the user, the search tool needs to do much more than simple pattern matching. Moukas [Moukas,
1997] proposes Amalthea, which he describes as a multi-agent evolving ecosystem, to discover and
filter documents on the Internet. It serves to tailor search results to the user’s interests which are
obtained through a direct feedback mechanism in which the user indicates the relevance of each
retrieved document. However, its filtering strategy is still essentially based on keywords, albeit &
more complex type of keyword called an augmented keyword vector. This is sufficient for basic
information gathering. But, for tasks where diverse knowledge is to be interpreted or summarised,
it is useful to have some way of representing what the user believes, some semantic understanding
of the documents it is searching through, and some way of knowing what the user is looking for and
why. For example, the user might be searching for documents which support a particular belief of
the user, or conversely, documents which contradict or oppose the user’s beliefs on a topic. It is
also possible that a user has no preconceived beliefs about a topic and is looking to gather varied
information on a topic. For example, a foreigner who has no particular stake on the issue of Quebec
separation might want to gather information from both the “Yes” and “No” camps.

Supplied with the model of a user’s beliefs, a search tool would also be better able to determine



what are the appropriate types of documents to be retrieved. For instance, it would be appropri-
ate for a search tool to retrieve an introduction to cellular systems for a novice trying to gather
information but to retrieve cellular specifications from standards bodies for a domain expert.

This thesis addresses the issue of how a model of a user’s beliefs can be created by simulating the
belief acquisition of readers of news articles. We assume that when a person reads a news article,
that person acquires information from the article. By simulating how a person wants to acquire
information from an article, a model representing the beliefs of the person can be created. Based on
the acquired information, the model can be used to predict which articles will be of more interest to
the user. With each article that the user chooses to read, the simulation process is repeated. The
model grows and represents more and more of the user’s beliefs allowing the system to make more
precise predictions about which documents should be retrieved during a search.

1.2 What is Belief?

In order to build a model of a user’s beliefs, it is important to define what belief means in this
context. Does belief differ from fact? Traditionally, in the field of Artificial Intelligence, a fact
has often been defined as justifiable true belief. By consequence, a belief is something that is not
necessarily justifiable or true. However, this is not a sufficient definition of belief The Collins
Concise Dictionary Plus (CCDP) defines belief as:

belief. .. 1. a principle, etc., accepted as true, esp. without proof. 2. opinion; conviction.
3. religious faith. 4. trust or confidence, as in a person’s abilities, etc.

The Webster’s Revised Unabridged Dictionary, 1913 defines belief as:

belief... 1. assent to a proposition or affirmation, or the acceptance of a fact, opinion,
or assertion as real or true, without immediate personal knowledge; reliance upon word
or testimony; partial or full assurance without positive knowledge or absolute certainty;
persuasion; conviction; confidence; as, belief of a witness; belief of our senses. 2. (Theol.)
a persuasion of the truths of religion; faith. 3. the thing believed; the object of belief.
4. a tenet, or the body of tenets, held by the advocates of any class of views; doctrine;
creed.

The common thread in the two definitions is that a belief is something that is accepted as true
and that there is a lack of evidence or personal knowledge. The Webster’s definition includes the
notion that it is something that a person is confident about but does not know positively or with
absolute certainty.

The CCDP defines fact as:

fact...1. an event or thing known to have happened or existed. 2. a truth verifiable
from experience or observation.

Webster’s 1913 also defines fact as:



fact...1l. a doing, making, or preparing. 2. an effect produced or achieved; anything
done or that comes to pass; an act; an event; a circumstance. 3. reality; actuality; truth.
4. the assertion or statement of a thing done or existing, sometimes, even when false,
improperly put, by a transfer of meaning, for the thing done, or supposed to be done; a
thing supposed or asserted to be done; as, history abounds of false facts.

The CCDP definition for fact i8 very much in line with the traditional Artificial Intelligence
definition. On the other hand, the Webster’s definition, gives voice in sense 4. to the reality that
so-called facts, are sometimes proven to be wrong.

What then does it mean to believe something as opposed to knowing something? Is there a
difference? Is the difference important in the context of a model of a user’s beliefs? The CCDP
defines fo believe in its transitive sense as:

believe... 1. to accept (a statement or opinion) as true or real: I believe God exists. 2.
to accept the statement or opinion of a person as true. 3. to think, assume, or suppose.
4. to think that someone is able to do (a particular action): I wouldn’t have believed it
of him.

Webster’s 1913 defines to belfeve in its transitive sense as:

believe... 1. to exercise belief in, to credit upon the authority or testimony of another,
to be persuaded of the truth of, upon evidence furnished by reasons, arguments, and
deductions of the mind, or by circumstances other than personal knowledge, to regard
as, accept as true; to place confidence in; to think; to consider as, to believe a person, a
statement, or a doctrine.

The CCDP defines to know as:

know...1. to be or feel certain of the truth or accuracy of (a fact, etc.). 2. to be
acquainted or familiar with: she’s known him five years. 3. to have a familiarity or grasp
of: he knows French. 4. to understand, be aware of, or perceive (facts, etc.): he knows
the answer now. 5. to be sure or aware of (how to be or do something). 6. to experience,
esp. deeply: to know poverty. 7. to be intelligent, informed, or sensible enough (to do
something). 8. to be able to distinguish.

Webster’s 1913 also defines fo know as:

know...1. to perceive or apprehend clearly and certainly; to understand; to have full
information of; as, to know one’s duty. 2. to be convinced of the truth of; to be fully
assured of; as, to know things from information.

The common thread in the definitions of to know is that there is a certainty as to the truth of
the thing known. On the other hand, to believe indicates an accepiance of the truth of something
based on evidence other than personal knowledge.

Both definitions of to belfeve match very tightly with what is proposed in this thesis. A reader
of news articles who acquires information from that article will believe (or not) what has been read

3



as opposed to knowing what has been read. The new beliefs are accepted as true based on evidence
other than personal knowledge. In this case, the evidence comes from the sources and the reporter.
What is believed may be a fact but the reader can not call it 80 since he has no direct personal
evidence of its truth or reality.

Interestingly, the original version of the Webster’s Dictionary, published in 1828, weut even
further in its definition of fo belfeve adding:

When we believe upon the authority of reasoning, arguments, or a concurrence of facts
and circumstances, we rest our conclusions upon their strength or probability, their
agreement with our own experiences, etc.

It also added a caveat in its definition of to know warning that:

To know a thing precludes all doubts or uncertainty of its existence. We know what we
see with our eyes or perceive by other senses. We do not know the truth of reports, nor
can we always know what to believe.

In the context of user modelling the distinction between fact and belief is an important one. As
previously mentioned, the reader of news articles is acquiring beliefs about what is read. Even more
explicitly, the reader is acquiring beliefs about what he believes the reporter believes the sources
believe about something. These beliefs may be wrong. The reader may have misunderstood what
was written. The reporter may have misquoted or misinterpreted the source. The source may be
lying or have misinterpreted the event or situation being reported. Any system dealing with beliefs
must also be able to deal with a change in the truth value of the belief. In theory, a system dealing
with facts will never need to deal with a change in truth value since a fact is something that has
been observed and is known to be true, justifiable true belief.

1.3 The Problem

Internet search engines are based on simple pattern matching mechanisms that yield hundreds of
hits in a typical search. Important documents on the requested topic are often missed or are buried
among the hundreds of useless or off-topic documents. Many of the documents found may be
inappropriate for the user. They may be too superficial or too complex. One approach to limiting
the searches to documents which are appropriate to the current user is to create a model of the user.
The model must be dynamic. That is to say, it must be able to acquire information, to learm.

To be successful, the model should be created with as little intervention on the part of the user
as possible. Asking the user questions about his likes and dislikes will prove to be quite tedious for
the user, and will probably not help limit the search very much. The manner in which the model
can be increased depends on the application.

Whether the user is searching the Internet as a whole or newspaper web sites, most of the
documents retrieved will be in the form of news articles or academic papers. 'News articles are
of particular interest since there is such an abundance of them. One method in which the model
can acquire information is to extract information from the articles themselves. The information in
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the news article is being reported by a reporter who obtained the information from some source or
sources who may, in turn, have obtained the information from another source or sources. In this
sense, the information is hearsay. The model should then contain information extracted from the
articles that the reader could accept as true. Since the reader has no personal knowledge of the
truth of this information, any information retained by the reader can be called a belief. Thus, what
is needed is a model of the reader’s beliefs. A system that builds this type of belief base would need
to simulate how the reader acquires beliefs from news articles.

The problem that this thesis will address is how can a system simulate how a reader acquires
beliefs from news articles to busld a model of the reader’s beliefs? Several issues must be considered
when trying to solve this problem:

1. Changing Nature of Beliefs

Since a belief is something that is accepted as true, it’s truth value is not absolute. The reader
could get new information that changes the truth value of one of his beliefs. What mechanisms
are needed to deal with this type of situation?

2. Text Representation

Is there a method of representing text that could simplify the extraction of beliefs from the
text?

3. Reliability
Since the information in news articles consists of reported speech, it’s reliability can be ques-
tionable. Are there factors that could be useful in determining the reliability of a belief?

4. Representation of the Model
The model of a reader could potentially contain thousands upon thousands of beliefs. In order

for the model to be of any use to a system, the beliefs must be represented and classified in a
manner that will facilitate searching.

5. Acquisition
How does a reader acquire beliefs from reading? What are the mechanisms that a system
could implement to appraximate the acquisition? All readers are different and some might have
previous beliefs about certain topics. These previcus beliefs need to be taken into consideration
when acquiring beliefs.

This thesis outlines one approach to this problem that takes into consideration all of these isgues.

1.4 The Solution

Given all the issues outlined in the previous section, the solution to this problem incorporates many
components. This section will briefly discuss the various components and how together they solve
the problem how can a system simulate how a reader acquires beliefs from news articles to build a
model of the reader’s beliefs?



As previously discussed, beliefs are propositions that have been accepted as true. In the case
of the belief model of a reader of news articles, they are propositions from reported speech which
the reader has accepted as true. The reader has no personal knowledge or evidence of the veracity
of the propositions so they may, in reality, not be true. It is possible that the reader may read
another article in which the proposition is found to be false. If the reader had already accepted the
belief as true, he will need to change his belief. This may have an impact on other beliefs since the
belief may have been a pre-requisite to another belief. Chapter 2 discusses systems known as Belief
Maintenance Systems or Truith Maintenance Systems. These are systems that can reason based
on the truth value of propositions. And, more importantly, they can determine if a contradiction
exists in the system. A contradiction can occur when the truth value of a proposition changes.
The job of such a system in this situation, is to identify all the propositions that are affected by
or contributed to the contradiction and re-evaluate them. In some cases, the belief will need to be
removed. Any system that models the beliefs of readers of news articles will need to incorporate
a belief maintenance component. Chapter 2 also introduces a framework for a new generation of
belief maintenance system called ViewFinder [Ballim, 1992, Ballim and Wilks, 1992] that builds and
maintains beliefs within environments called viewpoints. Viewpoints can be created for every agent
in a news article. ViewFinder and its partial implementation ViewGen are central to this thesis.

In order to facilitate the extraction of beliefs, news articles need to be represented in a manner
that will put into evidence certain aspects of the text. One method, called profiles [Bergler, 1995a),
will be used in this thesis. A profile is a grouping of all the propositions or statements made by
a source in a news article. Many news articles contain information from sources with differing
opinions. The profiles of sources who agree with each other are grouped into supporting groups and
if there are two such supporting groups with differing opinions, they are called opposing supporting
groups. An entire news article can be represented by a complex profile structure as discussed in
Section 3.5. The complex profile structure can serve as a starting point for identifying the agents
whose viewpoints need to be represented as well as the relationships between them.

In profiles [Bergler, 1992], important elements of the text such as the reporting verb and the
lexicalisation of the source are separated from the reported information. A reporting verb is a verb
that is used to report the speech of others. Verbs such as to say, to announce, to claim and to deny
are examples of reporting verbs. Reporting verbs are very important for the acquisition of beliefs by
readers of news articles because they contain information encoded by the reporter. This information
indicates the reporter’s level of confidence in the reported speech. Similarly, the lexical realisation
of the source is also used by the reporter to encode his level of confidence in the source. The lexical
realisation of the source is the manner in which the reporter refers to the source. The reporter can use
the lexicalisation to indicate to the reader that the source should be believed because of his expertise
in the topic, his involvement with the topic or his authority to speak about the topic. Chapter 3
introduces a methodology for analysing reported speech called Evidential Analysis [Bergler, 1992].
By conducting an evidential analysis, the system is able to extract from the reporting verb and the
lexicalisation of the source the information that was encoded by the reporter and determine the
reporter’s level of confidence in the source and in the reported information.



The reporter’s confidence in the reported information as encoded by the reporting verb and the
reporter’s confidence in the source as encoded by the source description are two criteria that can be
used by the reader (or a system modelling a reader) to determine the reliability of the belief. Two
other criteria that can be used to determine the reliability of the belief are the reader’s confidence
in the source and the reader’s confidence in the reporter. The evaluation of these last two criteria
must be based on beliefs that the reader has about the source and the reporter if any.

The beliefs in the model need to be organised in such a way that the reader’s beliefs about a
certain topic or agent can be retrieved quickly and efficiently. If all the beliefs are lumped together in
one big belief-base, the retrieval time will grow exponentially as the belief-base grows. One method,
proposed by Ballim and based on work by Wilks and Bien is to compartmentalise beliefs according
to the topic of the belief and according to the owner of the belief. For example, all of Mary’s beliefs
would be grouped together. Mary’s beliefs would then be subdivided according to topic. All of
Mary’s beliefs about dogs would form one subgroup and all of her beliefs about cats would form
another subgroup. Mary might also have beliefs about John’s beliefs about dogs. These would form
another subgroup of Mary’s beliefs.

In the case of a system modelling the beliefs of a reader of news articles, the system’s beliels
about the reader would be grouped together. The system’s beliefs about the reader’s beliefs would
be a subgroup nested within the system’s beliefs. This method of representing the model uses a
diagrammatic tool called belief diagrams. Belief diagrams are a simple yet very effective method of
representing viewpoints. Chapter 4 discusses how viewpoints are used in ViewFinder to represent
the belief models of agents in a system.

In addition to providing a technique for representing belief models, ViewFinder also defines a
mechanism, belief ascription [Ballim, 1992], by which beliefs can be acquired without direct evidence.
It is based on the simple principle that, unless we have evidence to the contrary, we can assume that
others have the same beliefs as us. Chapter 5 discusses belief ascription and how it can be used to
build models of agents and models of agents’ models of other agents. It is important for an agent
to be able to model another agent’s beliefs in order to be able to communicate effectively and to
understand the other’s motives. A side-effect of belief ascription is belief percolation [Ballim, 1992].
It occurs when an agent has a belief that the system doesn’t. If the agent is deemed to have some
expertise about the subject of the belief, the system will acquire the belief from the agent.

In the case of a system simulating how a reader acquires beliefs from reading news articles, belief
ascription is not necessary although it could be useful to simulate how a reader interprets what
is read, adding and compounding his beliefs to those of the sources. Rather, a more interesting
approach is to use the notion of belief percolation. Belief percolation in ViewFinder is discussed in
Section 5.4.

Chapter 6 discusses how this thesis proposes to modify Ballim’s belief diagrams to better pro-
tect the model from the even more questionable nature of beliefs obtained from news articles by
introducing the concept of potential belief and held belief. Ballim’s belief percolation is modified to
be a stand-alone mechanism by which the reader acquires potential beliefs from other agents rep-
resented in the article. A method of establishing the reliability of a belief called a beléef hewristic



is introduced. The belief heuristic will determine the reliability of a potential belief based on four
confidence criteria: the reporter’s confidence in the source, the reporter’s confidence in the reported
information, the reader’s confidence in the reporter, and the reader’s confidence in the source as
well as on the reader’s previous beliefs. A tool called a source list is introduced. A source list, in
the context of this system, contains information about the sources of the belief, the reporter who
reported the belief, and the evaluations of the four confidence criteria. The source list is also used by
the belief heuristic. A new mechanism, called belief promotion is used to promote potential beliefs
to held beliefs. Potential beliefs are promoted when they have been deemed reliable by the belief
heuristic.

Chapter 7 discusses a system called Percolator. Percolator implements all the mechanisms and
modifications described in Chapter 6. It is used to build Ballim-type environments as described in
Section 4.2. These environments represent the viewpoints of the agents in news articles about the
topic of the news article. The most important mechanisms presented in this thesis and implemented
in Percolator are the percolation mechanism, the decomposition mechanism, and the promotion
mechanism guided by a belief heuristic. The chapter on Percolator describes the design of the
system, the classes used in the system, as well as the algorithm of the implemented mechanisms.

Chapter 8 shows how belief percolation as implemented in Percolator can be used by a system
to simulate how a reader acquires beliefs from news articles in order to build a model of the reader’s
beliefs. Three types of reader models are defined: the naive reader with no previous beliefs about
the topic, the reader with supporting beliefs about the topic, and the reader with opposing beliefs
about the topic. A sample text, taken from the web site of a newspaper, is used as an example to
show how all the components are needed to percolate beliefs from the news article into the reader’s
viewpoint.



Chapter 2

Belief Revision

Systems that need to communicate with other agents need to have some understanding of the other
agents’ motives or plans. In such systems, agents can be computers, other systems or humans. In
order to communicate with the other agent, the system needs to have a model of the agent. This
model should contain information about the agent. According to the discussion in Section 1.2, this
information consists of belfefs since much of it is based on assumptions about the other agent.

One of the most basic problems in agent modelling is that of handling a change in the beliefs in
the model of an agent. Changes in belief will often lead to a contradiction in the model making it
inconsistent. Researchers in the field have developed a number of strategies for dealing with belief
change [Friedman and Halpern, 1994, Boutilier and Becher, 1995, Liberatore and Schaerf, 1996,
Li and Pereira, 1996]. However, belief revision [Doyle, 1991, Alchourrén et al., 1985] remains the
most used strategy. Belief revision in agent modelling consists of three main tasks: first, detecting
gituations in which new information is inconsistent with the beliefs in the model; second, deciding
whether to reject the new information or somehow modify the agent’s beliefs to match with the
new information; third, in the case that the new information is accepted, the belief that caused the
inconsistency must be found and removed from the model

More advanced systems will be able to perform rational belief revision by which the system will
be able to choose between several possible alternative revisions based on notions of preference and
epistemic entrenchment [Doyle, 1991, Gardenfors, 1988, Nebel, 1989] such that belief revisions will
attempt to retain those beliefs that have the most dependencies. A system that performs belief
revision on a database of information, whether it be a user model (belief base), a knowledge base or
a database, is called a reason maintenance system.

2.1 Overview of Reason Maintenance Systems

A reason maintenance system (RMS) is, essentially, a system that supports a general reasoning
system. The reasoning system will provide inferences to the RMS, usually in the form of propo-
sitional arguments for statements called justifications. It is the purpose of the RMS to maintain
a dependency theory of the justifications that connect the propositions called deliefs. Witteveen



and Brewka [Witteveen and Brewka, 1993] view the tasks of an RMS as consisting of basic reason
maintenance and belief revision. Basic reason maintenance entails ensuring “a coherent and consis-
tent interpretation of the beliefs in the dependency theory and to update the belief status after the
addition of new justifications.” [Witteveen and Brewka, 1993, p.2] However, as Doyle [Doyle, 1983]
contends, consistency i8 maintained by the RMS only in the sense that the assumptions made by
the RMS, the system’s beliefs, must be consistent with the justifications held by the system. Belief
revision, then, consists of performing conflict resolution when a contradiction or inconsistency has
been detected in the set of current beliefs.

Research in the domain of RMSs has gone from systems based on binary truth-values to systems
based on probabilistic truth-values. Truth maintenance systems (TMSs) (recently they are being
referred to as Reason Maintenance Systems [Doyle, 1983]) are stand-alone reasoning components that
incrementally maintain the beliefs in a system allowing it to reason with partially specified knowledge
or assumptions. Three types of TMSs have been developed. The first type is the Justification-based
TMS (JTMS). A JTMS records dependencies between the propositions and allows reasoning based on
the assumption of some of the propositions. When a contradiction is detected, it backtracks through
the chain of dependencies and identifies the assumptions that caused the contradiction. Doyle’s
Truth Maintenance System [Doyle, 1979] is an example of a JTMS. The second type of TMS is the
Assumption-based TMS (ATMS) introduced by de Kleer [de Kleer, 1986]. ATMSs label propositions
with the minimal consistent set of assumptions that can be used to prove them. The third class of
TMS is the Logic-based TMS (LTMS). LTMS do not work with dependencies among propositions.
Rather, propositions and truth-functional connectives are used to build full propositional formulas.
Truth values are then propagated using the Boolean Constraint Propagation algorithm [McAllester,
1990].

Recently, efforts have been made to introduce probability into the different types of TMS. A
TMS that incorporates aspects of probability is known as a Belief Maintenance System. Falken-
hainer [Falkenhainer, 1986] introduced probabilities into a JTMS creating a Justification-based BMS
(JBMS). The same has been done with the ATMS. Ramoni and Riva [Ramoni and Riva, 1993] have
added probabilistic logic to the LTMS to develop a LBMS in which constraints on the probabilistic
truth-values of propositions are provided by the boolean operators of standard logic.

Some in the field are beginning to view the task of belief revision in terms of probabilities, so
the problem then becomes one of the revision of probability assessments. These systems are called
Bayesian Belief Networks (BBNs). One of the shortcomings of such systems is that due to the
nature of Bayesian networks, the systems are incapable of providing adequate explanations of their
reasoning. More recently, attempts have been made to give the BBNs the capability of providing
explanations as to the decisions they make by combining the properties of the LBMS and the BBN
to form what is called an Ignorant Belief Network (IBN) [Ramoni and Riva, 1994].

In domains that require a system to participate in a dialogue or to perform cooperative planning
with other agents, it is often required to build and maintain complex models of the beliefs of agents
with whom it is interacting. Very little research has been done on the problem of belief revision in
multi-agent systems [Florea, 1997}, particularly in systems that maintain nested models of agents (an
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agent’s model of another agent). One notable effort in this field is that of Ballim and Wilks [Ballim,
1992, Wilks and Ballim, 1987, Ballim and Wilks, 1991, Ballim and Wilks, 1992].

Section 2.2 gives a general discussion of Truth Maintenance Systems. It provides a brief explana-
tion of the three types of truth maintenance systems and takes a closer look at Doyle’s TMS which
implements a JTMS. Section 2.3 will look at Belief Maintenance Systems and, more particularly,
a BMS framework called ViewFinder [Ballim, 1992]. ViewFinder is a framework for representing,
ascribing and maintaining the nested beliefs of interacting agents. It introduces an entirely new type
of representation and uses a form of default reasoning to generate belief spaces based on informa-
tion encountered without assumptions of completeness. ViewFinder will serve as the basis for the
solutions presented in this thesis.

2.2 Truth Maintenance Systems

Research in the domain of truth maintenance has centred around justification-based truth mainte-
nance systems, assumption-based truth maintenance systems and to a lesser degree logic-based truth
maintenance systems. Martins and Shapiro [Martins and Shapiro, 1986] assert that a fundamental
issue for all systems performing belief revision is that they must be able to determine each and every
proposition which could have contributed to a contradiction. This is done by keeping a record that
lists all the other propositions that a proposition is based on. This list or set is called the suppoart of
the proposition. In this way, when a contradiction is discovered, the system has a way of identifying
all the possibly affected beliefs.

One important way in which the three types of truth maintenance systems differ is in the contents
of the support set. In justification-based systems, the support set contains the list of propositions
that directly led to the proposition. In assumption-based systems this list contains the hypotheses
or non-derived propositions that led to the proposition [Martins and Shapiro, 1986].

A second important way in which they differ is in their search orientation. The JTMSs and
LTMSs use a depth-first mechanism which will find one solution to a given problem. The ATMSs,
on the other hand are oriented towards finding all possible solutions [de Kleer, 1986] using a breadth-
first search mechanism.

A third important way in which they differ is in their approach to belief revision. Two belief
revision approaches have been greatly studied in recent years: the foundations approach and the
coherence approach. (See [Doyle, 1992] for a good comparison of the two approaches.) According
to the foundations approach, a rational agent will derive its beliefs from justifications or reasons.
That is to say, an agent will only hold a belief if it also has a good reason for that belief. ¥ a reason
or justification is abandoned or adopted, the agents beliefs may change. The coherence approach,
on the other hand, argues that the reasons or justifications for a belief are of little importance. An
agent will hold a belief as long as it is coherent and consistent with its other beliefs. Furthermore,
belief revisions should change only the minimal set of beliefs necessary to maintain consistency as
specific beliefs are added or removed from the system. Doyle’s Truth Maintenance System [Doyle,
1979)] is seen as exemplifying the foundations approach on a JTMS backbone. ‘Whereas, the AGM
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theory [Alchourrén et al., 1985] is seen as exemplifying the coherence approach on an ATMS back-
bone.

Most truth maintenance systems employ as part of their foundation a formal model of knowledge
and belief proposed by Hintikka [Hintikka, 1962] called the possible worlds approach. The possible
worlds approach states that given W, a set of alternative worlds, the knowledge and belief of an
agent situated in the current world w “consists of that agent identifying a subset W7 of W as the
set of worlds that are possible alternatives to w” [Vardi, 1986]. That is, a propoeition p is known or
believed in w by a if p is true in all the worlds in W».

As claimed by many in the field [Vardi, 1986, Konolige, 1986, Hintikka, 1975], there is a serious
flaw in this theory which has been given the name logical omniscience. Logical omniscience means
that an agent must always know or believe the logical consequences of her knowledge or beliefs. n
other words, if p logically implies ¢ and the agent knows or believes p then the agent also knows or
believes g. This does not model belief in humans very accurately.

Fagin and Halpern [Fagin and Halpern, 1985] and Levesque [Levesque, 1984] attempt to deal
with this issue by distinguishing between impliciz and ezplicit beliefs. Explicit beliefs are beliefs
that the agent has or claims to have whereas implicit beliefs are all the logical consequences of the
explicit beliefs [Konolige, 1986]. Fagin and Halpern call this the logic of general awareness. It means
that if p logically implies ¢ and the agent knows or believes p then the agent also knows or believes
g but is unaware of this. This does not adequately represent human belief systems either.

2.2.1 Justification-based Truth Maintenance Systems

One of the first justification-based truth maintenance systems (JTMSs) is Doyle’s Truth Mainte-
nance System (TMS) [Doyle, 1979]. Doyle made the observation that, as humans, we continually
make assumptions about objects, their permanence, features, and properties and that we can make
corrections to our assumptions with relative ease. We can easily provide explanations for our errors
and replace our old conclusions with new ones based on new evidence. This observation shows that
for humans, the set of our beliefs changes in a non-monotonsc manner.

The purpose of the TMS was to show how non-monotonic reasoning could be used to “determine
the current set of beliefs from the current set of reasons, and to update the current set of beliefs in
accord with new reasons in a (usually) incremental fashion.” [Doyle, 1979, p.231]

Reasaoned Belief

In TMS, the reason (or justification) for a belief consists of an ordered pair of sets of other beliefs.
A reasoned belief is #n only if every belief in the first set is in and every belief in the second set is
out. An in belief is one that is believed. Consequently, an out belief is one that is not believed. To
be in a belief must have at least one currently valid reason, and to be out, the belief must have no
currently valid reasons or no reasons at all. An assumption is a current belief (an in belief) whoee
reason depends on a non-current belief (an out belief).

Doyle considers three main types of justification. The first is non-monotonic justification used
to make tentative guesses. Here, an argument for a belief (represented as a node in TMS) can be
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