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ABSTRACT

Performance of Adaptive Admission/Congestion Control Policies on a Hybrid

MC-CDMA /TDMA Integrated Multimedia Networks

Uthman A. Baroudi, Ph.D.

Concordia University, 2000

Future 3G CDMA networks are expected to have the ability to accommodate
variety of users, each with its own transmission characteristics and quality of ser-
vice (QoS) requirements to be maintained. Compatible multi-access system should
provide the means to control (i.e. admission/congestion) the flow of traffic and at
the same time maintain the QoS requirements

The essence of this work is to introduce an interaction between the physical
layer and higher network layers, thus enabling more practical utilization of multi-user
detection and supporting services with different QoS parameters. The traffic sources
are classified according to their activities and QoS of parameters into two categories,
namely stream and interactive traffic. As congestion arises, the interactive traffic
users are granted higher priority than the stream traffic users. In this work, a new
hybrid Multicode (MC)-CDMA/TDMA medium access control technique utilizing
multi-user detection accompanied with a traffic low control scheme is proposed and
analvzed.

Secondly, the End-to-End performance criteria of the proposed MAC such as
packet delay, channel utilization, etc. are investigated under new Window Measurement-

Based admission/congestion control policy where the status of the buffer at the base
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station is estimated taking into consideration the physical limitations of the base
station (i.e. the number of transmission and reception modems), call and burst level
traffic, channel impairment, etc.

Thirdly, the hybrid analysis/simulation routine is repeated to investigate and
verify the performance of the above proposed MAC along with several versions
of congestion policies. The whole system is studied under wide range of traffic
load, and different system parameters. The results show that the QoS requirements
have been effectively maintained and the proposed system is amenable to practical

implementation.
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Chapter 1

Introduction



1.1 Motivation

The telecommunication community is moving quickly to build an infrastructure for
the Personal Communication Networks (PCNs). This technology aims to integrate
voice, video, image, and data in both telecommunication and computing environ-
ments. Hence, PCNs should be capable to provide a wide range of varieties of
services such as high speed transmission, flexible bandwidth allocation, variable bit
rate (VBR), constant bit rate (CBR), available bit rate(ABR), quality of service
(QoS) selections [1].

The question is how effectively should the resources at our disposal be utilized
such that the above objective is accomplished? The answer for this question is
not an easy task. Of course, the focus, here, is on the frequency, time and space
resources. Radio spectrum has the dimensions of frequency, time, and space. The
same frequency may be used for different purposes at the same time in sufficiently
separated spaces (e.g. cellular system), the same frequency may be used for different
purposes in the same space at sufficiently separated times, and sufficiently separated
frequencies may be used at the same time and at the same place. Thus the reduction
of bandwidth for transmission means more frequency bands would be available for
other purposes at the same place; the reduction of physical space for transmission
would allow the same frequency band to be used for different purposes at the same
time in more spaces; the reduction of transmission time would allow the frequency
band to be used for more purposes in the same space. As a result, the reduction of
spectrum space used to transmit a given quantity of information can increase the
spectrum efficiency [7]. The interesting problem arising here is the interference from
other users who are using the same common channel. Hence, to achieve successful
transmission, interference must be avoided or at least controlled [9]. The schemes
that perform such duties are called Multiple Access Protocols. From the above
discussion, we can view the following basic multiple access protocols: Frequency

Division Multiple Access (FDMA), Time Division Multiple Access (TDMA), and

2



Code Division Multiple Access (CDMA).

The CDMA system is considered as one of the very promising candidates for
wireless ATM [1] because of its many attractive features. To mention few, first, the
CDMA networks are well known to combat effectively frequency-selective fading,
jamming, and other in-band interference [2]-[4]. Second, they easily enable the
integration of heterogeneous traffic users [5].

However, there are three main disadvantages in the CDMA protocol that might
compromise the above mentioned advantages. First. CDMA protocol does not easily
support high bit rate users which is very very important for future traffic. For
example, let the available bandwidth be 20 MHz (which is the maximum proposed
bandwidth for future Wideband CDMA systems 16]),; and the processing gain
100, then the rﬁaximum bit rate that can be supported is 0.2 Mb/s. Second, the
Direct-Sequence CDMA (DS-CDMA) scheme requires tight power control to achieve
good performance.

Third, it is well known that CDMA communication systems are interference
limited. These interferences are due to other users who are sharing the same fre-
quency channel simultaneously. Hence, the detection process in such environment is
not straight forward, because the desired signal is corrupted by other signals which
are intended by other users. Therefore, the interference consists of two main parts:
the interferences due to other users and the additive white Gaussian noise. This
interesting situation motivates the researchers to propose several scenarios for the
CDMA receiver. The proposed receivers can be classified into two classes: Single-
user receiver (Conventional) and Multi-user receiver. This classification refers to
the way the receiver should treat or deal with undesired signals. The later jointly
detects the desired signals using the fact that the receiver already has information
about the transmitted signals such as the signature code of each user or it can es-
timate important characteristics of the transmitted signals (such as energy of the

received signals) that can help in improving the process of jointly detecting these



signals. On the other hand, the conventional single user receiver treats the received
signal as if it is composed of the desired signal plus noise (e.g. Gaussian Noise).
Therefore, this receiver deals with each user separately.

Further, the seminal work on multiuser detection by Verdu [41] has added
another dimension to the expected future communication systems. The theoreti-
cal performance of multiuser detection shows much improvement compared to the
conventional systems (single-user). Yer, the optimum multiuser detector has a pro-
hibitive complexity which makes it undesirable for wireless communication. This
motivates researchers to look for sub-optimum multiuser detectors (see e.g. {62, 42])
that have good performance and at the same time affordable complexity. Neverthe-
less, in multiuser detection, it is generally assumed that the number of simultaneous
packets, the identities of the users’ codes, and the multipath channel associated with
each user transmission are perfectly known. Deviating from such assumptions will
yield a very high probability of error. For connection-oriented services, the signaling
period may yield useful information about the number of users. Unfortunately, even
with such knowledge, users burstiness will preclude the accurate estimation of the
instantaneous number of packets on the channel.

Now, it should be clear that designing a multiple access control depending
mainly on physical layer parameters without interaction with other layers in the
networks would lead into improper and inefficient usage of the resources(e.g. band-
width, servers, time, etc.). Therefore, introducing an interaction between the access
protocol and the activity of the users as well as its requirements of service quality is
very essential for reliable and practical networks. Most of previous works (e.g. [72],
[77], [87]) focused on the “worst case” scenario assuming fixed traffic population.
For instance, in [77], system capacity is evaluated under the assumption of fixed
number of calls, fixed QoS parameters and so on. As a matter of fact, the actual
activity of the network is far from such rigid parameters. Nowadays and in the near

future, the nature of the traffic population for a wireless network is much diversified.



Examining the Decorrelator Receiver [8], we can see many attractive features
that make it viable solution to future CDMA networks. First of all, the multiuser
interference has been eliminated. Second, its computational complexity is much
reduced compared with the optimum receiver. The computational complexity of
the decorrelator detector increases linearly with the number of users (i.e. O(K)).
Third, it uses a linear transformation to obtain an estimate of the transmitted
symbol. At practical SNR values, the decorrelator receiver provides much better
performance than the conventional one. Further, the linear decorrelator receiver
exhibits the same degree of near-far resistance as the optimum multiuser detector.
In addition, when the users energies are unknown, the decorrelator receiver is the
optimal approach [62]. However, a significant limitation of this technique is the
computational complexity due to the inversion of the correlation matrix [45] where
entries depend on the number of active users, signature sequences, and the delays
of the users. Many researches have tried minimizing the computation required, for
example Ref. [45]. Further, any change in one of these parameters changes the
correlation matrix and consequently a need for updating the multiuser detection
process. Moreover, the uncertainty in the actual number of active users is another
serious problem that might degrade the system performance very severely [66] which
now could be resolved by applying our proposed scheme for traffic control.

Motivated by the discussion above, the essence of this work is to introduce an
interaction between the physical layer and higher layers, thus enabling a more prac-
tical utilization of multiuser detection and supporting services with different QoS
parameters. To achieve this objective, the traffic sources are classified according
to their activities and QoS of parameters into two categories, namely stream and
interactive traffic. In the case of contention, the interactive traffic users are granted
higher priority than the stream traffic users. In this work, a new hybrid Multicode
(MC)-CDMA/TDMA medium access control utilizing multiuser detection is pro-

posed and analyzed. Further, two traffic flow control approaches, to accompany the
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Figure 1.1: Motivation behind the proposed access protocol

TDMA/MC-CDMA system, are proposed. One approach deterministically controls
the flow of traffic into the TDMA slots, while the other statistically controls the
flow of traffic depending on the instantaneous changes in the traffic load. Although,
hybrid TDMA/CDMA techniques were proposed in the literature before ( see e.g.
[12]), to our knowledge, our proposal is new and original at least by creating an
interaction between the physical layer and other higher layers (for example, ATM
layer and or the flow and congestion control functions in the data links or network
layers) that could enable the integration of multimedia applications into wireless
networks.
Figure 1.1 illustrates the motivation behind our proposed hybrid MC-CDMA/TDMA

access protocol. It reads that CDMA systems can support high bit rate users if Mul-
ticode MC-CDMA techniques used and consequently we solve a problem and at the

same time creating another serious problem thazt is high flux of mutual interference
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of low-bit rate streams. The proposed solution is to adopt a hybrid access protocol
that could balance the traffic flow. More, looking at the tight power control issue, we
could use Decorrelator receiver to lessen the impact of this drawback of DS-CDMA
protocol. Nevertheless, as mentioned above, Decorrelator receiver has computational
complexity and its theoretical performance depends highly on the knowledge of the
exact number of active users communicating with the base station. Our proposed
remedy is to impose a control scheme on the flow of traffic into the network such
that the base station has “perfect’ knowledge about the number of packets processed
by the Decorrelator multiuser receiver.

Applying the above proposed access protocol shows outstanding performance
in terms of BER and in balancing heterogeneous traffic between TDMA slots. Nev-
ertheless, there is another important issue that should be addressed that is the
Admission / Congestion control issue. In other words, we should provide answers
or clues on the following questions. First, does the new call affect the QoS of active
callers currently carried by the network? Second, can the network provide the QoS
required by the new caller? The question then becomes how can we map the end-
to-end QoS requirements into physical parameters. In other words, how can we map
the link layer QoS into physical layer QoS [76]. What is the mechanism that should
be followed? Is it in implementing preventive congestion control where the schemes
are designed to prevent the occurrence of congestion? or should we apply reactive
congestion control where one relies on the feedback information for controlling the
level of congestion? [67]

Many researches have been published addressing this issue (e.g. see [T2]-[77]).
Yet, most of the existing work considers either the uplink or the downlink channel
in evaluating the CDMA system under the proposed admission/congestion policies.
Further, These studies do not include the error performance in the queueing mod-
eling of the CDMA networks. Nevertheless, the inclusion of the channel error per-

formance in the queueing modeling would give more realistic figures of performance
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as well as it guarantees the QoS of the networks. Therefore, the second part of this
work shall focus on devising an adaptive call admission/congestion policy based on
a Window-Measurement estimation of the status of the buffer at the base station. In
our analysis, we interrelate physical limitations of the base stations (i.e., the number
of transmission and reception modems), call and burst level traffic, instantaneous
BS buffer condition, and End-to End bit error performance in one queueing problem.
Then. a Window-Measurement estimator is developed to estimate the probability
that the buffer at the base station could be congested and accordingly, the traffic

load shall be controlled.

1.2 Scope of the Thesis

This thesis investigates a proposed interaction between the design of the physical
layer and the nature of the application that are using the networks. The related
technologies are too wide to be covered. Although, we are going to briefly cover the
state-of-the-art related to three aspects that are Multiple access protocols, Multiuser
receiwvers and admission/congestion policies for CDMA networks.

We begin with Chapter 2 where many multiple access protocols are introduced
including the basic ones such as FDMA, TDMA and CDMA. First, we shall discuss
briefly each of the above basic multiple access techniques. Then, we shall explore the
influence of the traffic changes on the choice of multiple access. Finally, the hybrid
multiple access techniqﬁes are addressed. The implication of the multiple access
techniques on the wireless networks are discussed along with our introduction to
each protocol.

Chapter 3 covers the main classes of receivers proposed in the literature for
direct sequence CDMA (DS-CDMA) with more emphasis on Decorrelator Multiuser
receiver which is a key element of of our proposal.

Finally, we end these brief introductory chapters with chapter 4 which explores



the existing work in the area of Admission/Congestion control policies for CDMA
networks.

Our contribution starts at chapter 5 where a new hybrid TDMA./ Multicode
(MC)-CDMA medium access control utilizing multiuser detection is proposed and
analyzed. Further, two traffic flow control approaches to accompany the TDMA /MC-
CDMA system are proposed. One approach deterministically controls the flow of
traffic into the TDMA slots, while the other statistically controls the flow of traffic
depending on the instantaneous changes in the traffic load. The two approaches
have been examined under a wide range of traffic characteristics where AWGN is
only considered besides the mutual interferers from other intracell users. Both ap-
proaches show superiority as well as less sensitivity in terms cf BER to the traffic
changes compared with the conventional system.

Chaprters 6 and 7 contain the second part of this work which focuses on devis-
ing an adaptive call admission/congestion policy based on a Window-Measurement
estimation of the status of the buffer at the base station.

The complexity of the wireless networks under consideration has put some
restrictions on our analysis. Hence, it is important to evaluate the performance
of the proposed protocols via simulation where these protocols shall be tested un-
der more realistic conditions and system parameters. Chapter 8 covers the sim-
ulation set-up for exact Monte-Carlo simulation used to simulate the multimedia
integrated CDMA networks where heterogeneous traffic users are multiplexed into
simple TDMA frames. In this simulation, our emphasis is on the network perfor-
mance issues such as packet delay, packet delay jitter, frame losses, call blocking, etc.
Therefore, the only system parameters that are going to be simulated and randomly
generated throughout the simulation program are these parameters bearing direct
relation to the network performance. Then, the simulation results are presented and
discussed. We end this work by chapter 9 with main conclusions and suggestions

for future work.



Chapter 2

Multiple Access Techniques
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2.1 Introduction

How effectively the resources at our disposal should be utilized? This question faces
us in every aspect in our life. The answer for this question is not an easy task.
Of course, the focus, here, is on the frequency, time and space resources. Radio
spectrum has the dimensions of frequency, time, and space. The same frequency
may be used for different purposes at the same time in sufficiently separated spaces
(e.g. cellular svstem), the same frequency may be used for different purposes in the
same space at sufficiently separated times, and sufficiently separated frequencies may
be used at the same time and at the same place. Thus the reduction of bandwidth
for transmission means more frequency bands would be available for other purposes
at the same place; the reduction of physical space for transmission would allow the
same frequency band to be used for different purposes at the same time in more
spaces; the reduction of transmission time would allow the frequency band to be
used for more purposes in the same space. As a result, the reduction of spectrum
space used to transmit a given quantity of information can increase the spectrum
efficiency {71.

Following the above philosophy, the literature has a considerable amount of
available research trying to find ways complying with this philosophy. In this pro-
posal, we will explore application of the above philosophy on the multiple users and
multiple communication links rather than point-to-point links.

There are several types of multiuser communication systems, such as, a mul-
tiple access system, a broadcast network, a store-and-forward network. In multiple
access systems, a common channel is accessed by a large number of users to transmit
information to a receiver (up-link in satellite system or the up-link in the mobile
cellular network) as shown in fig. 1. In the broadcast system, we have the opposite
where a single transmitter sends information to multiple receivers (down-link in the

mobile cellular network) [8].

The interesting problem arising here is the interference from other users who
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are using the same common channel. Hence, to achieve successful transmission, in-
terference must be avoided or at least controlled [9]. The schemes that perform such
duties are called Multiple Access Protocols. These protocols can be classified into
two basic classes, namely, conflict-free and contention (Random Access) protocols.
Conflict-free protocols ensure that a transmission. whenever made, is a successful
one, that is, will not be interfered by another transmission. This objective can be
achieved by allocating the common channel to the users either statically or dyvnam-
ically [9]. The main drawback of this class is that, under heavy population traffic,
this protocol is not any more effective. The alternative to the conflict-free protocol
is the contention protocol where every user is allowed to transmit, but the trans-
mission is not guaranteed to be successful, because of the expected collision among
the simultaneous active users. Two packets are considered in collision, if they were
transmitted during the same time slot and they could not be received successfully.
Hence, the protocol must prescribe a way to resolve conflicts once they occur so
all messages are eventually transmitted successfully. Again, the resolution is either
static or dynamic [9]. Fig. 2.1 illustrates the general classification of multiple access
protocols.

" Another way to look at the problem (efficient spectrum utilization) is to con-
sider the traffic population variations, and accordingly we classify the ways that
may accommodate such trafic. Here, we shall follow this approach of classifica-
tion. In other words, our discussion for the existing multiple access protocols will
be according to their compatibility to the traffic requirements.

From the above discussion, we can view the following basic multiple access
protocols: Frequency Division Multiple Access (FDMA), Time Division Multiple
Access (TDMA), Code Division Multiple Access (CDMA). First, we shall discuss
briefly each of the above basic multiple access techniques. Then, we shall explore the
influence of the traffic changes on the choice of multiple access. Finally, the hybrid

multiple access techniques are addressed. The implication of the multiple access
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techniques on the wireless networks are discussed along with our introduction to

each protocol.

2.2 Basic Multiple Access Techniques

2.2.1 Frequency division Multiple Access (FDMA)

The basic principle of FDMA is that the entire available bandwidth is divided into
bands each of which serves a single user as illustrated in Fig. 2.2a. It is the only
multiple access technique that can be used in analog transmission as well as digital
[99]. The attractive feature of this protocol is its simplicity. It does not require
any time synchronization among the users, because each user has its own frequency
spectrum to use without any interference (ideally) from other users [9],[16]. In
practice, FDMA protocol suffers several problems, for instance, intermodulation
effects, adjacent channel interference. Therefore, guard bands must be used between
adjacent frequency channels to minimize these effects. Consequently, the frequency
utilization efficiency is reduced. The required size of guard band depends in part on
the residual sidebands in each transmitted signal [16]. This could explain why the
primary task for radio engineers, for decades, was to design filters that can tackle
the problem of separating the desired user’s spectrum from other users’ traces who
occupy other frequency bands {99]. For more details about the above issues in FDMA
and also the system analysis, the reader is directed to Ref. [16], [100]. . Further, in
wireless networks or in personal communications where the traffic is expected to be
high, the critical issue, here, is what is known as channel assignments. The channel
assignment is a protocol that controls the way of assigning frequency band for each

user. This can be done statically or dynamically. This issue shall be discussed later.
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2.2.2° Time Division Multiple Access (TDMA):

This protocol tries to efficiently use the time resource. In TDMA, the time resource
is divided into time slots, where each user is granted one of these slots, while the
whole bandwidth can be used by this user. In TDMA, the bit rate of the transmitted
bursts are generally many times higher than that of the continuous input bit streams.
The slot assignments follow a predetermined pattern that repeat itself periodically;
each such period is called a cycle or a frame [9],[16]. Hence, a buffer is needed at
each transmission to store the data bits received from one frame until the nexs.
Fig. 2.2b illustrates the TDMA protocol. This multiple access protocol imposes
the following constraints on the system design: 1) time synchronization, 2) buffer
design. Further, guard times should be introduced between users’ slots to avoid
inter-modulation (IM) products and also to accommodate any timing inaccuracies.
On the other hand, TDMA is the most helpful protocol in supporting high peak

rate users [16].[30],[37].

2.2.3 Code Division Multiple Access (CDMA):

This technique has been known since about 1940 [15]. CDMA employs the spread
spectrum modulation format, meaning that each user’s digital waveform is spread
overall the entire spectrum allocated to all users of the network [99]. The spreading
function is done according to a code which is known by both the sransmitter and
the receiver. In principle, each user is assigned different code and because of that
the technique is Code Division Multiple Access. In the receiver side, the intended
user despreads the received signal using his information about the spreading code
and then demodulate the user’s digital signal. Of course, the other signals intended
to other users remain spread with very low power spectral density. From the above
discussion, it is obvious that CDMA has no time restriction as the case in TDMA nor

frequency restriction as in FDMA. Fig. 2.2c illustrates the asynchronous CDMA.
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Code division multiple access [39] can be classified into three classes accord-
ing to the characteristics of the spread spectrum signal: 1) Direct Sequence CDMA
(DS-CDMA) where the spectrum of the data-modulated signal is widened directly
by a second modulation using a wide band signal or code, 2) Frequency Hopping
CDMA (FH-CDMA) where the widening of the spectrum is accomplished by chang-
ing the carrier frequency periodically and each carrier frequency is chosen from a
set of frequencies which are spaced approximately the width of the data modulation
bandwidth apart, and 3) Time Hopping CDMA (TH-CDMA) is the counterpart to
FH-CDMA where the time domain is divided into frames and each frame is further
split into M time slots. During each frame one and only one time slot will be mod-
ulated with a message by any reasonable modulation method. The particular time
slot chosen for a given message is selected randomly. For more details, the reader is

referred to Ref [39],{40].

2.3 Traffic Dynamics and the Choice of Multiple
Access Protocol

Having discussed the basic multiple access techniques, the question is how to choose
the proper protocol? In general, there are two primary factors that direct the choice
of a multiple access technique: 1) the traffic characteristics of the network of interest,
and 2) the state of technology development at the time a network is deployed [35].
When we look at the first factor (traffic characteristics), we have to observe three
things. First, the nature of traffic (i.e steady, dynamic). Second, the transmission
characteristics of the traffic population (i.e. CBR, VBR, ABR, etc.). Third, The
quality of service {QoS) requirements by the end user.

Considering a communication network, where the traffic from each user is
steady, or nearly so, it is possible to assign a fixed portion of the multiple-access

channel (Fixed channel assignment) for each user. The ordinarily chosen candidates
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for such protocol is either TDMA, or FDMA. As long as the traffic of each user is
relatively stable, FDMA and TDMA provide acceptable performance [35]. However,
in many networks, we do not have the above situation, but we observe that the
traffic from each user varies with time. Furthermore, the number of active users
also changes as function of time [101,[35]. This bursty nature of the rraffic manifests
itself either in the call level or in the packet level. Accordingly, the time slot or the
frequency band assigned to a certain user is not used at the moment this user is idle,
while there might be other users who are in need for this slot and they are denied
to have an access to.

Therefore, it is clear that the fixed channel assignment technique considered
above does not fully exploit the capabilities of the system, because of the poor
utilization of the available bandwidth due to the variations in the traffic [10]. In
this case, it may be desirable to consider the Demand Assigned Multiple Access
(DAMA) architecture [35]. It dynamically assigns channel according to the demand
of each user and the traffic load [10]. In a DAMA system, a separate channel, called
the request channel, is used by the individual user to request capacity when it is
needed. The way this capacity is allocated is either by the master station in response
to the user request or by a common algorithm running in each terminal [35]. Of
course, DAMA may be applied to both TDMA and FDMA.

The price paid for accommodating varying traffic by DAMA is the introduc-
tion of additional overhead into the multiple access channel due to the process of
requesting and (sometimes) assigning capacity [35]. Fortunately, the statistical mul-

tiplexing efficiency achieved makes DAMA attractive in the future generation of the

personal communications (PCS) [30].

2.3.1 Dynamic Frequency Division Multiple Access (D-FDMA)

Currently, FDMA serves as an auxiliary of TDMA or CDMA to further enhance the

system capacity by implementing frequency reuse [30]. In fact, the work of Kohno
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[74] can be considered as a D-FDMA on the CDMA platform, where the allocated
bandwidth is optimally controlled according to the traffic load and the network

performance.

2.3.2 Dynamic Time Division Multiple Access (D-TDMA)

Dynamic TDMA (D-TDMA) has been proposed as a multiple access protocol for
satellite and radio communications [12},13],[25], for local area networks. D-TDMA
has different scenarios. For example, in {13], the time frame is divided into three
contiguous TDMA frames namely, request slot, voice slot, and data slot. Further,
each of these frames are subdivided into TDMA intervals. The boundary between
the voice and data slots is adjustable according to the ratio of voice and data traffic.
The channel access follows the circuit mode reservation for voice calls, while the
data messages are dynamically assigned the available capacity and served according
to the first-in-first out policy. The request channel works on a random mode (slotted
ALOHA). It is suggested [13] that high D-TDMA capacity may be achievable by

employing higher level modulation such as QAM along with trellis modulation.

2.3.3 Packet Reservation Multiple Access (PRMA)

Packet Reservation Multiple Access (PRMA) is another TDMA-based channel as-
signment multiple access [30] as shown in Fig. 3.4a & b. The PRMAA combines
random access with time division access and employs voice activity detection to im-
prove the multiplexing efficiency. There is no request channel assigned, but each user
(voice or data) desires to transmit should try using the whole information packet.
Then, if it succeeds, the user can make reservation. Further, PRMA can support
integrated services by assigning voice and data different priorities. The PRMA pro-
tocol has been studied in the literature considering several system scenarios [20]. It

was shown that PRMA is not efficient and particularly when the traffic is heavy.
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With heaving traffic load, packet collision frequently occurs. PRMA is a slow pro-

tocol in the sense that the failure of the user take a duration of one packet to be

detected [30].

2.3.4 Resource Auction Multiple Access (RAMA)

The RAMA [36] has the same structure as D-TDMA except that the reservation slot
is replaced by an auction slot.Figure 3.dc illustrates the frame structure of RAMA.
As was discussed above the D-TDMA uses slotted ALOHA for channel access, while
the RAMA uses the auction strategy to access the channel. RAMA works as follows.
The unused resources will be “auctioned” to the requesting subscribers and assigned
to the winners according to priority. The auction process is based on the user’s
ID which is a random number generated by the user when he needs to contend
[36],{30]. The number of digits in the user’ID depends on the expected number of
users in the network, and must be large enough to ensure that the probability of
two independent users generating the same ID is very small [30]. Priority digits can
be included in the ID to designate the combinations of service priority and fairness
considerations [36]. Each unused communications resource will be auctioned one at
a time. The subscriber requesting a channel access will transmit its ID, one digit
at a time. Following each transmitted digit, the base station announce the highest
value among received digits on the downlink channel. All users whose transmitted
digit is less than the announced one will drop out from further participation in this
assignment cycle. The process is repeated for the next digit and again and again
until all the digits have been transmitted, then there will be a final winner at the
end of this auction slot. The resource assigned to the winner is announced by the
base station following the auction interval. This resource will be removed from the
“unused resources” list. It is clear that there still a chance for having identical ID for
different users which cause collision, but it does not cause any erasure or failure. This

protocol or strategy always allows a requesting user to be admitted to the system
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irrespective of the traffic demand as contrary to the D-TDMA or PRMA where the
system performance degrades very quickly in the heavy traffic. Nevertheless, The
RAMA suffers from the implementation complexity and also has the same problem

as D-TDMA that is the fixed bandwidth allocated for reservations [30].

2.3.5 Dynamic Reservation Multiple Access (DRMA)

Dynamic Reservation Multiple Access (DRMA) has been proposed | 22] as a strategy
to overcome the shortcomings of PRMA, D-TDMA. and RAMA. It is dynamic
strategy, because the number of reservation slots change and their position in a
frame change with time. In fact, DRMA is similar to PRMA in the sense that
there is no bandwidth allocated to reservations. In DRMA, each slot may be used
either for information transmission or channel reservation minislots depending on
necessity. The user needs to transmit and has transmission permission, randomly
chooses one of the reservation slots, and transmits a short reservation packet. As
most of the protocols proposed to serve integrated services (voice, data, etc.), DRMA
gives higher priority to the voice calls. Hence, we shall end with a contention
problem that will be solved by the voice transmission permission probability and
the data transmission permission probability . At the end of this reservation slot, the
assignment is broadcasted by the base station and each successful user is assigned one
of the available slots. DMRA shows superiority over the existing demand channel
protocols [30]. The literature is rich of other variations and scenarios of DAMA

based on TDMA structures e.g [21],[23],[37].

2.4 Random-Access Protocols

What we have mentioned above is the main existing multiple access techniques
that modify the basic TDMA frame structure to accommodate the variations in

the traffic. Further, the above techniques add another dimension to the TDMA by
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considering the random access techniques such as ALOHA in the request channel.
However, if the traffic is bursty or the required overhead associated with such proto-
col is comparable to the amount of information to be transmitted, the use of DAMA
architecture, even with random access techniques, may not provide an acceptable
level of network efficiency [35]. Tn these circumstances. the only practical alternative
is to use the random access technique in the primary channel rather than just in

the request channel [35]. There are two general classes of random multiple access

techniques: 1) ALOHA and 2) CDMA.

2.4.1 ALOHA Multiple Access

In this protocol, the packets are buffered at each terminal and transmitted over a
common channel to the hub station. There is no synchronization between users.
Usually, the trafic modeled as a Poisson point process. Under a moderate traffic,
there is a high probability of success. However, as the traffic load increase, the

probability of collision between different users increases 2,{35].

2.4.2 CDMA Techniques

CDMA techniques are very promising multiple access schemes and their structures
make them very competitive candidates for PCS [30]. First, the whole bandwidth is
available for all users in each cell, kence, complex frequency planning is avoided that
makes the future expansion more easier. Voice activity exploitation and frequency
diversity are inherent features of CDMA. Anti-multipath capability is another at-
tractive feature of CDMA. In [13],it is shown that the packet CDMA does achieve
a significantly higher bandwidth efficiency than TDMA.

However, CDMA has also some limitations. The performance of DS-CDMA
is very sensitive to the accuracy of the power control. Thus a tight power control

is necessary for acceptable performance. On the other hand, FH-CDMA does not



require very accurate power control, but the required frequency synthesizer is com-
plex. Moreover, to achieve good performance, the data rate should relatively be
low, consequently, longer delay will be suffered by long messages such as file trans-
fer. Moreover, packet CDMA system performance is sensitive to the propagation

loss constant () [13].

2.5 Hybrid Multiple Access Systems

From the above discussion, it is clear that there is no access scheme that outperforms
all others under all conditions [38]. The aim is to accommodate a combination of
traffic types. This aim can be achieved by designing addptive protocols that offer
good performance over a wide range of conditions which means that these protocols
have flexibility such that the access scheme itself changes, adapting smoothly to net-
work load fluctuations, yielding an access procedure appropriate for the actual state
of the network [38]. In other words, we seek from the hybrid system the adaptability
to the changes in the system parameters such as traffic dynamics, variations in the
required quality of services, etc. In [26],[38], there is another proposed approach to
achieve the above objectives that is to partition the channel into several sections,
each operating under its own protocol. Here, the focus shall be on those proposals

utilizing the CDMA system as one of their components.

2.5.1 Hybrid FDMA/CDMA

FDMA/CDMA was investigated in [11] under Ricean multipath fading where two
multipath densities profiles (MIP) for the Rayleigh components of the channel were
considered that are: a constant MIP, and an exponential MIP. The hybrid sys-
tem is formed by dividing the total available bandwidth into separate and isolated
‘narrowband’ CDMA systems. It is shown that the “wideband” CDMA system out-

performs a hybrid F/CDMA. The results also show that under the exponentially
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decaying multipath MIP with a large decay factor may result in only a minimal
degradation of the system performance for a hybrid system.

Jianming and Kohno [74] have investigated a new FDMA/CDMA multiple
access protocol for wireless multimedia networks. The total available bandwidth
is divided into a number of sub-band frequency. Each medium is assigned one of
these sub-bands. The width of each sub-band is optimally controlled in terms of
the processing gain which is obtained by using nonlinear programming. The control
factors are the traffic dynamics and the prescribed priority for each medium. This
system has shown higher flexible capacity than TDMA in a dynamic multi-media
traffic channel. Nevertheless, the receiver structure is expected to be too complicated

because it is required to be adaptive to the dynamic changes in the bandwidth of

each sub-band.

2.5.2 Hybrid CDMA/TDMA

Elhakeem et al [12] analyzed the delay and throughput performance of fixed frame
TDMA/CDMA, variable frame TDMA/CDMA, and adaptive time hopping CDMA
for both voice and data transmission under Rayleigh and Ricean multipath fading
channels. It is shown that variable frame TDMA/CDMA and adaptive time hopping
CDMA provide the best delay results for voice traffic in both Rayleigh and Ricean
fading channels and nonfading channels.

In [34] a CDMA/TDMA mobile system applying joint detection and coherent
receiver antenna diversity has been proposed. In fact this proposed protocol uses the
same TDMA structure used in the GSM mobile system with the exception that each
user spreads his own signals using DS-CDMA. Further, a forward error correcting

code is used to mitigate the multiple access interference (MAI) effects.



2.5.3 Hybrid FDMA/TDMA /CDMA

This multiple access technique was proposed [15] as an air interface for Univer-
sal Mobile Telecommunication system (UMTS). The different advantages of each

multiple access scheme are combined to obtain the utmost performance.

2.6 Time Division Duplex (TDD)

In the time division duplex system (TDD) [14], the same frequency band is used by
both links (i.e uplink and downlink). TDD svstem has some advantages over the
irequency division duplex when there is no balance in data rate between the uplink
and the downlink. The FDD system has to have a quite narrow filter to distinguish a
low rate signal that is transmitted among high speed signal. Moreover, a frequency
synthesizer is required to choose an RF carrier frequency that wastes a valuable
battery power. On the other hand, time synchronization is essential in the TDD
system. However, in TDD, the channel impulse response can easily be estimated by
using the CDMA signal transmitted in a TDD time slot, where the MS estimates the
forward channel impulse response and the BS estimates the reverse channel impulse
response. Then, both parties exchange these information. These measurements
can be used to control the transmitted power in the uplink and / or the channel
equalization in the down link. In [14],{31],[32], TDD-CDMA/TDMA multiple access
protocol is investigated where the radio channel for the proposed mobile network is
assumed an indoor micro cellular channel. The uplink employs a CDMA scheme to

transmit low speed human interface signal, while the downlink employs a TDMA

scheme to transmit high speed video signals



2.7 Conclusions

A brief review of the existing multiple access protocols has been presented. No pro-
tocol can be claimed that it outperforms all others under all conditions. Therefore,
Hybrid access schemes have also been explored. The comparison between these
access scheme should be done taking in consideration the traffic characteristics,
performance measures. the existing technology at the time of deplovment of such

network.
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3.1 Introduction

The structure of the CDMA signals is quite different from the structures of the other
orthogonal multiple access techniques such as FDMA and TDMA. This structure
has its unique features as well as its unique problems. For example, it is well known
that CDMA communication systems are interference limited. These interferences are
due to other users who are sharing the same frequency channel simultaneously. The
detection process in such environment is not straight forward. because the desired
signal is corrupted by other signals which are intended by other users. Therefore, the
interference consists of two main parts: the interferences due to other users and the
additive white Gaussian noise. This interesting situation motivates the researchers
to propose several scenarios for the CDMA receiver. The proposed receivers can
be classified into two classes: Single-user receiver (Conventional) and Multi-user
receiver.

The above classification refers to the way the receiver should treat or deal with
undesired signals. The later jointly detects the desired signals using the fact that the
receiver already has information about the transmitted signals such as the signature
code of each user or it can estimate important characteristics of the transmitted
signals (such as energy of the received signals) that can help in improving the process
of jointly detecting these signals.

On the other hand, the conventional single user receiver treats the received
signal as if it is composed of the desired signal plus noise (e.g. Gaussian Noise).
Therefore, this receiver deals with each user separately [42].

In the following sections, we will review in detail both types of receivers and
highlight the limitations and potentials of each receiver. To begin with, we repeat
the formulation of the DS-CDMA signal and channel model. The receiver front end

observes the following composite signal assuming there are K users sharing a white



Gaussian channel.
K
y(t) = Zsk(t—ﬂc) +n(t); 0<t<T; (3.1)
k=1
where s.(t) is the equivalent lowpass transmitted signal of a block of IV bits of the
k—th user, and 7y is the transmission delay, which satisfies the condition 0 <% <71
forall 1 £ & < K, T, being the bit duration assumed to be equal for all users. n(t)

is additive white Gaussian noise with power spectral density XV, /2.
N
sk(t) = VEx Y bp(d)ax(t — iTy) (3.2)
t=1

where E} is the signal energy per bit. This is the general model for the multiuser
transmission. bx(¢) and a(t) are the binary phase shift keying (BPSK) baseband

data signal and the spreading waveform for the kth user, respectively.

3.2 The Conventional Single User Detector

We shall start with the conventional detector which it is a suboptimal receiver from
the point view of the nature of the interferences in the DS-CDMA systems. The
conventional or single user detector is the simplest receiver. The interesting thing
that stimulates the researchers to use the conventional detector as a receiver for the
DS-CDMA systems is that it is well known that the Gaussian noise is the worst
kind of additive noise from the capacity standpoint [45],[49],[52]. Further, it is well
known [51] that the matched filter is the optimum receiver if the interferences are
confined to be a White Gaussian Noise.

Fig. 3.1 illustrates this detector. Simply, the receiver is composed of a bank
of matched filters for each user. The received signal is correlated with the signature
code associated for each user, then it passes to a detector where a decision should
be taken based on the correlator output. Thus, this type of receiver ignores the
presence of other users and assumes that any corruption in the received signal is

due to an AWGN multiple access channel.
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Figure 3.1: The conventional DS-CDMA detector

Assume synchronous sransmission, 7 = 0 for all 1 < £ < K. The output of

the kth correlator is
= [ vt (33)
which can be decomposed into three components: 1) the desired signal, 2) multiple

access interference (MAI) from coexisting users, and 3) noise.

e = V/Eibe + 3 Eibipea(®) + [ ax(en(t)ds (3.4)
=
Ty
pin(0) = [ a(B)ac(t)at (3.5)

where pgr = 1. If we examine the output of the kth (i.e. yx, 1 < £ < K) correlator,
we can observe that the success of this type of receiver is highly dependent on
the cross-correlations between codes as it is clear from Eq. 3.4. Theoretically,

this interference problem can be overcome by designing orthogonal signature codes.
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Unfortunately, Asynchronous transmission and Multipath Fading make it impossible
to design signature sequences for any pair of users that are orthogonal for all time
offsets [8]. Thus, interference from other users is unavoidable and the larger the
number of overlapping users, the more the conventional detector is vulnerable to
the multiple access interference. On the other hand, in practice, the signals received
by the receiver in the base station suffer different levels of attenuation due to two
factors: Fading and mobile’s geographical location (far or near) relative to the base
station. Consequently, users near the receiver end are received at high powers and
those that are far away are received at low powers. This is called near-far effect
1421,[8]. Thus, even if we could design signature codes that have very low cross-
correlations relative to autocorrelations (i.e. prx < 1), the diversity of the strength
of the received signals will have a significant impact on the capacity and performance
of the conventional detector [43]. This introduces the necessity for a tight power
control {42],{43] to achieve a satisfactory performance.

Now, we turn to examine the performance of the conventional detector. Here,
we shall concentrate on the error rate of this type of detector. As mentioned above,

the conventional DS-CDMA detector follows the same approach of a single user

detector where the error rate is upper bounded by
Pk)=0Q ( SNRgff) (3.6)

where P, (k) is the probability of error performance of the kth, S NRE 7 s the effective
signal-to-noise ratio of the k-th user which is defined to be Ej /I,. I, is the total
interference power density, Fj is the signal energy per bit of the k£ th user and

@-function is defined as
]. o 2/
Q@) =—= [ e ay (3.7)

27

The question raising now is how to evaluate I, in the case of DS-CDMA? Modeling

the multiple access interferers as random Gaussian variables [53]-{55] leads to the



following formulation of the effective signal-to-noise ratio

K—l}‘1

k _— h bt S
SNRE; = {(Bu/No) ™ + 25

detector is very simple and its performance is well understood. Yet, the error rate
under practical considerations (i.e. SNR, K, PG, etc.) is prohibitive. There are
several ways to mitigate the degradation in performance, namely: Error control
coding 17, Long signature codes with very low cross-correlations [56], power control
199]-[61] to ensure fairly strength of received signal at the receiver end. In the
following sections, we shall present other detectors proposed in the literature as

alternative candidates to DS-CDMA systems.

3.3 The Optimum Multi-User Detector

The optimum multiuser detection is defined as the strategy that selects the most
probable transmitted sequence of bits given that the observation is done over the
whole received waveform. This is required to produce a sufficient statistics for any
bit decision. Having observed the whole waveform, an additional information is
obtained about the received signal in the bit interval under consideration. Hence,
the single-user approach is suboptimal [41],[8]. Here, we shall present the analysis
of the multiuser detectors under the asynchronous transmission. For more details,

[8], [41] and [44] are recommended.

3.3.1 Asynchronous Transmission

Considering the uplink transmission (Mobile-to-Base station, or Earth station to
Satellite), where each user can transmit at any time, the asvnchronous scheme of

transmission is the reality of such systems. On the other hand, considering the
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Figure 3.2: A general multiuser DS-CDMA detector

down link, the transmission can easily be synchronized and each interfere produces
exactly one symbol that interferes with the desired symbol. Using the same notation
as above, and assume that we just have an additive white Gaussian noise, then
the optimum maximum-likelihood receiver computes all users bit sequences that

minimizes the following log-likelihood function

AG) = /ONTb—i-2Ta !:y(t) _ Z \/E’;Z be(P)ar(t — il — Tk)] dt

=1

y2(8) dt - Z VE b [ y0ents - T, — ) at

=1

SVERESS -, e ax(t = iTy = )ax(t ~ T, — ) dt (3.9)

=1 =1 j=

5
5

k=

Pt

Examining Eq. (3.9), we notice that the first term involves y2(¢) which is common for

all possible data sequences, and hence it can be ignored. The second term involves
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the integral

(+1)Tp+7%
() = / T y@art— T —m) dt 1<i<N (3.10)

iTy+7i
which represents the correlator or matched filter outputs for the kth user in the
cbservation interval as shown in Fig. 3.2. From Eq. 3.1 and Eq. (3.10), we observe
that the matched filter outputs {yx(7)} can be expressed as follows.

K .’V’
Ye(i) = > VER D /ak(t — i1y — %)a(t — jTp — ) dt
m=1

i=1

-i-/-n(t)ak(t —iTy — ) dt (3.11)

It is clear that the integral in the first term in Eq. (3.11) represents the cross-
correlation between the signature waveforms. Let pgm (i — ) be the cross-correlation

between the signature waveforms of user 7 and j,
Pm(i — 7) = /ak(t —iTy — 7)ax(t — 7Ty — 7)) dt (3.12)

where pgm(i—3) =0, [i—j| > 1 are the entries of the KxX cross-correlation matrix
R( ). Now, it is easy to express the matched filter outputs in the vector notation as

shown in Eq. (3.13).
YV=RB+N (3.13)

where by definition,
Y=¥D) Y@ - Y, r@) =) v200) - - - y(3)]

B=[B(1) B(2)--- B(N)[*, B()= [\FET.bl(z') Enba(i) - - J’E’be(z)]

N =m0 n@)- o), n() =[n3) na(i) - - ng(i)]
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Such an approach leads to the following conclusions. First, the receiver should '
have the ability to estimate both the received energy of each arrived symbols {E;}
and the transmission delays {7z }. Second, we observe the huge dimension { NKxN K}
of the cross-correlation matrix that is required to be computed for each decision.
Furthermore, the optimum receiver is expected to compute this matrix for all possi-
ble transmitted sequence. Therefore, the computation complexity of such detector
is of O(2¥X). Fortunately, in the case of asynchronous transmission, the desired
symbol is exactly overlapped with two consecutive symbols from each interferer,
providing that all users have the same symbol rate. Therefore, each transmitted
symbol overlaps at most with (2K — 2) symbols. Using this fact makes it possible
to use the sequential detection employing the Viterbi algorithm. Hence, the com-
putational complexity is reduced considerably to be of O(2%) . Nevertheless, the
exponential dependence on K can not be reduced. This motivates the researchers to

look for sub-optimal detectors with a computational complexity of linear dependence

on K.

3.4 The Sub-Optimum Multi-user Detectors

The sub-optimum detectors can be classified into two groups, namely, Linear and

* Nonlinear detectors. This classification is done according to the way the matched
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Figure 3.3: The decorrelator multiuser DS-CDMA detector

filter outputs are transformed such that the transmitted bits are estimated.

3.4.1 Linear Multiuser Detectors

Decorrelating Detector

We observed the exhaustive search required in the maximum-likelihood detector for
each symbol decision. However, the decorrelator receiver uses a linear transformation
to obtain an estimate of the transmitted symbol. From (3.13), we observe that the
solution (i.e. the bit vector Bg) can be obtained by inverting the correlation matrix

Rk which is invertible in most cases of interest [62]. Hence,

L=R¢ (3.14)



This results in
By = Bg + RNk (3.13)
where By is estimated data vector [5152 e EK]T.

Figure 3.3 depicts the decorrelator multiuser structure. Examining Eq. (3.15),
we can extract many attractive features for this multiuser detector. First of all, the
multiuser interference (MAI) has been eliminated. Second. its computational com-
plexity is much reduced comparing with the optimum receiver. The computational
complexity of the decorrelator detector increases linearly with the number of users
(i.e. O(K)). Third, it uses a linear transformation to obtain an estimate of the
transmitted symbol. At practical SNR values, the decorrelator receiver provides
much better performance than the conventional one. Further, the linear decorrela-
tor receiver exhibits the same degree of near-far resistance as the optimum multiuser
detector. In addition, when the users energies are unknown, the decorrelator receiver
is the optimal approach [62].

Now, we consider the performance characteristics of the synchronous decorre-
lator receiver under AWGN. Therefore, 7. =0 forall 1 < k& < K. The output of the

kth correlator is

" (Han()dt (3.16)
Y —/0 Yyit)ag i
I'b N —
oir(0) = [ ailt)ar(t)at (3.17)
i 1 T 17 : 1 T ]
Y1 1 p2 -0 pre - PLK VE1by ny
Y2 P21 1 --e pag - pog V E2be No
= - ' | (3.18)
Yk Pkl Pr2 -+ 1 - ek VvV Eb; ng
LYk ] LpPrr Pr2 -0 Pr& - 1 | | VEkbK | | nk |
where
Ty
g = /0 ax (t)n(t)dt (3.19)
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Now, we can show [8] that the probability of error is given by

Pe(k>=Q<‘ =L ) (3.20)

\j RiiNo

where P,(k} is the probability of error performance of the kth, Ry} is the (k. k)
entry of inverse of the correlation matrix, iV, is the one-sided power spectral density

of AWGN, E is the signal energy per bit of the &k th user and Q-function is defined

as
. 1 2 rq
Qz)=—=/ eV dy (3.21)
2r Jz

However, a significant limitation of this technique is the computational com-
plexity due to the inversion of the correlation matrix [45] whose entries depend on
the number of active users, signature sequences, and the users delays. Many re-
searches have tried minimizing the computations required, for example Ref. [43].
Further, any change in one of these parameters changes the correlation matrix and
consequently a need for updating the multiuser detection process. Moreover, the un-
certainty in the actual number of active users is another serious problem that might

degrade the system performance very severely [66] which could now be resolved by

applying our proposed scheme for traffic control.

MMSE Detector [8][43]

The minimum mean squared error detector is a linear detector w;hich balances be-
tween the desire to decouple the desired user from the other users interference and
at the same time avoids the enhancement of the noise power as in the decorrelator
detector by utilizing the knowledge of the received signal powers. The MMSE de-
tector is exactly analogous to the MIMSE equalizer used to combat ISI. It is obvious
that the main disadvantage of this detector is its dependence on the amplitude es-
timation of the received signals. Further, it suffers from the same problem as the

decorrelator detector that it needs a matrix inversion.
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Figure 3.4: The decision feedback detector for synchronous CDMA

Polynomial Expansion (PE) Detector [43]

The PE detector approximates the decorrelator receiver without the need for the
matrix inversion. It is a linear detector that applies a linear transformation extracted
from the cross-correlation matrix R. The structure of the PE detector is composed
of several stages following the conventional detector. Each stage is simply a spreader
(modulator) and a matched filter bank (demodulator). The outputs of each stage
including the conventional receiver stage are weighted and summed together. The

weights can be chosen to optimize some performance measure.

3.4.2 Non-Linear Multiuser Detectors

[43] The linear detectors mentioned above have provided significant improvements

over the conventional detector. Nevertheless, their linear structure often limits their
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performance. Generally, the nonlinear structured receivers outperform the linear

counterparts.
The basic principle behind the nonlinear detector can be clarified by the fol-
lowing example. Let us have two users communicating with the base station. At

the receiver front-end, we would receive the following baseband signals (note that

the notations used here are the same as above):

,— -
yp = \/Elbl — P12 Eobe _ (322)
Yo = \/Ezbz + p2,1\/ Erby (3.23)

Assume that userl is much stronger than user2 (i.e. near-far problem), then the
decision of the conventional receiver is reliable. Now we can use the decision on

userl to cancel its effect on user2 as shown below in Eq. (3.24).

by =sgn{ys — p21VEibi}
= sgn{\/Eng_z — poaVEL(b — b-vl)}

In the literature, we can find several proposed nonlinear multiuser detectors

(3.24)

that implement the above principle. For example, in [63] and [64], the multi-stage
detector was proposed, and a family of decision-feedback detectors were introduced
in [65]. In general, the nonlinear detectors follow certain steps in the process of
decision making. The main common steps are 1) Estimation of the received signals
amplitudes, 2) Regeneration and 3) Cancellation. Further. some nonlinear detectors
have an additional step that is sorting the received signals in an ascending order
according to their energies (e.g. decision-feedback detectors) to cancel stronger
interferences first and limit the number of stages.

Each of the above nonlinear detectors has an initial stage as well as succes-
sive stages (see Fig. 3.4 as an example). The initial stage provides the detector
with initial guess regarding the transmitted signals. This initial stage would be a
conventional receiver or decorrelator receiver. Therefore, the improvement in the

performance obtained by such detector is highly dependent on the decisions taken

41



in the initial stage. Moreover, in the regeneration process the receiver tries to create
signals resemble the transmitted ones. It is obvious that this step is very crucial and
the improvement of such detector is highly dependent on the accuracy of the regen-
eration step, because the cancellation step presume that the information obtained

1s correct.

3.4.3 Implementation Issues

The multiuser detection strategy has very attractive features that makes it promis-
ing candidate for CDMA communications and personal communications networks.
Nonetheless, it is still a long way before this strategy overcomes the practical im-
plementation issues. In fact, there are several problems that need to be investigated
more such as the computational complexity, the tracking error (frequency, ampli-
tude, phase, and timing uncertainties) [42], and most of all the need to accurately
know the actual number of users packets at any time. In fact, the last issue is very
crucial in the performance improvement obtained by the multiuser detectors. Re-
cently, Esteves and Scholtz [66] show the severe degradation in the performance of

some multiuser detectors when the exact number of active users is unknown.



Chapter 4

Admission/Congestion Control

Policies for CDMA Networks
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4.1 Introduction

With the introduction of multimedia services for the third generation wireless net-
works has faced the researchers with many new challenges that should be resolved
in order to deploy reliable end-to-end service networks. One of these problems is
the issue of control and management of traffic flow into the wireless network. This
is very important issue for properly designing and operating CDMA networks.

Since covering all related aspects of admission control is beyond the scope of
this work, we are going to concentrate in our survey on the work done related to
CDMA integrated networks. However, interested readers could find a wider survey
in [67]-[70]. The decision to accept or reject a call is based on the following questions
[67]. First, does the new call affect the QoS of active callers currently carried by
the network? Second, can the network provide the QoS required by the new caller?
The question then becomes how can we map the end-to-end QoS requirements into
physical parameters. In other words, how can we map the link layer QoS into the
physical layer QoS [76]. How does the network admit new calls providing that certain
quality of service requirements are guaranteed? How can we éstimate or predict the
network performance if a new call is admitted?

Recently, researchers have become very active in investigating this problem and
finding solutions for new issues associated with it. Typically, admission/congestion
control can be classified into preventive control and reactive control. In preventive
congestion control, the schemes are designed to prevent the occurrence of congestion,
while in the reactive congestion control, one relies on the feedback information for
controlling the level of congestion [67]. Further, looking at the matter from the
prospective on which the decision is made, we can categorize the existing admission
decision strategies into two main classes. First, strategies where the figure of merit
is the signal-to-interference ratio (SIR) such that each class of traffic is guaranteed
that its BER requirement is met. These admission strategies are evaluated according

to their effectiveness in increasing the system overall capacity and decreasing the
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outage probability which is defined as the percentage of time that (SIR) is less
than the minimum (SIR) requirement. The second category of admission decision

strategies is based on traffic activity at the base station.

4.2 Power Assignment Problem

Let us assume a single cell CDMA system where there are V active users belong-
ing to the same class of traffic and the QoS parameter is the same for all (e.g.
BER < 107%). Therefore, the maximum capacity is achieved when all users (pre-
sumably independent) could be controlled such that they arrived at the BS front
with the same bit-energy (i.e. E;/I,) level [28]. Hence, the demodulator processes
a composite received waveform containing the desired signal having power S and
(N —1) interfering signals each also with power S. Now, the signal-to-interference
ratio (SIR) which is defined as the ratio of signal power to the total noise (mutual

interference as well as background noise) power, i.e.

3 S
TV -1DS+7

where 7 is the background noise power. It is of greater importance to find the bit

SNR (4.1)

energy-to-noise density ratio (i.e E3/l,). From Eq. (4.1), divide the numerator by
the information bit rate , R, and divide the noise level by the total bandwidth, W,

we get the following expression:

S/R
BlL = g
w,
_ /R (4.2)
(N -1+ N,/S
Equation (4.3) implies that the capacity in terms of number of supported users is
W/R n

N =1 - = 4.

I + EJL 3 (4.3)

where W/R is usually referred to as the processing gain. Ignoring the background

noise, It is clear from Eq. (4.3) that the system capacity is inversely proportional
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to the required F;/I, per user. Therefore, CDMA system’s capacity is not fixed
and it is essential to reduce the per user transmitted power to achieve high system
capacity. This goal can be achieved via different means such as, 1), using powerful
forward error correction (FEC) codes such as concatenated RS codes or product
Turbo codes, 2) applying cell sectorization technique where directional antennas are
used at the cell site both for receiving and transmitting, 3) taking advantage of the
packet-level users activity. Nevertheless, we should note that the performance of
CDMA networks is very dependent on users’ locations and propagation parameters.
Hence, the CDMA network could not have full advantages of all these mentioned

techniques without controlling the user transmitted power {71].

4.2.1 Multiple Cell System

Figure 5.13 illustrates an imaginary hexagonal cell boundaries of a cellular system.
Suppose there is a mobile user at distance r, from his home base station, then the

average received signal strength I'(r) in real value can be expressed as:
[(r) = S10%/10r—= (4.4)

where ¢ in decibels has a normal distribution with zero mean and standard deviation
of o which is independent of the distance and ranges from 5-12 dB with a typical
value of 8 dB. Further, due to the existence of other users in the network commu-
nicating via other base stations, the interference produced would be very large and
it should be considered in the power contrc;l process. Let us take a simple example
where a mobile user 7 at a distance 7 from his home base station and at a distance
T from base station k. So, this mobile user shall interfere with users at BS; with

the following noise component:
I(h, k) = S (ra=10%+/10) (rg==106w/10) 7" (4.5)

where the first term is due to the attenuation and blockage to the desired cell

(Le. k) and the second term is the effect of power control to compensate for the
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corresponding cell site of the out-of-cell interference. (; and (; are independent
random variables with normal distribution with zero mean and standard deviation
oin and oy, respectively. Consequently, the total out-of-cell interference can be

expressed as follows assuming M cells:

M np

Ik) = S5 L(hk)

h.='1 =1
=k

M Dh rpa\ @ 0(Cie—Gn)/10 ,
S ()7, (4.6)

he1 i=1 MTik
hZk

i

where n;, is the number of active users in cell A. Therefore, it is essential to control
the received power such that certain quality of service (generally BER) is guaranteed.

Hence, the capacity of these networks is not fixed.

Now, the problem is how can the base station allocate to each user what it
needs such that the total transmitted from all users is minimized? Further, the
problem becomes more complicated when the traffic population includes diverse

classes of users where each class requires different QoS parameters.
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4.2.2 Current CDMA System

In a CDMA system, the cell site continually measures the received signal from the
mobile, compares it to the desired power level, and then makes a decision to raise or
lower a specific mobile’s transmit power as frequently as once every 1.25 milliseconds
(800 times per second). At certain locations, the signal received by a mobile unit
may be too weak to accurately decode data (excessive shadowing, interference from
neighboring cell-signals from neighboring cells don’t experience same degree of fad-
ing as signals from the mobile unit’s own cell). However, transmission power should
only increase when it is necessary. The forward links power control mechanism
of the IS 93 standard maintains that the cell periodically reduces the transmitted
power. When a mobile detects an increase in its frame error rate, it requests higher
power. Then, cell site increases power by a predetermined amount ( .5 dB) once per
vocoder frame or about 15-20 msec. Further, the dynamic range is limited to +/-
6 dB, so as to set that power level as low as possible while still maintaining a high
quality call. Any unneeded power adds unnecessarily to the overall noise level on
the CDMA channel, and cuts down capacity. Therefore, the more precise the power
control, the greater is the capacity.

The literature has numerous researches on algorithms focusing on how to con-
trol and allocate power for active users without associating the admission/congestion
issues. This is not the scope of this work and it will not be discussed later. However,
what we are interested with in this work is the joint admission/congestion control
policy with power control to guarantee certain QoS parameters. In other words,
we shall concentrate on those schemes that link between power control issue and
accepting/rejecting new users to the network. The existing work on this important
issue can be classified into three classes: 1) Power control-based policies, 2) Rate

control-based policies and 3) Combined power/rate control policies.
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4.3 Power Control Based Admission policies

The philosophy behind this approach is that the source which should be man-
aged and allocated in CDMA system is Energy. Hence, this scheme of admis-
sion/congestion control depends on using the signal-to-interference ratio (SIR) mea-
sured at the base station of cell k. SIR; to decide whether a new call could be
accepted given that certain service quality is maintained.

The work in [79] was one of the earliest in this direction, where the notion of
residual capacity Ry is introduced and defined as the additional number of initial call
the base station can accept such that the system-wide outage probability, defined
as the probability that an acceptable transmission quality can not be maintained,
will be guaranteed to be below a certain level. R; is defined in terms of measured
SIRk at the base station receiver, i.e.

lstrs — s LstRey — s > 0
Re = (4.7)

0 ; otherwise

where SIRT5 > SIRo, and SIR¢ is the minimum SIR for the proper operation. For
each initial call request, the base station checks the value of the residual capacity
Ryi: if R > 0, the new call is accepted and the residual capacity is reduced by one:
otherwise, the call request is rejected. Two traffic admission algorithms are com-
pared under nonuniform traffic conditions. In the first algorithm, the call admission
decision is solely based on the SIR measurement at the local cell base station and
ignoring the out-of-cell interference. The second algorithm, the admission decision
is based on the local SIR measurement as well as the SIR measurements of the
neighboring cells. In both algorithms, it is assumed that the SIR’s are known to all
base stations.

In [73], an adaptive SIR-based call admission control is investigated. The

decision is based on estimation of the interference (f ) at the base station receivers
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using & linear Kalman filter which is driven by a measurement of the interference
and predicted traffic parameters (i.e. mean (i,) and variance (vp)) caused by the

accepted connections. the final admission decision is based on the following criterion.
T+iy < ILpge—r (4.8)

where I, is the maximum interference threshold which ensures that the BER
constraint is met, r is a reservation threshold. The proposed strategy was tested
considering both local and global interferences. the interesting conclusion was that
the SIR based only on local information can provide adequate performance. How-
ever, providing the scheme with global information, the overall performance could
be improved up to 15% depending on the propagation factor and environment vari-
ability.

The essence of the work in [77] is similar to those intended by the SIR-based
admission control that the QoS parameter to be guaranteed is the packet error rate;
Pg(k). Defining K, and K, as the number of simultaneous voice users and data
users, respectively that can be served so that the expected packet error probabilities
remain below known thresholds:

Pg(k) < Pt VEk<LK,

Pp(k) <P VE< Ky
where P% and Pg are the maximum tolerable voice and data packet error proba-
bilities, respectively. This multiple access capability limited by k& shall be shared
by all voice and data users. the CDMA channel is used to accommodate several
voice calls simultaneously, while the data users follow the ALOHA protocol with
retransmission control and contend for the remaining multiple-access capability of
the channel. Several admission control scenarios are proposed. The key design is-
sue is the amount of feedback global information about data backlog (NVf) and the

number of established voice calls in progress (NV?) at time ¢;
O(NY, Nf) = (¢, N).
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A Markovian model of voice and data traffic is developed to evaluate the stationary
distribution of ®(V¢, Nf) which is used to evaluate the network performance mea-
sures such as call blocking, throughput, data packet delay, etc. However, this work
assumes that the voice and data users have been already admitted in the system
and the emphasis is on performance evaluation. There is no policy considered for
admitting new users in the light of the system performance measures. In {74], the
admission control problem was investigated in a similar approach besides the appli-
cation of linear and nonlinear programming to ensure certain BER and maximum
throughpust.” the interesting conclusion is that the error in channel measurement for
actual number of active users has severe implication on the system performance.
Yang and Evaggelos [78] link system performance measures under currently
carried users and the process of admitting new users into the network. An opti-
mal admission control policy based on modeling the system operation by a semi-
Markovian decision process (SMDP) is derived such that for the number of newly
arrived voice users that are accepted in the network, the long-term blocking prob-
ability of voice calls is minimized. The results show that the optimal policy out-
performs the direct one (users accepted as far as there are available CDMA codes)
admission especially under heavy traffic load. Moreover, data traffic is modeled
as an M/D/c/K queue model. The new data users are rejected if the mean data
delay (or the packet loss probability) exceeds a desirable prespecified level. Consid-
ering the other user interference of the CDMA network, two models were analyzed:
the thresholds as described above and graceful degradation model where there is a
nonzero probability of correct reception for any arbitrary number of packets (even
for number of packets exceeding the threshold), which depends on the total number
of simultaneously transmitted packets (data and voice). It was interestingly found
that the data traffic performance depends drastically on the interference model used.
It is obvious that the above admission strategies do not provide a global so-

lution for all potential users. In other words, they look at on individual basis such
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that the overall SIR at the base station input is not violated by accepting new user.
Nevertheless, the power control problem is closely related to admission decisions.
Let a set of V users using a CDMA network which is composed of M cells.
Then, the average system transmitted power is given by
M nj
I=3> 394Gy (4.9)
j=lLi=1
where Gy; is the gain loss associated with user i at base j, and Si; is the aver-
age power of user 7 at base j. The objective of the power assignment, here, is to
minimize I provided that certain QoS parameters are guaranteed. Therefore, the
power assignment problem should be formulated as an optimization problem where

the objective is to minimize the total transmitted power under certain constrains to

find out whether it is feasible to accept a new user as shown below:

minimize Y > S;;
7 i
subject to
SIRILJZSIR;Z_;H i‘:l,-‘-,nj,j:l,---,i\/[
5;>0 t=1---,n5, j=1,---, M (4.10)

This problem integrated with base station assignment was investigated in [87] bus
the admission/congestion issue was not explicitly addressed. The work of Larijani
and Hafez in [75] and [76] explicitly include the admission control and add another

constraint that is
Prob(SIR; < SIRLH) < g

where SIRF is the signal-to-interference-ratio threshold for user i at base j and
S¢ is the outage probability threshold for user 4 at base j. An optimum and non-
optimum solutions were derived for the power allocation for each class of traffic such

that each class attain the required QoS. Generally, these admission control schemes

52



were found to be very effective on Hot-cell scenarios, where intercell interference is

negligible compared to intracell interference.

4.4 Transmission Rate Control Based Admission
policies

We shall start this section with the motivation behind the transmission rate based
admission control. Following the approach used in [88], we can interrelate the desired
SIR; of a user 7, transmission rate, R; and total available bandwidth, WW. Consider
a single-cell system and ignore the background noise. From Eq. (4.1)
N
I=(n;—-1)Si+ > n;S; (4.11)
j=Lizi

where n; is the number of users operating at R;, S; is the user’s power received at
the BS side and NV is the number of classes of users using the network. Assume

n; > 1, then each user will approximately suffer of the same amount of interference

I~ ¥} n;S;. Now from Eq. (4.3), we can see the following relation:

Si  _ S _ . _ Sx __ W (4.19)
riSIRy ~ mSIR, ~  rySIRy T, n;S; o
Using the relationship in Eq. (4.12), we get the following relation
N
Z n]-RjSIRj =W . (4.13)

j=1
Therefore, given that SIR; is the QoS parameter required by user j, the desired
performance of all users can be met if and only if Eq. (4.13) is satisfied. We can
observe from Eq. (4.13) that there are two parameters which can be managed: 1)
number of calls, n;, 2) the transmission rate , R;. Indeed, this is the philosophy
behind this type of admission control schemes. Further, varying R; may allow for

more admission of users and hence the total capacity of the system has increased.
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Figure 4.2: The state diagram of the packet level activity

The process of varying R; is either “artificial” or actual change in user’s in-
formation rate. The former type is based on modeling the user activities during
ON-state period by three states: active, standby and done. During the active pe-
riod, the user transmits information normally using R;, while during the standby
state the user stops transmitting information data and instead those information
will be enqueued in the user’s side. Therefore, the average user’s transmission rate
is less than R;. So, the user’s transmission rate has been adapted such that certain
QoS requirements are met. Figure 4.2 shows the source model. By now, it should
be clear that this class of admission policies depends on feedback information about
the actual status of active users. Moreover, the bursty nature of the 3G wireless
networks appeals for such type of call admission control.

The work in [72] assumes that certain voice and data calls are already admit-
ted to the system and the proposed access scheme control the instantaneous flow
of data packets into the network such that the outage probability condition is met
most of the time. The outage probability is defined as the fraction of time the
power assignment for active users is not feasible. The data packets flow is con-
trolled by what is called permission probability. The permission probability is set

by a non-negative integer parameter called the persistence state. If in the nth slot
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the persistence state, 7'(n), is j, then each data user independent of other users,
transmits with probability 77 and refrain from transmitting with probability 1 — 7.
The parameter 7 (0 < @ < 1) is fixed probability and known to the data users. The
persistence state is broadcast to all users by the end of each slot. It was shown that
with appropriate choice of parameters, the persistence state scheme vield a simple,
flexible and efficient method to tradeoff capacity and delay.

Liu and slivester [79] investigated a joint admission/congestion control for
integrated CDMA network. The emphasis as usual is to guarantee certain quality
(i-e. packet error rate (PER)) for real-time traffic while allowing narrow-time data
traffic to utilize the residual channel capacity. The admission process of data traffic
is composed of two phases. The first phase ensures the rejection of data calls which
may experience long delay and it is achieved by not allowing more than a prespecified
number of data users. The second phase ensures the PER. of voice calls by limiting
the transmission probability for data users. In other words, the active data user is
modeled during its cell level by three states: standby, active, done as shown in Fig.
4.2,

In [83], an admission strategy is investigated where a joint call level/packet
level admission control is proposed. The important part of this strategy is where a
fixed/adaptive scheduling is imposed by the base station to minimize the intracell
interference and the same time try to maximize the distance among the users with
higher energy per bit. At call level, a modified equivalent bandwidth technique is
employed. By this algorithm, each user call is assigned an index and request for
connection is granted based on the sum of these indices. As a matter of fact, this
set of indices is a function of interference variance which will have lower value due
to the employment of delay scheduling. The proposed strategy was tested under
three types of traffic (voice, fixed rate video and variable rate video) and proved to
be effective in providing lower call blocking probability. In this work, it is assumed

that the users activities are well known ahead or the estimation of these parameters



is perfect.

In [84], a simple admission algorithm where the power and data rate of mobile
data users are adjusted to allow more users on a congested network is investigated.
The key aspect of this algorithm is to impose delay on data users such that the call
blocking is minimized. For a user (voice or data) attempting to access the system
when the equivalent number of full rate channel is m (maximum number of servers),
all data users will lower their power levels and data rates proportionally. Defining
R, > Ryin, where R, and Rn,in are the normalized and minimum normalized data

users transmission rate, respectively. R, is a function of the number of users in the

network as follows, i.e.

. m—ky m—k, > .
an ka 3 kq _}?fmm (4.14)

Roin . otherwise

where k., kg are the number of active voice and data users respectively. Voice
users are always assumed to work at full rate. If all data users are already at the
lowest allowable data rate, Rmin, the call is blocked. This algorithm was studied
under assumption of perfect power control [84] and imperfect power control [83]; all
modeled the system as an M /M /m Erlang loss system and all data users operate at
the same rate at time . The results show significant improvement in call blocking
rate and even lower waiting delay under low traffic load. Moreover, this algorithm
is proved to be sensitive to the imperfections in the power control.

In [89], the voice interference Z(¢) is measured periodically and data users
continuously vary their transmission rates accordingly so that more data users can
be accommodated. The fact is that it is very difficult to implement such scheme.
A modified version has also been proposed where a fixed rate is assumed and the
number of data users allowed to transmit is controlled by the level of voice interfer-
ence (i.e. kg = ¥(Z(t)). kq is determined periodically. If the number of in-service
data users (i.e k) in the previous measurement interval is greater than ky for the

current measurement interval, the oldest in-service data users are notified to stop
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transmission and should join a sub-queue.

4.5 Combined Power / Rate Control Based Ad-
mission policies |

As we have mentioned above, the two entities (power and rate) are very related to
each other. Some of the techniques in section 4.4 have assumed that power control
is applied. However, they do not include this crucial element of CDMA system in
the call admission policy. Therefore, it is expected that including both elements
(power and transmission rate) in the admission policy should improve the system
performance. Furthermore, simulation results show that call dropping decreases if
maximum power constraint on a BS basis instead of on a per channel basis [82].
Therefore, the problem of resources management could be formulated as an opti-
mization problem to maximize the total throughput of the network [80]-[82].

Here is the problem formulation:

maximize YV R
p

subject to

Stot,o S Stotz\/[aa:,ﬂ
R; > R i=1,--- N
SIR; > SIRT® i=1,---,N (4.13)

All above mentioned work focus on the uplink channel. Though, non-real time
services such as WWW-browsing sets high requirements on the capacity, especially
on the downlink. However, this admission algorithm is fixed in the sense that it
does not take into consideration the activity of admitted users. More, the complexity

inherited in this algorithm may be justified for the superior throughput performance.

(9]
~



Combined power/rate control was also proposed in [85] where only data users
are assumed in the system and data users reduce their transmission rate continuously
such that more data users can be accommodated. It was shown that about 231%
increase in the total transmission rate was achieved, when the multipath fading

consists of a single Rayleigh path. Again, the difficulty issue of implementing such

scheme raises here.

4.6 Effective Bandwidth Based Admission Con-
trol

Referring to Eq. 4.13, we can put this equation in a more generalized form [90], i.e
N
> nje; < W (4.16)
j=1
where e; = R;SIR; is called the effective-bandwidth factor. For example, let R;=10
Kbps and the required SIR,;=7 dB, then e;=50 kHz which means that the effective
bandwidth used or should be reserved for such user is 50 kHz out of the total
available bandwidth. We can observe from Eq. (4.13) that there are two parameters
to play with: 1) number of calls, n;, 2) the transmission rate , R;. Indeed, this the

philosophy behind this type of admission control scheme.

4.7 Conclusions

This chapter has discussed briefly the existing admission/congestion techniques for
CDMA networks. The philosophy behind most of these techniques is to control either
the user’s transmission power, transmission rate, or both such that the required QoS
(i.e. BER only) is maintained. Nevertheless, these power control techniques will not
be sufficient taking in consideration the characteristics of the future network users

and their QoS requirements such as .(BER, delay, packet blocking, etc.). Hence, the
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design of any future admission/congestion policy should consider these performance
measures. Moreover, it is important for any future admission/congestion policy to

combine between the preventive and reactive mechanisms.



Chapter 5

Hybrid MC-CDMA /TDMA

Utilizing Decorrelator Receiver
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5.1 Imntroduction

The essence of this work is to introduce an interaction between the physical layer
and higher layers, enabling a more practical utilization of multiuser detection and
supporting services with different QoS parameters. To achieve this objective, two
traffic low control approaches accompanied a hybrid TDMA /MC-CDMA system
utilizing multiuser detection are proposed here. One approach deterministically
controls the How of traffic into the TDMA slots [93], while the other statistically
controls the flow of traffic depending on the instantaneous changes in the traffic
load. Although, hybrid TDMA/CDMA techniques were proposed in the literature
before (see e.g. {12]), to our knowledge, our proposal is new and original at least
by creating an interaction between the physical layer and other higher lavers (for
example, ATM layer and or the flow and congestion control functions in the data
links or network layers) that could enable the integration of multimedia applications
into wireless networks.

The rest of the chapter is organized as follows. The proposed multiple access
protocol is presented in section 5.2. Then, section 5.3 looks at the statistical mod-
eling of the traffic sources considered in this work. Then, the system performance
analysis is presented in section 5.4. In section 3.3, we present and discuss the results

and the performance of the proposed system. Conclusions are drawn in section 3.6.

5.2 Proposed Multiple Access Protocol

The interaction between the physical layer and higher layers is of great interest for all
third generation communication systems which support services with different QoS
parameters. In this work, the hybrid TDMA/CDMA is adopted as the physical layer
where the time domain is divided into frames and each frame is composed of just
two time slots (i.e. T, Ty2). However, the detection strategy for the population of

each time slot is different. The flow of traffic to each time slot is controlled by the
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Traffic population

Interactive

Figure 5.1: Classification of traffic population

traffic characteristics of each user, its QoS parameters and the detection strategy
applied in that time slot. Therefore, we propose the following classification for
the traffic population. The traffic is divided into two categories: Stream Traffic
and Interactive Traffic. Each category has classes of traffic which have common
traffic characteristics. The stream traffic includes classes of traffic that have high
transmission activities. Nevertheless, it includes different types of users where each
one has its own transmission characteristics (i.e average rate, peak rate, activity
of the transmission, etc.). On the other hand, the interactive category of traffic
comprises all other traffic that are not included in the first category (e.g. signaling,
high bursty users) as well as the excess traffic of the stream traffic (ie. Variable
bit rate components) which will be explained in the next subsection. Figure 5.14
shows these classifications, where stream category has C, different classes, while the
interactive traffic category has Cy,. different classes.

The justification for this classification relies on the fact that each category
has its own required QoS as well as its own traffic and transmission characteristics.
Hence, each category of traffic should be treated differently. Next, we present the

flow traffic control scheme from both traffic categories.




5.2.1 Traffic low control

It is well known that the performance of CDMA techniques (in particular DS-
CDMA) is very sensitive to the processing gain. Hence, the user’s transmission
rate is not expected to be high enough to support multimedia applications nor a
wireless ATM system where the objective is on-demand availability of bandwidth at
peak rate as high as 10 Mb/s [1]. As an example, let the available bandwidth be 20
MHz (which is the maximum proposed bandwidth for future Wideband CDMA
system [6]), and the processing gain 100, then the maximum bit rate that can be
supported is 0.2 Mb/s. On the other hand, the maximum bit rate is more than 0.2
Mb/s using multi-code techniques. This is the force behind our proposal for high
rate users.

Considering the heterogeneous traffic of the future communication networks,
and for analysis convenience, we propose that various traffic classes should represent
their bit rates as n multiple of a basic rate Rp; or 1/n multiple of R,; n is an integer.
For practical rates, users of rate Ry/n, the generated packets will be buffered till
their gross rate matches with R,. To utilize the bandwidth at our disposal efficiently,
and é.t the same time invest the capability of the CDMA technique, it is suggested
that each class of users has its own basic rate which is chosen according to the
QoS requirements. For example, a class of users that can tolerate a 10~3 bit error
rate might not be effective for their transmission rates to be subdivided by the
same reference rate (i.e. basic rate) of another class of traffic that its bit error rate
requirement is much smaller than 1073. For high rate classes (say class 7, where the
bit rate is R;), when a user needs to transmit with a rate greater than Ry, the high-
bit stream shall be converted into n low-bit basic streams, where n = R;/R,. Each
new low-bit basic stream has a bit rate equal to R,;. Consequently, the low-bit basic
stream is packetized into packets of fixed size. This strategy of subdividing the high
rate users into low-rate streams and then applying the CDMA technique is called

Multi-Code CDMA (MC-CDMA). MC-CDMA has very interesting features that the
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Figure 5.2: The proposed multiple access protocol.

other systems lack. It can easily integrate traffic of different transmission rates in a
unified structure where all the transmissions over the radio channel occupying the
same bandwidth and having the same processing gain [91].

This unified approach can easily be generated in practice using symbol repe-
tition with or without puncturing and sequence repetition. As a matter of fact, a
similar notion was suggested for CDMA2000 to support variable bit rate users [92].

The MC-CDMA technique is general and it can be implemented on top of
any switching protocols such as circuit switching, packet switching, ATM, etc. For
instance, consider the ATM technology, the accommodation of VBR transmission
through implementation of MC-CDMA along with the proposed traffic control poli-
cies guarantees relative simplicity and speed compared to ATM accommodation
mechanism of VBR users. However, there is nothing in our new technique that

could forbid the added benefits of ATM VBR technique on top where the proposed
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techniques in this paper could be adopted in the ATM adaptation layer (AAL).
The interesting implication of using MC-CDMA is the huge increase in the
power level of the total interference. Hence, the QoS will degrade severely as the
number of active users increase. To mitigate these sever degradation in performance,
we propose the use of hybrid two slots TDMA/MC-CDMA where the detection
strategy is different for each time slot population. In addition, the number of si-
multaneous packets emitted from interactive traffic users is expected to be low due
to the high burstiness of such kind of users. Therefore, the Conventional Receiver
(i.e single-user DS-CDMA receiver) is suitable and shall be emploved for the de-
modulation of signals received during T;». Further, since the Decorrelator Multiuser
Receiver has very good theoretical performance irrespect of the number of instan-
taneous users, we shall employ it fof the users of Ty; (i.e. stream traffic) where the
users activity is high. However, as it was mentioned earlier that the lack of knowl-
edge about the actual number of packets on the channel will also severely degrade
the system performance. Hence, the main objective of our traffic flow control ap-
proaches is to make the implementation of the hybrid TDMA/MC-CDMA utilizing
multiuser detection possible and more practical by forcing the number of packets on

Ts; to be completely known to the receiver.

The 1st Approach [94]

Basically, Ts; is dedicated to the stream traffic users, while, T, is dedicated to
the interactive traffic users. During the signaling period (where the user tries to
communicate with -the base station to get an admission to the system), the stream
traffic user j negotiates with the base station about (among other things) the average
transmission bit rate RZ,r(;) that the user shall stick to while it is using T5;, though
the actual bit rate might be less in some cases. In the case that the instantaneous
rate is less than R;,r(j): the user has to stick to the agreement and generate dummy

packets. Of course, these dummy packets will affect the bandwidth utilization.
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However, since this category of users has high transmission activity, it is expected
that its role will me minimal.

Now, it is clear that this fixed rate is translated into a fixed number of re-
ceived packets (i.e. N¥,, as in Eq. 5.1) at the receiver side where a multiuser
detector is used. Thus, this simple traffic flow control enables a practical and effec-
tive implementation of Multi-User Detection strategy at the receiver of the stream
traffic population since the numbers and identities of overlapping CDMA packets

are perfectly known through out the user call.

N3 N3
—'\'rsavr = Z -'\/’sa‘m'(j) = Z Esjnsj (5'1)
=1 j=1

where N¥,,. is the average number of packets emitted from all active stream users
to Ty, N® is the number of classes of users in the stream traffic category, nj is
the number of active stream users belonging to class 7, and é:sj = R},.j/ Ry is the
ratio of a user’s average bit-rate to the basic bit-rate. Now, if the user needs to send
information using a bit rate higher than the average bit rate (i.e. RS > R3,r(j)): then
the excess packets (variable bit rate components) should be queued and directed
to the other time slot (i.e. T,2) where these signals along with interactive traffic
flow shall be detected by the conventional receiver (i.e. single user). Therefore,

the assignment of slots to a part or all of user traffic is done apriori through an

agreement between the base station and the user.

rs — ATS 7S =
N excess — iV inst — N aur (02)

where N¥;,,: is the instantaneous number of packets emitted from active stream

users.

The 2nd Approach [95]

It is obvious that the 1st approach heavily depends on the availability of call signaling

(i.e. valid only for connection oriented calls). The other alternative is to control
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the flow of traffic according to the instantaneous changes in the traffic population.
Again, Ty, is dedicated to the stream traffic users, while, Ty is dedicated to the
interactive traffic users. The difference between the two approaches manifests itself
in the following notion. The base station (BS) is constantly monitoring the traffic
load initiated from both traffic categories. At the moment the stream traffic load
exceeds the average traffic load as defined in Eq. (5.3), the BS must send signals to
the new users belonging to the stream traffic category who desire to transmit that

they should use the other time slot (i.e. T53).

N Vs
Noowr = Ny = &’ 505 o (5.3)
=1 Jj=1l

Where 67, is the activity factor of a user from class j; a measure of burstiness to
be defined shortly, &°; = R;j/R; is the ratio of a user’s bit-rate to the basic bit-rate.
On the other hand, dummy packets will be transmitted by users on command of BS
at Ts; if user traffic is less than N¥,,, as defined in Eq. (5.3). Those bulk of users
directed to Ty, is called Excess Traffic which is derived as in Eq. (5.4).

S — NS S =,
N excess — N inst — N avr (0-4)

It should be noted that if Eq. (5.2) or Eq. (5.4) results a negative value, it means
that there is no excess traffic.

Figure 5.2 illustrates the proposed communication protocol in the TDMA /MC-
CDMA transmission scheme. At this point, it is clearly seen that the first approach
resembles deterministic traffic control, which costs more in network capacity than
the second approach, where we try to statistically but perfectly estimate the instan-
taneous amount of packets on the channel. In fact, the second approach is amenable
to packet connectionless mode of operation (i.e. no call establishment phase).

Having introduced these traffic flow control approaches that enables the prac-
tical implementation of the Decorrelator Multiuser receiver, we should note the fol-

lowing. The overall average performance will never be better than a pure theoretical
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decorrelator receiver performance, but always better than the conventional (single
user) performance. It is the best compromise that will make the implementation
possible.

However, a significant limitation of this technique is the computational com-
plexity due to the inversion of the correlation matrix [45] where entries depend on the
number of active users, signature sequences, and the delays of the users. Further, any
change in one of these parameters changes the correlation matrix and consequently
a need for updating the multiuser detection process. Moreover, the uncertainty in
the actual number of active users is another serious problem that might degrade the
system performance very severely [66] which now could be resolved by applying our
Lst approach for traffic control. Considering the 2nd approach for traffic control, we
observe that the accuracy of the knowledge of actual number of transmitted packets
is dependent on the estimated statistical average. In addition, this estimated sta-
tistical average might change during the user call and, consequently, change in the
correlation matrix. However, these changes in the correlation matrix will be much
less if it is compared to pure CDMA where the correlation matrix will be vulnerable
to a wide range of statistical changes of traffic sources (e.g. transitions from ON

state to OFF state and vice versa).

5.3 Statistical Traffic Models

The structure of the voice and video traffic is fairly complex due to the high correla-
tion among arrivals [98]. Furthermore, the activities of such sources play a key role
in modeling generated packets. The correlation between voice packets generated
during a call can be modeled as an Interrupted Poisson Process (IPP) (also it is
call ON/OFF model) as shown in Fig. 5.3. This model is the simplest model and
is widely used to model voice traffic. This model allows relevant parameters such

as maximum packet rate of source, mean packet rate and mean duration to vary
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Figure 5.3: MMPP traffic source model.

independently of each other. In fact, the Interrupted Poisson Process (IPP) is a
special case of a Markov Modulated Poisson Process (MMPP) where no packets are
generated at the idle state while during active bursts the source transmits packets at
its peak rate o,. While this model does not take into consideration the correlation
in voice or data bursts, sources with such correlation can be shown to be resolved
into a number of such mini sources as that in Fig. 3.3, and thus no loss of generality
is encountered in assuming a multitude of mini sources such as that of Fig. 5.3 as
representative of the activities ch the accepted calls.

Furthermore, recent results [97] based on experimental measures have shown
this model to be also more appropriate for data packets generation than the Poisson
approximation which does not capture any correlation between consecutive packets
arrival. Therefore, in this work, the ON/OFF model will be also used for modeling
all traffic users during the active call period.

The activity of each call follows this state diagram. 3 is the rate transition
out of OFF state. While « is the rate transition out of ON state. The active and
idle periods are assumed to be Geometrically distributed with the parameters above.
Solving the state diagram of Fig. 5.3 (writing the balance equations), one gets the
probability of a call from & user being in active burst (transmitting packets), or
silence state (no packets transmitted), respectively; i.e.,

(5.5)

3 —
Okon = Gazgey Okorf = msa
The total number of packets generated from all active calls (during the ON period)

follows a Bernoulli distribution.
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Figure 5.4: The general structure for MC-CDMA transmitter.

Considering that I different classes of users are multiplexed, the aggregated
packet arrivals are governed by the number of calls in the ON state from all types
of active users. Having assumed that all classes of traffic users are independent
identically distributed random variables (iid), the compound traffic distribution of ¢

packets generated by all active calls (i.e. A;, i = SI_, nt) of all I classes is given by

N1 Na Ny

I
M= >0 2 I Pelm) (5.6)

n:=0n2=0 nr=0 k=1
where Ng is the maximum possible number of packets generated by class & and

Pr(ng) is the probability distribution of generating n; packets from class & which is



given by
N -
Pe(ne) = (Bk,on)™* (1 — B on) Ve (5.7)
N

5.4 System Performance Analysis

In the following, we analyze the performance of the proposed TDMA/MC-CDMA
system employing the above traffic control approaches. The analysis applies equally
for both categories of traffic unless it is stated differently. Hence, and for analysis
convenience, the system parameters are defined generally. Figure 5.4 shows the
general structure of multicode CDMA transmitter. The admitted users into the
communication network will comply with the agreement with the BS. If a user need
to transmit its information using higher transmission rate R; than the basic rate R,
the serial-to-parallel unit shall split the coming information stream into & = R/ Ry
low-bit basic streams. Each new low-bit basic rate has a bit rate equal to 1/T},
where T; is the basic bit duration. T; = T}, where T} is the bit duration of the
high-bit rate stream traffic coming from class j. For example, assume there are four
users, R; = 10 Kbps, Ry = 10 Kbps, R3 = 20 Kbps, and R3; = 40 Kbps, where all of
them belong to the same class of traffic. Let R, = 10 Kbps. Thus, packets coming
from userl and user2 will be transmitted as they are, while the packets coming
from user3 and user4 are going to be subdivided (multiplexed) into 2 and 4 new
packets, respectively. Then each low-bit rate bi. ;(t) will be spread with a different
gold code cj ;(¢), where ci. ;(t) is the spreading signal associated with the sth low-
bit rate stream of the kth user belonging to the j class of traffic. In general, the

spreading code consists of a sequence of positive and negative pulses; d; € {—1,1}.
ct) =>4 (t —IT.) (5.8)
{

where ¥ is a rectangular waveform of duration 7. Similarly, b ;(¢) is the baseband

data signal that consists of a sequence of positive and negative pulses; ar, € {—1,1}.
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We define the information bits stream generally as
b(t) =Y am®(t — mT}) (5.9)

where ® is rectangular waveform of duration 7. Usually c(t) has a much larger
bandwidth than (). Then, all low-bit rate BPSK baseband signals (i.e. byt e
¢t ;(t)) belonging to the kth user will be modulated with the carrier frequency w,. and
transmitted simultaneously. Therefore, all £ low-bit streams belonging to the kth
user are experiencing the same channel A ;(f), where A ;(t) is the channel impulse
response.
Now, it is easy to represent user’s signals admitted into the system as follows,
§i
SEE) = 3 (ch (00 ;(t)cos(we(t) + 6)) @ hei(2)
= (5.10)
where S(¢) is the compound signals coming from the kth user belonging to the j
calls using the Afth slot for transmission; M = 1,2. Further, §; is Rj/Ry, and not
to mention that &; is limited by the practical application (for example, the existing
spreading codes, etc.), ¢y, is the phase shift associated with the kth user.
Nevertheless, under each approach and for each time slot, the actual number
of low-bit basic rate streams &; will be different. First, consider the received signals
in Ts; (i.e. 71(2)) which is composed of a part of the stream traffic as explained
before. Assume that there are four classes of stream traffic. Hence,
4 &
ri(t) =33 Sp;+n(t) (5.11)
j=lk=1
where &; = £° ; = Rauey/Bo (ie. Ry, is either the agreed upon average rate as
in the 1st approach or the statistical average rate as in the 2nd approach). n(t) is
an additive white Gaussian noise with two sided spectral density %2 W/Hz. ki is
the number of active stream users belonging to class j of the stream traffic category

and it is a random variable changing according to the number of accepted calls
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from the j class. On thie other hand, the received signals in Ty, (assuming there are
two interactive classes of users) are composed of two parts: 1) the interactive users

signals and 2) the excess traffic from the stream users. Thus,

9 k™ 1 K
ro(t) = Z z S,f,j(t) + Z Z S,%,j(t) -+ n(t) (5.12)
j=1l k=1 j=lk=1

where !cf-”t is the number of active interactive users belonging to class j of the inter-
active traffic category a.nd it is a random variable changing according to the number
of accepted calls from the j class. Now, regarding S? (@), & = gt = RI™/Rs.
However, if we consider the second summation, we recognize that the variable com-

ponents (i.e excess traffic) of high rate stream users will be split according to Eq.

(5.13).
R — Rg.vr j -
§j — 7 Rb (7) (0.13)

Having transmitted the MC-BPSK-CDMA signals, they will be detected ac-
cording to the proposed approaches. In other words, ri(t) is processed by the decor-
relator multiuser receiv-er, while ro(t) is processed by the conventional detection
strategy (single-user receiver).

In the following, wve shall evaluate the packet error performance of the pro-
posed approaches assuming there is no fading and the transmission of packets is
synchronous. Following the above traffic control approaches, the stream traffic
packets experience two different transmission strategies. Therefore, the bit error
performance is composed of two portions. Firstly, the bit error performance P due

to packets using T,; and. detected by the multiuser receiver.
el = Fe(Ngur, 1) (5.14)

where P,(V5,,, 1) is the bit error probability when there are N;,. overlapping packets
using Ts; and is given by Eq. (3.20). Secondly, the bit error performance (%) due

to the existence of i excess traffic packets using T, and detected along with the
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interactive packets by the single-user receiver.
sig
P31y = NPl +1,2) (5.15)
=0
where stg is the instantaneous number of interactive packets. This summation
weighs the influence of the coexisting interactive packets on the cxcess of siream
traffic by A[™ as defined in Eq. (5.6), and P.(l + ¢, 2) is the bit error performance

when there are [ + 7 overlapping packet using 7T}, and is given (53] by Eq. (5.16).

Fe(k.2) =Q (V[(Ek/—w'o)_l + %) (5.16)

where PG is processing gain (i.e. PG =~ T;/7.) and we define & = [ -~ i for conve-
nience. Now, if there is no excess traffic (i.e. Vg, < NZ,.), the bit error performance
is just due to F;}. Otherwise, the errors occur in the transmitted packets are due to
P as well as P} (i). Hence, the correct bit-decision P&=°***(4) in this case is given
by

P () = (L= P)(1 — Ph(d)) (5.17)
Then, this correct bit-decision should be weighted by the likelihood of the occurrence
of 7 excess traffic packets (i.e. Ajeys, as defined in Eq. (7.8)). Consequently, the
average bit error probability for the whole stream traffic category can be derived as

follows.

5
“AVCZCCSS

PP = PN DAfr+ > Aaws, (1 — PEe5(3)) (5.18)
j=1

e

Though this discussion is applied for both approaches, each approach has different
overall bit error probability. This manifests its self in AS . which is a modified
stream traffic distribution due to the proposed traffic control. Considering the first
approach, It is always assured that there are N?,. packets transmitted in Ts1, so
Azer = 1. On the other hand, in the second approach, the coexistence of N?,_

aur

overlapping packets is dependent on the estimated statistical average. Consequently,
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AS

auvr

is defined as Eq. (5.19)

s 1 ;Mizst S N, :vr =

Rwr = Ang,. ;otherwise (5-19)

Hence, it is obvious that for users whose transmission rates are less than or

equal to the estimated average transmission rates, the probability is unity, because

the user should comply with transmitting N§,. packets whether it actually needs

to transmit that mount of packets or not. It is clear from Eq. (5.18) that the

stream traffic bit error performance will be a compromise between two performance

bounds (i.e multiuser receiver performance and single-user receiver performance).

It will never be better than the first, but always better than the later (single-user
receiver).

Following the same argument above, we obtain a similar equation for the

average bit error performance of the interactive traffic users; P/™.

stg excess
PI% =S A S Mo, Pl +5:2) (5-20)
=1 =0

We compare our proposal to the conventional system, where both categories
of traffic are using the whole available bandwidth and the received signals are pro-
cessed by the conventional single-user receiver. Further, both systems (proposed
and conventional) are compared (when applicable) to the single user system (where
there is just one user) which is considered the lower bound for any Multiple Access
System. The common criterion used to evaluate the performance of the multiple
access technique is the packet error rate, where each paéket is composed of 33 bytes,

and the packet error rate is then given by,
Ppadcet =1- (1 - Pe)n (521)

where P, is the bit error probability (i.e. P; for stream traffic users or P¢ for

interactive users), and n is the number of bits in the packet.
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Figure 5.5: The flow chart for the error rate calculation.

5.5 Results

The results presented here are of the MC-BPSK-CDMA/TDMA hybrid system. Fig-
ure 6 illustrates how the packet error rate is evaluated. First, for every set of stream
traffic parameters, and for every fixed number of active users, we obtain all possible
combinations of packets that each class of users might send and each user will split
its stream of bits into certain number of low-rate streams. It is worth emphasizing
that the number of active users admitted into the system is not necessarily equal

to the number of mutual packets processed by the system, because the number of
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Table 5.1: Traffic Characteristics and Systern Parameters.

Stream Traffic
# of Classes= 4

Interactive Traffic
# of Classes= 2

Class 1 R$=10-30 kbps, R;, ;=20 kbps R{™*=100 kbps
# of users= 30, 65 ,,= 1.0 # of users= 3,6{™ = 0.038
4 Class 2 R$= 130-500 kbps, Rj,.(2y= 260 kbps | RI™= 40 kbps
! % of users= 3,65 ,,= 0.75 # of users= 10.6{% = 0.35
Class 3 . Ri= 60-380 kbps. R;,..3= 160 kbps
; | & of users = 5, 65 .. =0.90
| Class 4 Ri= 100-640 kbps, R, = 290 kbps
# of users= 2 .6 ,,= 0.80
Bandwidth, BW 10 MHz 10 MHz
Basic rate, R, 10 kbps 10 kbps
Spreading code gold code gold code
Processing gain, PG | 512 512
Packet size 53 bytes 53 bytes
Maximum # of users | 60 13

packets depends on other parameters and not just the nuwmber of active users. Fur-
thermore, each low-rate stream will be spread using a set of pseudo-random codes
(Gold codes) where PG=1023. Though, in the case of two slots CDMA /TDMA and
because of the 2 slots framing, the bursty rate should be higher than 1/T;. Here, we
assume that the bursty rate at each time slot is 2/7;. Hemce, to maintain the same
bandwidth, the processing gain should be half the one used in the wide CDMA
(i.e. conventional system in our case), that is 512. This way, the bit energy for
each low-bit rate Ej is the same for both systems (i.e. comventional and proposed).
The bit error rate is calculated using the classical multiuser detection and single
user detection and averaged over all the possible combinations assuming that each
combination is equiprobable. This is very important, because each class of traffic
has different traffic characteristics. Hence, to obtain a fair and clear picture of the

system performance, the results should be averaged over all possible combinations.

77



3 ¥

1

0
0
g
<
o
;|
=3
0
B
B
‘E.
‘.'
G
8
v,
0
n
7
A
0
<
a
a
B

NI W RVt

em—— e

sestaanl

-2 M :»_ ——————————
10 - Medified st approach (1.2%Ravl)

\ .
lst approach operating \\
8 .

T |

ol
<
< on Average rates K
<] ! f
& 1075 E
£ 3
< L 1
a. i ]
10—k single user bound ) 4
£ no multiuser interference) \ 0 Treeeeeseooens T 3
o ¢ ) Modified lst approach (1.5*Ravl) b
107 3
- * ]
1078 X . | ' .
o 5 10 15 20 25 30
E, /N, dB

Figure 5.6: The packet error performance for 1st approach operating on high rates

combinations with 60 active stream users and 13 active interactive users;f{, =

0.2,65% = 0.5, BW = 10M Hz, PG = 512.

Table 5.1 summarizes the traffic characteristics and system parameters used
in evaluating the proposed traffic control approaches. The basic rate is assumed

the same for all classes of both traffic categories that is R, = 10 Kbps. These

parameters (i.e. transmission rates) are similar to the parameters expected for the

future wireless networks [25] with some little variations such that they can be used
within our cuﬁent system limitations. Moreover, power control and spreading code
acquisition are assumed to be perfect.

Considering the stream traffic classes, we let each class has a range of trans-
mission rates such that the proposed system will be tested under more reliable
parameters. Therefore, each stream traffic class has a minimum bit rate, maximum

bit rate and an average bit rate. For the purpose of investigating the capacity of
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the proposed protocol, we study the new system subjected to what we call com-
bination of rates. In other words, the minimum-bit rate combination is where the
system is tested assuming that all classes are operating on their lowest bit rates.
The maximum-bit rate combination is where the system is tested assuming that all
classes are operating on their maximum bit rates and the same thing applies for
the average rates. Of course, in practice, the traffic flow is composed of different
combination of transmission rates and hence, the system performance should fall
within these bounds. The system studied, here, has a maximum of 60 stream users
and 13 interactive users. Both proposed approaches have been studied under the
above traffic characteristics and assumptions.

Figure 5.6 shows the packet error rate for the Ist proposed approach as well

as the conventional and the single user systems. It is clear that the packet error
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Neged

rate performance is not much improved comparing to the conventional one which
is irreducible. This is due to the fact that in the original proposed approach, the
user should stick to a certain average bit rate and as such at high rate transmission,
the packets received by the multiuser detector is just a small portion of the stream
traffic. Hence, when we average the performance of both receivers over the whole
traffic population, the packets received by the conventional receiver will have more
statistical weight (binomial distribution). To overcome this problem, we modify the
approach such that more packets shall be received by the decorrelator multiuser
receiver, and this can be accomplished as follows. If the system performance is
worsened by employing the original version of the proposed approach, then both

the user and the base station negotiate again a new average bit rate which should
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0T

be higher than previous average bit rate (for example, 1.2R;,. ;) and so on. This
modification is ,of course, limited by the practical capability of the BS (i.e. # of
available receivers, etc.). Figure ??, shows also the improvement in the system
performance when this modification is applied. Further, the system capacity (i.e.
the number of users the system can handle in an acceptable packet error rate) also
has been improved as shown in Fig. 5.7. In this approach, the results for low-rate
combinations are not shown because they are the same as for the system operating
on average-rate combinations at which the Ist approach shows very good results.
On the other hand, this approach does not efficiently utilize the system capacity

when the flow of traffic is lower than the average rates agreed upon at the beginning

of the call.
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Figure 5.10: The comparison of packet error performance vs. # of active stream
users for 2st approach; 13 active interactive users; BW = 10MHz, PG =

512, By /N, = 12dB, 6{%, = 0.2,65% = 0.5.

Now, we consider the 2nd approach where N;, . is the statistical average es-
timated by the base station. Figures 5.8 & 5.9 show the comparison of the packet
error rate performance of both the conventional and proposed system for the ex-
treme cases under different burstiness activities of interactive users. It is easy to
figure out the superiority of the 2nd proposed approach over all the ranges of traf-
fic. The burstiness in the interactive traffic has an influence on the performance
of the system, but it is minor which can be explained as most of the transmitted
stream packets were processed by the decorrelator Multiuser receiver. Further, the
2nd proposed approach is less sensitive to the changes in the traffic parameters of
stream users compared to the conventional system and this due to two factors: the

robustness of the multiuser detector and the proposed traffic control that makes
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Figure 5.11: The comparison of packet error performance vs. # of active stream
users for 2st approach operating on maximum rates combinations; 13 active inter-
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the implementation of multiuser receiver more practical and be able to balance the
flow of traffic into two different detection strategies and achieve a good compromise
performance. In fact, this insensitivity of the proposed system to traffic changes
is directly translated into a larger system capacity compared with the conventional
system. This last notion is very obvious in Figs. 5.10 & 5.11. Nevertheless, as
contrary to the first approach, the second approach highly depends in its operation
on the idealism of the BS estimation of the average number of transmitted packets
from all active stream users on the first slot (i.e. Ts). Figure 5.12 compares the
achieved system capacity by both proposed approaches.

It is intuitive that the more packets received by the multiuser receiver, the
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better the receiver performance is achieved. However, the price paid is the complex-
ity of the receiver is enhanced as well as the expected delay the transmitted packets
might suifer which would become a real problem for delay-sensitive applications such
as voice, video users. Hence, our proposals try to balance the traffic between the
two time slots such that each time slot can achieve an acceptable performance. To
investigate more on this point, we change the ratio of T in the stream traffic
population and by such we are varying the number of packets emitted from stream
traffic users to each time slot. Figure 5.13 shows the effect of changing the ratio
of the packets processed by the multiuser receiver to the total number of packets

emitted from the stream traffic on the packet error rate performance. Finally, Fig.

5.14 compares the packets error rate performance of both categories of traffic (i.e.
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stream and interactive). We notice that even the proposed system may enhance the

burden on T},, the performance of the interactive traffic in T, is almost the same

as the stream traffic for the same E,/N,.

5.6 Conclusions

A new hybrid TDMA /MC-CDMA system accompanied with two traffic flow control
approaches has been presented. The practicality and bit error performance of the
new system have been examined under a wide range of expected traffic character-
istics (bit rate, transmission activities, etc.) for the future wireless networks. The
results show the superiority of the proposed system compared with the conventional
one. Further, this improvement in the performance is attributed to the novel traffic
control approaches that have introduced an interaction between the physical layer
and higher network lavers and consequently balance the traffic load on each de-

tection algorithm and makes the implementation of the decorrelator receiver more

practical.
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Chapter 6

Hybrid MC-CDMA /TDMA.:

Queueing Analysis
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6.1 Introduction

In the preceding chapter, we discussed two flow control approaches applied to a hy-
brid CDMA/TDMA platform. The results shows that the proposed approaches have
outperformed the conventional CDMA system. These results, however, are obtained
under ideal conditions in terms of resources (e.g. receivers, transmitters, buffer size,
etc.) availability at the mobile stations as well as the base station. In practice,
there are limitations for these resources and we should expect “network problem
issues” such as call blocking, cell blocking, delay, delay jitter, etc. Therefore, these
proposed approaches should be accompanied with admission policy which reflects
on these limitations at any admission decisions.

In this chapter, we develop a general queueing model for the end-to-end perfor-
mance analysis of CDMA networks. In this model, we interrelate the physical limi-
tations of the base stations (i.e., the number of transmission and reception modems),
call and burst level traffic, instantaneous ATM buffer conditions, and End-to-End
bit error performance in one queueing problem. Previous studies do not include
the error performance in the queueing modeling of the CDMA networks nor both
uplink and downlink performance in one problem. Nevertheless, the inclusion of
the channel performance in the queueing modeling would give more realistic figures
of network performance as well as guarantees of the required QoS of the networks.
First, an algorithm is developed for a general queue and then another algorithm
is presented for general priority scheme that easily can be applied along with the
general algorithm.

Moreover, the state diagram representing such kind of queueing problem is so
general that it does not fit the description of typical queues. Therefore, analytic
solution by means of moment generating function is intractable and only solution of
the (B + 1) simultaneous equations (where B is the base station total ATM buffer

capacity in cells) describing the probability balance equations of each state will be

pursued.
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6.2 Queueing Analysis

In all analysis presented in this chapter, the considered system has a maximum of
L servers on the downlink channel and a finite buffer capacity of B cells (packets)
(usually, L < B). Further, there is no restriction on the arrival process nor on the
service process distributions. These distributions can be implicitly included in the
transition probabilities among the buffer states. In the following, we will develop
algorithms for calculating the transition probabilities. Also, in this section, we do
not restrict the analysis to our MC-CDMA/TDMA proposal and it is presented in
a general way which can be applied to any multiple access protocol. Later, however,

we shall restrict the analysis to study our MC-CDMA/TDMA proposal.

6.2.1 Priority Queues

The diversity of QoS parameters of future networks users requires that the base
station be capable of granting users different levels of priority such that these QoS
requirements are guaranteed. We assume that at the beginning of the call, the user
is assigned certain priority level according to which class of traffic he belongs to. For
simplicity of presentation, users are assigned priority in ascending order (i.e. the
highest priority user is assigned 1). Further, each class of users has its own queue
at the base station. The following algorithm is general for calculating the transition
probabilities of any group of priority queues.
Counsidering the kth class of traffic, we define 7%, as the instantaneous number
of cells belonging to all traffic classes that have been assigned higher priority, i.e.
k-1
*y=>Jn (6.1)
n=1
where j, is the instantaneous generated cells from an nth priority class of traffic.
Also, define 7 as the total number of instantaneous cells belonging to the kth class

of traffic as well as all classes of traffic that are assigned higher priorities, i.e. i =
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Jk + i*,. Define v; = MAju; as the probability that j cells have been generated
with probability A; which is dependent on the probability distribution of the nth
class of traffic and received successfully with probability u; at the base station.
similarly, we define d; as the probability of successfully transmitted cells via the
downlink channel. Clearly, u; and d; are functions of modulation/demodulation,
coding/encoding, uplink/downlink environments, etc. Since there is a maximum
of L servers on the downlink, the maximum allowed cells on the downlink will be
L. Therefore, we define inst as the instantaneous number of cells generated from
all active uses that are allowed to share the downlink channel simultaneously, i.e.

inst = min(L, & | 7,), where K is the total number of classes of traffic population.

e fori < j < B (birth-process)

forig > L
Vi—i+Ldr +7-i(l—dr) ¥, <L .
bij = & (62)
Ti—i 15, > L
fOT ’ik S L
Di; = n,/jdinst - A/j—i(l - dinst) (63)
e for B > 1> j (departure-process)
for (i —j) < L -1,
~.:d; e < L
pij = /iQinst e = (64)

Yi-ie+r8r U > L

6.2.2 General Queues

Now, we consider a general structure of a buffer that its transition probabilities
interrelate the uplink and down link error performance, the uplink receivers, the
down link servers as well as the buffer capacity. The arrival process is random while
the service process is deterministic. Here, we present the algorithm for calculating
the transition probabilities for such queue. Figure 6.1 illustrates the state diagram

for a simple example of such queue. It is easy to see that one may impose any
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Figure 6.1: Illustration of the transition probabilities of the traffic; L=4. B=86,
Ez=2 cells.
priority scheme on these traffic populatior by just running this algorithm under the

priority queue algorithm mentioned in section 6.2.1.

Defining Ez as the maximum possible received cells during one cell-time unit,

the transition probabilities of the state diagram are given by:

e fori< j < B (birth-process)
forj—i<Ezorj=Ezx

”'_i.'.d ':—"’_il—d li>L
py =g T Tl i) (6:5)
Vids + Yi-i(1 — di) i< L
forj—i=Fz
vi—i(l—dr) ;i>1L
Diyj = ’ ) (6.6)
vi-i(l—d;i) ;i<L

p:; = 0 ; Otherwise

e for B > i > j (departure-process)
for L >4

vidi J<Ex<LorEz>0L
Dij =
? 0 ; Otherwise
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forL<i<L-+j

Yj—irrdr ;j—i+L<Ezxz< LorEz>L
Dij = (6.8)
0 ; Otherwise

e fori>jandi—j7>1L

P;=0

It is interesting to note that the state diagram developed by the above algo-
rithm consider the content of cells of the buffer regardless of €he sources of these
cells. In other words, if a buffer has j cells, then, these cells are not necessarily
belonging to one traffic source. They might arrive from several #raffic sources. This
means that these state diagrams are multidimensional. This multidimensionality is
implicitly imposed by the probability transitions. Further, this generality in repre-
senting the state diagrams manifests its self by the presence of transition to distant
states by the limiting of service to a maximum of only L simultzneous cells per cell
time on the down link channel and by the dependence on successful transmission
probability via the downlink channel d;. It does not fit the de:scription of typical
queues. Analytic solution by means of moment generating function is not convenient
for this general queue and only solution of the (B~+1) simultaneous equations (where
B is the base station total ATM buffer capacity in cells) describ-ing the probability
balance equations of each state will be pursued.

Writing the balance equations of the steady-state transition probabilities of
the state diagram, we get a set of linear equations that can be formulated in a

matrix form as
AX =Y (6.9)

where X = [XoX,--- Xp]7,Y = [3Y; - - - Y]T and the elements ofA can be obtained

as in (6.10)

— 2. Dk ji=]
ai; = ik (6.10)

Dji 1FEJ



where %min is the least state in the given state diagram. For example, i, is the
average number of cells if the average stream queue is considered, while Tmin 1S
zero if the collective traffic queue is considered. This set of equations is typically

complemented by the condition that
Xo+ X+~ X +---+ Xg=1 (6.11)

Now, by replacing the last row in 4 with the all ones row (corresponding to equation
(6.11)), the steady state probabilities X;’s will be found by solving the system of

(B + 1) simultaneous equations in (6.12).

[ Ggo Qo1 --- QoB [ X [ 0

ap Qi1 --- aiB Xi 0

G2 Q21 --- Q2B : = : (6.12)
i 1 1 1 J | XB J i 1 |

Two-Queue Scenario:

Now, we apply the above algorithms on the proposed MC-CDMA /TDMA protocol.
We assume that the population of each of the 2 TDMA slots has its own buffer at
the base station. Thus, the average traffic of stream users are queued in one buffer
while the excess traffic as well as any cells from interactive traffic (if it is allowed) are
queued in the second buffer. Therefore, each queue should be analyzed differently.
Figures 6.2 illustrates the state diagrams for simple example of the stream traffic
transmitted via Slot-I.

Considering the average stream traffic queue, we are certain that during Slot-
I, there are Awv cells transmitted and detected by the multiuser receiver, where Av
is the pre-negotiated average cells. Hence, this queue has deterministic arrival as
well as deterministic service processes and we shall denote it as D/D/L/B queue.

The probability transitions of the underlining state diagram are as follows.
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Figure 6.2: Illustration of the average stream traffic queue; [ = 5, B=7.4v =2
cells.

e for L > v
for i < j, where i > Av, j = min(i + Av, B) (birth-process)

UAv(l—di) sz
Uay(l—dr) i1>L

for B > i > j, where j = ¢ — L + Av (departure-process)

Di; = A . (614)
‘U.Avd[, 1> L

e for L < Awv, the queue is unstable

On the other hand, the queue that receives the transmitted cells via Slot-II
have completely different characteristics. The arrival process is random while the
service process is deterministic. Here, the transition probabilities can be calculated
directly applying the above algorithms. More, Fig. 6.1 can also be used as an illus-
tration for the packets transmitted using Slot-II assuming that Ez is the maximum
possible excess packets received during one slot.

In the succeeding chapter, we will use these queueing models to determine
the steady state probabilities of buffer occupancy at the base station. Then, these

probabilities will play a key role in our admission/congestion policy that shall applied
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to the hybrid CDMA/TDMA network under the first proposed flow control (see

section 5.2.1).
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Chapter 7

Window Measurement-Based

Admission /Congestion Control
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7.1 Introduction

Having developed algorithms for calculation of transition probabilities for general
priority queues in chapter 6, we are ready to apply these algorithms to evaluate
CDMA networks for several performance measures in different scenarios. We shall
start with introducing a new adaptive call admission policy based on a Window-
Measurement estimation of the status of the Queue at the base station. Then, we
first analyze and evaluate the performance of the so called ‘pure’ CDMA network
under the new admission policy. Next. we look at the performance of the proposed

MC-CDMA/TDMA protocol under the new admission policy.

7.2 Admission/Congestion Control Policies

The proposed admission/congestion policy has two phases. Phase-I (admission)
manages the admission of new calls such that there are enough resources (servers)
on the uplink to serve these new users. The proposed traffic low control mentioned
above imposes the following restriction. Stream users should be admitted into the
system, if the available uplink servers (maximum of L*) can accommodate the vari-
able rate components (excess traffic) of active stream users concurrently with the
active interactive users, i.e.,

NEess + NT S L™ (7.1)
where N7 is the instantaneous number of cells generated from active interactive
users. This means that the admission policy grants higher priority to interactive
users calls which is very practical for delay-sensitive application such as voice, video
calls. When Eq. (??) is not satisfied, contention is identified in this thesis. On the
the hand, we can assume the same level of accessibility for both traffic categories
providing that the stream users should restrict their transmission rates to the average

rates if all servers in slot-II are busy serving the interactive users. This modification

would lead to a larger delay especially for high variable rate users.
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Secondly, phase-IT (congestion) of the proposed traffic control policy manages
the cell flow into the base station such that it prevents any possible congestion
in the buffer. This objective is achieved by interrelating the End-to-End network
parameters such as up/down link channels, number of receivers at the base station,
buffer limitation at base station, traffic burstiness, etc. in one Queueing Problem.
Subsequently, the instantaneous buffer overflow at the base station is used to predict
the likelihood of buffer congestion over a period of a window of transmitted packets.

This reactive congestion policy is proposed and examined in the following sections.

7.2.1 Window Measurement-Based Admission Policy

Figure 7.1 shows an ensample of a network activity at the base station. We denote
the case when the number of cells in the buffer exceeds certain threshold TH by an
upward arrow. Otherwise, it is denoted by a downward arrow and this what we call
the buffer is in a ‘good’ condition. This randomness is due to many factors, such as
the burstiness during the cell level, the erroneous channels, etc. These activities also
vary from window to window due to the above reasons as well as the call activity of
each user.

Using the occupancy of the buffer, we define the cell overflow (or loss) proba-
bility Os(.) such that it gives an early warning about the build up process of queued

cells in the system.
B

Oo()= > Xi _ (7.2)

I=TH
where T'H is the buffer content that defines congestion. Equation (7.2) defines buffer

overflow over one cell time. The buffer overflow probability is an important indicator
of how the overall system is working. As was previously stated, maintaining the
QoS requirements is a crucial issue for any integrated services wireless network. In
particular, blocking probability and cell delay are interrelated entities. So developing

an estimator that can estimate and predict the likelihood of buffer congestion, helps
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Figure 7.1: Ilustration of buffer activities at the BS; window size= 36 cells.

to put these related and crucial performance issues (i.e. delay, blocking probability)
under control.

If the dialup or call signaling period equals W cells, the probability that an
incoming call finds the buffer in good condition for at least g consecutive cells within
these W cells (observation or dialup period), which we call probability of buffer not
congested S(.) can be shown (see Appendix B) to be:

vz [ w : :
S() S Z ( . ) (Ob)l(l _ Ob)DV-z + (I’V _ q)2(0b)W—q—l(1 . Ob)q-i-l
=0 2
+(W — g+ 1)(0p)V (1 — Op)* (7.3)

S(.) will be averaged over all possible combinations of admitted calls, i.e.
S=> >58¢ (7.4)

where C(.) is the joint probability distribution of a certain combination of active
users initiated from all traffic categories. Later, we will be more specific about C|(.)

which depends on the traffic probability distribution.
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It is obvious that the probability of non-congested buffer reflects the dynamics
of the building up process of the queued cells during the call period. Hence, consider-
ing this measure as an acceptance or rejection criterion is warranted. Consequently,

the traffic load must be adapted according to S as shown in (7.5).
Prew=p-5 (7.5)

Where prew is the average accepted traffic, and p is the total stream offered trafiic
load (Erlangs). According to (7.5), S is actually the average throughput of the
system. For example, if § = 0.9, then only 90% of the traffic should be admitted
and the rest must be rejected. By controlling the traffic load as in Eq. (7.5),
the following quality of service parameters, namely, cell blocking probability call
establishment delay and the cell error will be under control. Therefore, the second
phase of the proposed policy (congestion) has two steps. First the likelihood of buffer
congestion (S) is estimated. Second, the offered traffic load is adapted accordingly.
This adaptation of the offered traffic can be implemented in different ways. For
example, the transmission rates of all currently admitted users can be varied such
that the accepted traffic load matches with S and the number of admitted calls
is kept without change. On the other hand, we can choose to take an opposite
strategy that is to keep the transmission rates as they are and instead block some
calls following certain policy.

Now we are in a position to state our new call admission policy; i.e., the new
admission states “The new call is admitted once the total number of low-bit streams
corresponding to the active calls is less than L* as in equation (7.1) and the buffer
is not congested as in equation (B.7).” The overall new call blocking probability in
this case is given by

Bly=PFPypoer =1 -5 (7.6)

We note that the call admission policy (i.e. phase I) leading to Bl; is easier to

implement since it involves no direct ATM cell buffer measurement (it only monitor
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the number of calls), while the new policy leading to Bl, necessitates monitoring
the number of cells in the total buffer of the base station,on top of monitoring cells.
This number varies from slot to slot (one cell time on the downlink channel), and
if actual buffer measurements are based on one cell time, BI2 will be excessively
high since a spontaneous congestion (one cell time) will lead to new calls blocking
(i-e., an overreaction). On the other hand, if the measurement time underlining Bl,
is excessively long (e.g., few cell bursts) this smoothes down the congestion, more
new calls will be admitted but the buffer may experience high level of congestion
(Xi > TH) for short periods of time (call bursts of part thereof) thus increasing the
user delay jitter, In this work the ATM measurement window, W, is assumed to be
of the order of the smallest average call active burst length. Now, it is easy to find

the mean call establishment time, i.e.

CEs = Z?:-_ll : (Pbﬁock)l—l(l - Pb?ock) ) (W + T)
(7.7)

_ _(Wir) _ (W) :
e T cell times

where 7 is the round trip propagation delay between user and BS (or satellite),

involved in each user signaling trial of duration W cells.

7.3 Statistical Traffic Models

Considering that I different classes of users are multiplexed, the aggregated cell ar-
rivals are governed by the number of calls in the ON state from all types of active
users. Having assumed that all classes of traffic users are independent identically
distributed random variables (iid), the compound traffic distribution of i cells gen-
erated by all active calls (i.e. A;, i = Sf_; ne) of all I classes in a certain category
is given by

= S IR (7.8)

(nl 7'"1"[)67?' k=1
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where
I
R = {(nl,---,n[) : an =‘i, ng < leVk}
k=1

where N is the maximum possible number of cells generated by class k£ and Py (nk)

is the probability distribution of generating ny, cells from class j which is given by

Ng

Pu(ni) = ( N ) (Goom)™ (L — B o) Ve (7.9)

Similarly, at the call level, we assume that all traffic sources are modeled by
the ON/OFF model with different activity factor for each class of traffic. Therefore,
the joint probability distribution of j admitted calls (i.e. T, j = S7_, ji) from J
different classes of users is given by

J
Li= > @G (7.10)

(nl 1"'xn'[)€72‘ k=1

where

I
R = {(nl,-u,n[) : an =1 n; < Suj‘v’j}

j=1
where Su; is the number subscribers to class k£ and Qx(ji) is the probability distri-

bution of initiating ji calls from class k& which is given by

Suk

) (8k,on)? (1 — Sg,on) 2%~k 7.11)
Jk

Qr(jx) = (

where J¢ 0n is the activity factor of class & users (i.e. call/sec). It is necessary to note
that the probability distributions of call and cell levels are presented in a general way
without distinguishing between stream users and interactive users. Later in section
7.5.1, these distributions shall be identified according to their traffic categories (i.e.

the superscript ’s’ for stream users and 'In¢’ for interactive users).
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7.4  “Pure” CDMA Platform System performance
[96]

Here, we are going to apply the above admission/congestion policy on pure CDMA
platform where both uplink and downlink are operating on CDMA platform similar
to IS-95. All traffic classes’ users can access the network simultaneously. Further,
we assume that all receivers in the network are single-user receivers.

In evaluating the performance of the aforementioned admission policy, we con-
sider the following system specifications. We assume that the uplink traffic and the
downlink traffic are using different channels. The source stream bits are modulated
using BPSK-DS-CDMA with a processing gain of 255. The stream bits are encoded
by convolutional codes. Further, following the IS-95 specifications [99], the uplink
bits are encoded by a convolutional code where k = 9, R = %, while the downlink
bits are encoded by another convolutional code with k£ = 9, R = % It is assumed
that the cell on the uplink channel are received noncoherently at the base station.
On the other hand, the transmitted cells via the downlink channel are assumed to
be received coherently by the mobile stations. Both links are assumed to be under
the influence of two paths Rayleigh multipath fading.

In this analysis, it is assumed that we have only two classes of traffic, namely,
voice and data. Voice users have been granted higher priority and not buffered
while data users have less priority and they are allowed to be queued. Therefore,
voice cells experience no delay except the negligible propagation delay. Further, we
assume that the average arrival of voice calls is double the average arrival of data
calls (i.e. A, = 2)4 calls/s), while both traffic sources are generating cells at the
same rate during the active period. In our results, we let R, = Ry = 10 Kbps,
which can be translated into approximately 23 ATM cells/sec. However, taking into
consideration the traffic characteristics of voice and data users (e.g. burstiness, call

duration, etc.), we assume that 6,, = 0.5 while f;, = 0.8. It is assumed that no
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new call is initiated by the busy user until the current call is completed and the
user becomes idle again. The buffer capacity is limited to 70 cells (i.e. B=70). On
the other hand, the maximum number of receivers at the base station is 64. The
measurement window W equals to 150 cells, and ¢ is taken to be 90 cells.

We should follow the same analysis developed in section 7.3. Nevertheless, we
will reformulate the above analysis to match the new problem where we just have

one slot on each link and only two traffic sources are considered.

7.4.1 CDMA Link Performance Analysis

By the independence of users transmission on the uplink (reverse link), we obtain
the probability distribution of the total number of cells generated from all voice (Fv)

and data (jz) active calls; i.e.,
Xi(jv, jd) = Thig 7o Pu(k) Pa(3)

Py(k) = ( .: ) (0v,0)5(1 — By0)7F

Pu(y) = ( j‘.i ) (Ba,a)’ (1 — B4,0)7¢~7
J

where ¢ =k + 7, for i =0,1,---, 4, + j4. We should notice that the dependence of
all the parameters in the following equation (jy, jg, %) will be occasionally dropped

for clarity purposes.

7.4.2 Window-Based Admission Policy

Let X7 is the probability of having [ cells in the buffer, when 7, voice calls and Jd
data calls are active. We define the cell overflow (or loss) probability O¢ such that

it gives an early warning about the build up process of queued calls in the system.

B
Of(Gu,ja) = > XP (7.13)
I=TH
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where T'H is the buffer content that defines congestion. The probability of buffer is

given by:

7

1%4 . .
S(Jus Ja) < Tirge? ( ) (Of) (1 — oWt

14
HW — (0411 - Og)e? o

W — ¢+ 1)(05)" (1 - OF)*

Then, S%(.) will be averaged over all possible combinations of admitted calls, i.e.

S% =323 8%u, Ja)Cdu, a) (7.15)

Jv Ja

where C(.) is the joint probability distribution of a certain combination of active
users initiated from both traffic sources (i.e. voice and data). Assume for simplicity
Poisson arrivals of calls for voice and data with total calls arrival rates \, and Ad,
and holding times ;%v and ﬁ, respectively. Therefore, the probability of having 7,
voice calls and j4 calls on the uplink channel (assuming an M/M/1 model for the

calls activities) is Geometrically distributed, i.e.
C(jv:da) = (1 = pu)p™ - (L = pa) pa™® (7.16)

Therefore, the traffic load must be adapted according to 5S¢ (i.e. o = py- 59,
where pj** is the average accepted data traffic, and pg is the average offered data
traffic load (Erlangs). Clearly, S is actually the average throughput of the system.
Similarly, S is defined where O} depends on how many servers are busy with serving
voice cells. Hence, by adapting the traffic load accordingly, the following quality
of service parameters will be under control that are cell blocking probability call
establishment delay and the cell error.

Now, it is straight forward to evaluate to the average cell delay, i.e.

- 1 5 . R
D==33% 3 1-X} C(ju,Ja) (7.17)
K Jv  Ja I=L+1
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Figure 7.2: The average cell delay for different ¢ window-based estimation.

where 4 is the average service rate. Moreover, the average data cell error (P2%) and

the voice cell loss ([v) is defined as follows.

=221 —u(o +Ja) - d(Gs + 54)) C(Gu, Ja) (7.18)
=373 {1—u(jy +7a) - d(ju + Ja) - (1 = P(L))} C(Go, ja) (7.19)

Ju Jd
where P(L) is the probability of having all L servers busy.

7.4.3 Results and Discussion

Having considered the above system parameters, we first solve the queueing system
of equations to obtain the steady state probabilities of buffer occupancy (i.e Xf
under all possibilities of active voice and data calls. Then, using these probabilities,
the performance measures are evaluated as mentioned above in equations (7.17-

7.19), but without applying the adaptive admission policy. Then, the probability of
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Figure 7.3: The average throughput for voice /data multiplexed traffic.

non-congested buffer is averaged over all possible population under certain arrival
rates of voice and data. Then, the voice and data traffic will be adapted accordingly.

Figure 7.2 shows the average delay for different traffic load conditions p (i.e.
p = 64pa+0,py). It is clear our admission policy has controlled the average cell delay
compared with the delay performance when no adaptive policy applied. Considering
different windows requirements, we notice that the lower the number of consecutive
cells ¢ required to find the buffer in the state of non-congestion, the higher is the
average cell delay. This is attributed to the fact that when ¢ is low the call blocking
is less and the consequently more cells will reside in the buffer. However, the price
that should be paid for this good cell delay performance for data users is the low
system throughput at high traffic loads as shown in Fig. 7.3.

Figure 7.4 compares the estimated buffer congestion under a window of W=150
cells and g= 90 cells. It is obvious that the proposed admission policy has effectively
limited the cell blocking during the call. Finally, we examine the average data cell
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Figure 7.4: Comparison of the average data buffer congestion probability.

error rate and voice cell loss as shown in Figure 7.5, we notice that for all possible
channel loads, the data cell error and voice loss have good performance and the
proposed policy does maintain these critical QoS requirements. Although, we note
that providing the base station with more servers on the down link to support high
traffic load does not always help in maintaining the required QoS parameters. In
fact, this is an interesting result and this happens because the more cells coexist on

the down link, the higher is the probability of unsuccessful transmission.
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Figure 7.5: Comparison of the average End-to-End error cell probability, W= 150
cells, g= 90 cells, E;/N, = 7.5 dB.

Average data cell blocking probability

1 ! 1 I ! L
[o] 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Average offerd traffic (voice+data), Erlangs

10l L L
Figure 7.6: The average data cell blocking probability.

109



7.5 MC-CDMA/TDMA System Performance Anal-
ysis

In the following, we analyze the performance of the proposed TDMA/MC-CDMA

The analysis applies equally for both categories of traffic unless it is stated differently.

Hence, and for analysis convenience, the system parameters are defined generally.

7.5.1 Performance Measures

The following MAC scenario is considered for evaluating the proposed admission /
congestion policy. We assume that both the uplink and down link apply the two-
slots CDMA/TDMA multiple access protocol. In addition, each slot population
has its own buffer at the base station and each buffer shall be examined separately
according to the window-based admission policy which will be presented shortly.
This proposed scenario is illustrated in Fig. 7.7. It is important to note that mobile
stations’ receivers are conventional receivers (single-user detection). Therefore, the
complexity involved in using multiuser detection is concentrated at the base station.

Following the analysis in chapter 6, it is then straightforward to evaluate the
mean buffer occupancy for each slot population which takes into consideration all
cells existing in the system (i.e. in service and in queue). We identify the average
stream traffic buffer by 1’ and the excess traffic buffer by ’2’. Consider the average
stream traffic buffer, we find E}(.) is given by

B
Ebl(Kh ki1, Ko, k22) = Z lel (7-20)

=1
where X} is the solution of Eq. (6.12) using the algorithm for the average stream

users where all cells are treated equally (no priority scheme applied), K; and K are

the total number of active users from both stream and interactive traffic admitted
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Figure 7.7: the proposed MAC scenario.

into the system, respectively. It is crucial to note that k;; and kos are not single
numbers, but they represent the indices for the sets of possible combinations of
actual number of calls admitted from the stream traffic category and the interactive
traffic category, respectively. For example, let V¥ = 4 classes and there is one active
stream user (i.e K; = 1), so k3 € {(0,0,0,1),(0,0,1,0), (0,1,0, 0),(1,0,0,0)}. As
another example, let N/ = 2 classes and there is two active interactive users (i.e

Ky =2), s0 kx» € {(1,1),(2,0),(0,2)}. Similarly, E2(.) is given by
B
E} (K1, ki, Ko, koo, j) = ST IX? (7.21)
{=1

where j/™ is the instantaneous number of cells emitted from a specific combination
of K interactive users, and X} is the solution of Eq. (6.12) using the algorithm
for the two-queue with higher priority is granted for interactive cells. From Eq.
(7.21), we observe that the buffer content of the excess traffic is dependent on the
instantaneous activities of admitted interactive users (i.e j/*). Subsequently, E2(.)

should be averaged over ;™ as shown in Eq. (7.22).

NE
Eg (Klz kll: K2; k22) = Z Eg(Kly kll: K27 k221 j[)A§nt (7‘22)

=0

where /\3("‘ is the joint probability distribution of emitting j cells simultaneously
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from all active interactive users as defined in Eq. (7.8). Now we shall consider the
average number of cells in the buffers waiting (queued) for service E, and Eg for

average stream traffic and excess traffic, respectively.

E (K, ki, Ko, ko) =Yg, X}
{(7.23)
E2(Ky ki, Ko, koo, 57™) =2, 1X?
Subsequently, the waiting time in queue can be calculated as follows.
THK, ko, Koo ko) = 252 0 1XE
(7.24)

T2(Ky, iy, Koy koo, §7™) = £ T2 14 IX?
where 4 is the service rate (cell/sec) which is deterministic.

Other important criteria in evaluating the overall system performance are the
cell blocking probabilities PL(.) and P2(.), cell error performance PL(.) and PZ(.)
and the new call blocking probability B,. We define the cell blocking probability
as the probability of finding the buffer full, i.e.

Ppo(K1, ki1, Ko, ka2) = X}
(7.25)
P2(Kq, ki1, Koo ko, 7™™) = X3
Pé(Kh K1, Ka, ko) = (1 — um) +un(l —dn)
(7.26)

PA(K,, K11, Ko, koo, ™) = (1 — w;) +u(1 — d;)
where m is the instantaneous number of cells from all K users sharing slot-I (i.e.
the average stream traffic), and 7 is the instantaneous number of cells from K users
including excess traffic from all KX users sharing slot-II. Further, we define Blj as
the average new stream call blocking probability following phase-I of the admission
policy, i.e.

Py (K1, ki1, Ko, k22) = 1 — prob(N! + N2, ... < L¥) - prob(NS,. < L*)  (7.27)
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BI; =333 Pg (ki ki1, ka2, kao) (7.28)

K1 ki1 Ka k22
Similarly, all other performance measures are averaged over all possible combinations

as will be shown later.

Regarding the interactive users, the only performance measures shall be con-
sidered here are the end-to-end cell (packet) error PZ* and the new call blocking
probability Pjn

PL(Ky, Koy, Ko, kan, 55°055) = (1 — u;) + u; (1 —dj)
(7.29)
PI(Ky, K, Ko, kas) = 1 — prob(NY < L¥)

where ¢ is as defined above in Eq. (7.26) and 59 is the instantaneous number of
cells emitted from a specific combination of K stream traffic and they are sharing

slot-II along with interactive users.

The above mentioned performance measures indicate how the overall system
works. Yet, there is no control scheme applied such that the QoS parameters are
satisfied. Therefore, a congestion policy should be developed using one or more of

the above performance measures.

Application of Window-Based congestion Policy

The policy presented in this subsection is applied equally for both buffers. Using
the occupancy of the average stream traffic buffer (i.e. buffer 1), we define the cell
overflow (or loss) probability O}(.), i.e.
B
Op()= > XI (7.30)
I=TH!

where T'H' is the ATM buffer content that defines congestion for buffer '1’. Equation
(7.30) defines buffer overflow over one cell time. Similarly, we define the probability
of non-congested buffer S*(.), assuming the dialup or call signaling period equals W

cells and an incoming call finds the buffer in good condition for at least g consecutive

113



cells, i.e.

]

CHOR D »ibran ( Y ) (05)' (1 = O)"=* + (W — ¢)*(O}) "W 2~L(1 — Of)e+?

+(W — g+ 1)(04)" (1 - O})*

(7.31)
We note that S'(.) has the same parameters as the other performance measures.

Then, S*(.) will be averaged over all possible combinations of admitted calls, i.e.
ST=3" 555" SMKy, kuiy Ko, kas) C (K1, kuy, Ko, kag) (7.32)

K1 ki Ka2 ka2
where C(.) is the joint probability distribution of a certain combination of active
users initiated from both traffic categories. We repeat here the definition of the
Joint probability distribution of admitted calls of each class from all categories as
defined in Eq. (7.10), assuming there are four independent classes of traffic belong
to the stream traffic category, and two independent classes of traffic belong to the
interactive traffic category.
4 2

C(K1, ki1, Ko, ko) = kI:[l Qi (i) - k];[l Q™ (k) (7.33)
where K| = ¥ 4, corresponds to the total number of calls from the stream traffic
users and (K3 = ¥ ji) corresponds to the total number of calls from the interactive
traffic users. Qf(ix) and QF™(ji) are the probability distributions for the stream and
interactive traffic categories, respectively, as defined in Eq. (7.11). For the purpose
of simplicity in calculating the average of S!(.) for all possible combinations which
are very huge, we make the following approximation. We assume that for each

admitted pair of K; and K, users, all their possible combinations are equally likely,

ie :
SYEKL, K,) = z ! (ZZSI(thu,Kz:/@z)) | (7.34)

22k11 koo ki1
Then, S*(K,, K>) shall be averaged over all possible K; and K5. As it was mentioned

before, in this study, the probability distribution of cell generation as well as the
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call initiation are assumed to be Bernoulli distribution with different activity factors

(i-e. 8, 4, respectively).

5T =337 5" (K1, K>)C(Ky, Ka) (7.35)
K; Ko )
Sui 53 Suj Su Sui™t Sulnt o
CUFL K =Ty, T = 3 5 32 5 [TQ26)- >, > T1 @) (7.36)
11=012=013=0is=0 k=1 J1=0 72=0 k=1

where Suj and Sui™ are the numbers of subscribers to class 1 in the stream traffic
category and interactive traffic category, respectively, and so on. This approximation
will be used in all calculations of all other performance measures. We should note
that the above analysis is equally applicable for buffer 2’

Since S* and S? refers to the same traffic category (i.e. stream category) but
evaluated from two different buffers, we follow a. conservative approach where the
lower one will be used to control the flow of traffic (i.e. 5% = min(S?, 5?)).Therefore,

the traffic load must be adapted according to S° as shown in (7.37).
p;ew = ps -5 (737)
Where p5,,, is the average accepted traffic, and p< is the total stream offered traffic

load (Erlangs).
1 n'Ad
ol == Z 85-& - NZ .68 (7.38)
z—l
where L is the maximum number of downlink servers. Similarly, the total interactive

offered traffic load (Erlangs) p’ is defined, i.e.

l vlnt
- = Z 5[nt ['n.t . /V-Int gl'nt (739)

i=1
Now we are in a position to state our new call admission policy; i.e., the new

admission states “The new call is admitted once the total number of low-bit streams
corresponding to the active calls is less than M as in equation (7.28) and the buffer
is not congested as in equation (B.5).” The overall new call blocking probability in

this case is given by
Bly=Pu=1—5° (7.40)
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Table 7.1: Traffic Characteristics and System Parameters

Stream Traffic Interactive Traffic
# of Classes= 4 # of Classes= 2
Class 1 £=23, &= 2 =1
(cell level) Ni{=120, 6§ _,= 1.0 | N["*=10, 6" = 0.5
Class 2 &= 20 kbps, &=2 | &= 50 kbps
(cell level) N§=25, 65 ,,= 0.75 | Nfnt= 10, §int = 0.35
Class 3 g=4, =23
(cell level) Ni=10, 63 ,,= 0.90
Class 4 £=15.& =4
(cell level) Ni=3, 65 ,,= 0.80
Bandwidth, BW 3 MHz 5 MHz
Basic rate, R 10 kbps 10 kbps
Spreading code gold code gold code
Processing gain, PG 255 255
) Packet size 53 bytes 33 bytes
Maximum # of downlink servers (L) | 60 60
Service rate u cells/sec 47 47

Therefore, the second phase of the proposed policy (congestion) has two steps. First,
the likelihood of buffer congestion (S¥) is estimated over a period of W cell-time
unites. Second, the offered traffic load is adapted accordingly. Similar to the argu-

ment presented in section 7.2.1, the mean call establishment time, i.e.

CEs = Zloc—_-ll : (Pbslock.)l_l(l - Pbsloclc) : (VV + T)
(7.41)

(w+ry  _ ( PV_—:—.')

= = cell times
(1= Fglock) S

where 7 is the round trip propagation delay between user and BS (or satellite),

involved in each user signaling trial of duration W cells.
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7.6 Results and Discussion

In evaluating the performance of the aforementioned admission/congestion policy
on MC-CDMA/TDMA access protocol, we consider the following system specifica-
tions. We assume that the uplink traffic and the downlink traffic are using different
channels. The source stream bits are modulated using BPSK-DS-CDMA with a pro-
cessing gain of 255 using different Gold codes. The low-bit average stream traffic bits
are transmitted via the uplink without encoding (multiuser decorrelator receivers
are used at the BS) while these bits shall be encoded at the BS by convolutional
codes for transmission on the down link channel as will be explained later. More, it
is assumed that these average stream packets transmitted via the uplink will only
be distorted by AWGN (E,/N, = 12 dB) besides the mutual interferers from other
intracell users.

On the other hand, the excess traffic bits as well as the Interactive traffic
bits are encoded by convolutional codes. Further, following the IS-95 specifications
[99], the uplink bits (E3/N, = 8.2 dB) are encoded by a convolutional code where
k =9,R = 3, while the downlink bits (E,/N, = 8.45 dB)are encoded by another
convolutional code with £ = 9, R = L. It is assumed that the cell on the uplink
channel are received noncoherently at the base station. On the other hand, the
transmitted cells via the downlink channel are assumed to be received coherently
by the mobile stations. Both links are assumed to be under the influence of two
paths Rayleigh multipath fading. Table 7.1 summarizes the traffic characteristics
and system parameters used in evaluating the proposed traffic control approaches.

Further, we assume that the number of system subscribers to both traffic
categories is limited as shown in table 7.1. In our results, we let the basic rate
Ry = 10 kbps to be the same for all system users. Though, in the case of two slots
CDMA /TDMA and because of the 2 slots framing, the bursty rate should be higher
than R,. Here, we assume that the bursty rate at each time slot is 2R, which can be

translated into approximately 47 ATM cells /sec. It is also assumed that no new call
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Figure 7.8: The average call blocking probability of stream traffic under the phase-I
of congestion control policy.

is initiated by the busy user until the current call is completed and the user becomes
idle again. In this work, interactive users calls have higher priority over the stream
traffic users calls. In the case of contention, the interactive cells will be served first
if there are available servers, otherwise, these cells will be rejected. Therefore, the
interactive cells suffers no delay waiting in the queue. Each buffer has a capacity
(i.e. B) of 70 cells. However, the thresholds for buffer overflow are different where
TH' = 61 (ie. TH' = L +1) and TH? = 2B. TH! = L + 1 is chosen to be
just greater than the maximum number of available servers. On the other hand, we
chose lower threshold for buffer ‘2’ which its contents come from excess traffic such
that it gives an early warning of the build up process of cells in the buffer such the
performance of interactive users do not degrade severely and at the same time, the
overall stream traffic users have acceptable performance. The measurement window
W equals to 150 cells (= 6.36 sec.), and g is taken to be 90 cells.

Having considered the above system paré.meters, we first solve the queueing
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Figure 7.9: The average call blocking probability of interactive traffic under the
phase-I of congestion control policy.

system of equations to obtain the steady state probabilities under all possibilities of
active calls. Then, using these probabilities, the probability of non-congested buffer
as defined in Eq. (B.5) is evaluated for both buffers (i.e. ST and 52). Now, the
stream offered traffic load should be adapted according to the estimated probability
of congested buffer S (i.e. ps,, = p°- S). Subsequently, the performance measures
are evaluated as mentioned above in equations (7.21-7.29) for possible combinations
of admitted pair of (K3, K>) active users. Then, these measures shall be averaged
as we have done in equations (7.32-7.36).

Figures 7.8 & 7.9 show the call blocking probability under Phase-I (admission)
policy for both stream and interactive traffic categories, respectively. The higher the
interactive traffic load, the higher is the call blocking probability for thé stream traf-
fic users calls. Figure 7.10 illustrates the probability of buffer congesﬁon estimated
by the window-based admission/ congestion policy. It shows that the average system

throughput for stream traffic load deteriorates for high stream traffic load. Also, it
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Figure 7.10: The average throughput of stream trafic under the admis-
sion/congestion control policy

points out to the influence of the interactive users on the overall system performance.
The higher the interactive traffic load, the lower are the accepted calls. Therefore,
we are trading off the system throughput for maintaining other QoS parameters such
as cell delay, call establishment delay, cell error, etc. Figure 7.11 shows the average
buffer occupancy of both slots’ buffers. It is clear that the average stream buffer
contents is much higher than the other and this is due to nature of the flow traffic
control applied for slot-I traffic. However, at high traffic load, the buffer occupancy
is under control. Consequently, the average cell delay is within reasonable range as
shown in Fig. 7.12. We note that Fig. 7.12 shows the average cell delay due to the
queued cells (i.e. E7) and not the total delay (D; = T, + }Tr +T%,) experienced by
the transmitted cells via slot-I, where T} is slot duration in seconds, and TF is the
frame duration in seconds (in our study Tr = 27}). Of course, the first two terms
are constant and the population of both slots (i.e. slot-I and slot-IT) always expe-

rience that portion of the delay. It is an important to explore the relation between
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the average cell delay and the achieved throughput. This relation is shown in Fig.
7.13. It is obvious that for low and moderate traffic loads, both performance mea-
sures (i.e. delay and throughput) are good, but for high traffic load the throughput
should be sacrificed such that an acceptable cell delay be maintained. Moreover,
the delay improvement at high loads p* shown in Fig. 7.10 are mainly attributed to
the combined call blocking and the congestion control policy (i.e. on the expense of
more call blocking as shown in Fig. 7.8). Further, Fig. 7.14 shows the average call
establishment delay. Again, it is obvious that the proposed policy has controlled
the call establishment delay and maintained it in the range of one window for ali
expected traffic loads.

Now we examine the cell error performance for both traffic categories. Fig-
ures 7.15-7.17 show the average cell error performance for the cells transmitted via
slot-1, the variable-rate components (excess traffic) of the stream users transmitted
via slot-IT and the cell error performance for interactive users traffic, respectively.
It is interesting to note that the proposed flow traffic control along with the new
admission/congestion policy effectively maintains the cell error for both traffic cat-
egories within acceptable ranges. For instance, cells transmitted via slot-II suffer
average cell error less than 0.005 for all possible traffic loads. On the other hand,
cells transmitted via slot-I (average stream traffic) have good cell error performance
except at high traffic load. This can be attributed to the traffic flow control pol-
icy where during slot-I, the mobile station persists on transmitting a fixed number
of cells (average) such that the multiuser decorrelator receiver implementation be-
comes more practical. Nevertheless, it is obvious that the admission/congestion
policy works well in maintaining the cell error performance within the acceptable
ranges, but with sacrificing the overall system throughput. Finally, Fig. 7.18 shows
the average cell blocking probability when the traffic is adapted according to the
S5. On the other hand, the average cell blocking for excess traffic was found to be

approximately zero. This happens due to the low excess traffic population.
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We can easily recognize from the results presented here that due to the na-
ture of the proposed system (MC-CDMA/TDMA, traffic flow control, and admis-
sion/congestion policy) both traffic categories have influence on each other. At high
interactive load, less stream traffic shall be admitted which results in lower cell error,
lower cell blocking, less delay, and so on. However, the price that is paid is lower
throughput.

We have noticed that (not presented herein) providing the base station with
more servers on the down link (while keeping the same spread spectrum bandwidth)
to support high traffic load does not always help in reducing the cell delay. In fact,
this is an interesting result and takes place because the higher is the number of cells

on the down link, the higher is the probability of unsuccessful transmission.
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Figure 7.14: The average call establishment delay for stream traffic users.
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Figure 7.15: The average cell error probability of average stream traffic transmitted
via slot-I.
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Figure 7.16: The average cell error probability of excess stream traffic transmitted
via slot-II along with active interactive cells.
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Figure 7.17: The average cell error probability of interactive traffic transmitted via
slot-II along with excess stream traffic cells.
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Figure 7.18: The average cell blocking probability of the average stream traffic buffer
(i.e. Slot-I).
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Chapter 8

Simulation Study for the Proposed
MC-CDMA /TDMA

127



8.1 Introduction

In the previous chapters, we have analyzed analytically the proposed access pro-
tocols accompanied with window-based measurement admission/congestion control
policy. The complexity of the wireless networks under consideration has put some
restrictions on our analysis. Hence, it is important to evaluate the performance of
the proposed protocols via simulation where these protocols shall be tested under

more realistic conditions and system parameters.

8.2 System Description

We use exact Monte-Carlo simulation to simulate the multimedia, integrated CDMA
networks where heterogeneous traffic users are multiplexed into a simple TDMA
frames. Each frame is composed of two slots as explained before. In this simulation,
our emphasis is on the network performance issues such as packet delay, packet de-
lay jitter, packet losses, call blocking, etc. Therefore, the only system parameters
that are going to be simulated and randomly generated throughout the simulation
program are these parameters which have direct relation to the network perfor-
mance. For instance, packet error performance will not be simulated. However, the
Monte-Carlo simulation is supplemented by analytical computation of packet error
probability for uplink stream packets received by decorrelator receiver at the base
station (BS). On the other hand, the packet error probability for the uplink slot-II
users as well as downlink users from both slots are supplemented from computational
analysis given by [99] which we briefly summarize in Appendix A.

In Fig. 8.1, we depict a general system block diagram for the CDMA network
under consideration. We show only the main blocks related to our work. Since our
main focus is concentrated on the network issues, no details will be given regarding
source coding nor channel coding. Indeed, the implications of these blocks are im-

plicitly considered in the packet error performance. Further, it is worth to emphasis
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that we concentrate on the bulk of packets transmitted via uplink channel by all
admitted mobile stations and the same thing applies for the down link channel.

Assume a set of A users are admitted to the network. The process of packet
generation is a random process which will be explored later. At every packet-time
unit; there will be a group of packets B. As shown in Fig. 8.1, this low of information
bits shall be spread by signature codes [C] and then they will be modulated using
BPSK modulation technique which formulates the .S, signal, i.e.

Sy = diag(BC) - F¢ (8.1)

where
B =bi(t) bot) - I
¢ =lal) -] (8.2)
Fie =[cos(wet + 1) cos(wet + @) - -]
Sy shall experience the impairment of the uplink channel (fading, multipath fading,
shadowing, etc.). At the BS, a distorted version of S, is received (i.e. Ry). It was
stated before that the proposed admission policy interrelates the end-to-end system
parameters such as packet error rate on uplink channel as well as downlink channel.
Hence, we are concerned about how much of those transmitted packets via uplink
channel (i.e. B) could be received successfully at the BS (i.e. B). Of course B € B.
For each simultaneous transmitted packets B, we read the corresponding packet
error rate F, as explained in Appendix A. Then a uniform random generator (RG)
is triggered to determine whether these packets could arrive successfully at the BS.
For instance, let P, = 1075, the output of the uniform RG shall fall between 0 and
1. We consider the event '0’ (failed transmission) if the RG output is < P, and then
these packets will be discarded and not considered as an input to the BS buffer (i.e.
B = 0). Otherwise, it is considered '1’ (successful transmission) and consequently
these successful packets shall be included in the BS buffer input (i.e. B = B).
At the BS, B packets will be treated differently depending on the admission

policy applied as well as type of received packets (for example, voice or data).
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Considering packets received during slot-IT, B is composed of two flows of packets:
1) packets belong to ezcess traffic and 2) packets belong to interactive traffic. The
later will be served immediately if there are available servers on the down link.
Otherwise, these packets should be dropped and they are not allowed to be queued.
However, the former (excess packets) will be queued in two cases. First, if there
is no available servers on the down link provided that there is enough space in the
buffer. Otherwise, these packets should be dropped also. Second, if the transmission
on the down link was not successful, copies of those lost packets will be queued and
retransmitted later. Figure 8.1 denote D as a vector containing streams of packets
from excess as well as interactive traffic who are permitted for transmission via the
downlink channel. Then, D packets will be processed in a similar way of B and

results Sy.
Sq¢ = diag(D C) - Fj (8.3)

where D, C, 7§ are defined similarly to those in Eq. (8.1). Here, we assume that the

uplink channel and downlink channels are using different frequency bands. Similarly,

Sq will suffer the impairment of the down link channel and will be distorted and

received as R, by the other end-mobile.

8.3 Simulation Assumptions

Up to this point, it should be clear that our emphasis is on ’packet level’. In
other words, the simulation concentrates on the following random events: 1) Call
initiation, 2) packet generation (i.e. B), 3) successfully transmitted packets via
uplink channel B, 4) BS operation (i.e. packet dropping, buffer overflow, busy
servers on downlink channel) D, and 35) successfully transmitted packets via downlink

channel D.
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8.3.1 Simulation of Calls initiation

A new call request is generated by a uniform random generator with certain activity
probability. Since our observations are carried out every window, the activity prob-
ability is the average call activity over a window (for example, 0.005 calls/window).
The aggregated calls generated from all independent users yield a muitinomial ran-
dom process. We assume the call duration is geometrically distributed. So, a ge-
ometric RG is triggered to find the call duration for this specific call in terms of
measurement windows. Here, we impose a simple modification for the sake of short-
ening the time required for each simulation run that is the calls initiated at the
same window from the same traffic class shall have the same call duration. More-
over, these calls associated with their duration are registered in a special register

and it shall be updated by the end of each window.

8.3.2 Simulation of Packets Generation

Throughout our analysis in the previous chapters, traffic are assumed to be het-
erogeneous and each source is modeled as a single ON/OFF source for the sake of
computational simplicity. Yet, this assumption does not take into consideration the
correlation between generated packets. Hence, in this simulation, our traffic sources
of interest are assumed to have variable bit rates. Each source has its own activity
(i.e @, B) and by which its bit variations is controlled. Nevertheless, a constant bit

rate user still can be modeled as variable bit rate source with o = 0.

Fluid Source Modeling of Traffic Sources [100]

The Fluid Source Modeling is chosen for simulating heterogeneous sources under
consideration in this work for two main reasons. The first reason is that the source
itself could be a wvariable bit rate source. Hence, the simultaneous number of emitted

packets is varying. The second reason is our multicode transmission policy, even
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though, the source is a constant bit rate.

Each source is represented by an equivalent process. The equivalent process
will be defined to be of V identical two-state “mini-sources”, each moving back and
forth exponentially between an “off state” and an “on state” in which 4 bits/s are
generated. In other words, the time-varying bit rate of each source is quantized into
V quantization levels. To reduce the effect of quantization, the number of mini-
sources should be increased (i.e V' >> N). In this simulation, we set A to be equal

 to the basic transmission rate (i.e Ry). Figures 8.3.2 and 8.3.2 illustrate the Markov

chain representation of the equivalent process.
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The simulated kth received signal is
3] :

SM(8) = ; (ch 58k 5 (B)cos(we(t) + 6r)) ® A s(t) (8.4)
This is the compound signals coming from the kth user belonging to the j calls
using the Ath siot for transmission; M = 1,2. Further, & is R;/ Ry, and needless
to mention that &; is limited by the practical application (for example, the existing
spreading codes, etc.), ¢ is the phase shift associated with the kth user. We note
that &; is unit-less.

In evaluating the performance of the aforementioned admission/congestion
policy, we consider the following system specifications. We assume that the uplink
traffic and the downlink traffic are using different channels. The source stream bits
are modulated using BPSK-DS-CDMA with a processing gain of 255 using different
Gold codes. The low-bit average stream traffic bits are transmitted via the uplink
without encoding (multiuser decorrelator receivers are used at the BS) while these
bits shall be encoded at the BS by convolutional codes for transmission on the down
link channel as will be explained later. More, it is assumed that these average stream
packets transmitted via the uplink will only be distorted by AWGN (E,/N, = 12
dB) besides the mutual interferers from other intra cell users.

On the other hand, the excess traffic bits as well as the interactive traffic
bits are encoded by convolutional codes. Further, following the IS-95 specifications
[99], the uplink bits (E,/N, = 8.2 dB) are encoded by a convolutional code where
k =9,r = %, while the downlink bits (E3/N, = 8.45 dB) are encoded by another
convolutional code with £ = 9,r = 1. It is assumed that the packet on the uplink
channel are received non-coherently at the BS. On the other hand, the transmitted
packets via the downlink channel are assumed to be received coherently by the
mobile stations. Both links are assumed to be under the influence of two paths

Rayleigh multipath fading. Table 8.1 summarizes the traffic characteristics and

system parameters used in evaluating the proposed traffic control approaches.
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Table 8.1: Traffic Characteristics and System Parameters

Stream Traffic
# of Classes= 4

Interactive Traffic
# of Classes= 2

Average call length 1000 packets 3 min
(geometric)

Class 1 &=10,&=7 =10

(packet level) NY= 100, 65 ,,= 0.7 | N{™= 10, 6" = 0.25
Class 2 £=4. =3 &=5

(packet level) N$= 100, 65 ,,= 0.75 | Ni"*= 10, /"t = 0.36
Class 3 £=28,&=7

(packet level) N3= 100, 63 ,,= 0.90
Class 4 =6, =4

(packet level)

Ni= 100, 65,,= 0.80

Basic rate, Ry 10 kbps 10 kbps
Spreading code gold code gold code
Processing gain, PG 255 255
Packet size 53 bytes 53 bytes
Maximum # of servers (L) | 60 60
Service rate u packets/sec | 47 47

8.4 Simulation Block Diagram

8.4.1 Course of Simulation

At any time, initiated call requests are either accepted or rejected. The waiting users
shall be served first if it is possible according to the buffer status. Then, we check if
there is any new call requests that could be served. If the buffer status shows that
the probability of buffer congestion is high, we have the following scenarios. First,
we keep the priority for those users who are waiting (of course, for a certain 'Time
out’ period) and block any new call requests. The second scenario is to add the new
calls to the waiting list.

The simulation procedure for the call admission can be divided into two parts.
One part checks the new call requests pool, while the other checks whether there are
any standing calls from previous windows. Figures 8.4.1and 8.4.1 depict the block
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diagram of Phase-I of the course of simulation. These diagrams are applicable for -
both time slots unless it is stated otherwise. Here, we shall explain the functionality
of each block, its parameters and its influence on the network performance.

Each simulation run is composed of K equal Measurement Windows. At
the beginning of each window, new users can initiate admission requests to establish
communication with the network. Assoon as a user generate a call request and could
not be admitted solely because of buffer condition, his Call Establishment Delay
(CED) counter is initialized and it shall be incremented through the simulation
program until the call is accepted. The final value of this counter is an indication of
the number of packets that the concerned user had to wait until its call is accepted
So, the average call establishment delay CED(j) for all system users during the jth
simulation run is

total CED per user * # of active users

total accepted calls (8.5)

CED(j) =

Then, the BS should check the capacity needed by each new user and compare it to
the availability of servers on the uplink as well as the buffer condition at the BS.
Here, we should elaborate on the mechanism used in this simulation model to
check the capacity needed by the user. As stated in several places in this work, the
users from both traffic categories could have variable bit rate (VBR) or constant bit
rate (CBR) users. However, each user has its own transmission characteristics. Each
user is modeled as mini-sources ON/OFF model. The number of the mini-sources
is different from user to user. Hence, the flow of information rate from each user
has a maximum (Rmez) and minimum (Rpn) rates. In this policy, we compare the
total rates of incoming users plus the total rates of existing users with the available

number of servers. Here, we may have different possibilities of defining the rate. For

instance, we can say
R = Ropin + Const x (Rma.z — anin)/anin (86)
for different Const. For now, we are using the peak rate of each user. Notice that
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this policy has to be followed in both slots.

For example, assume there are three new call requests belonging to the first
class of stream traffic, and there are other two call requests from the first class
of interactive traffic. More, assume that queueing is not possible at the user side.
Hence, it is essential to accommodate these users even at their maximum rates.
Now, we have to calculate three parameters, namely, the maximum possible packets
emitted from interactive users, average packets and maximum possible excess. packets
from stream users. Referring to table 8.1, we find the following: Av.stream =
3§ = 21, Ex stream = 3(& — éf) = 9, Intr = 2¢f = 20. Therefore, the expected
traffic from these new users for slot-I is 21 packets while for slot-II is 29 packets.
Now, assume that the demands of previously admitted calls are as follows: 20 servers
on slot-I and 40 servers on slot-II. Now, if the stream traffic has higher priority than
the interactive traffic, then, all new stream traffic can be accepted directly, while
new interactive shall be rejected.

The second phase in the admission policy is to examine the buffer status. If it
is found that the buffer is in a ’good’ condition, then these new calls can be admitted
to the network. Here, we define the “good” condition as the state when the buffer
occupancy is less than the maximum number of servers on the downlink. Once the
call is accepted, the following should be done: the ON-call register is updated, where
all accepted calls are registered. Subsequently, this information is fed back into the
other slot where its users can control their traffic accordingly. In contrary, if the
first condition (i.e. availability of servers) is not satisfied, the call will be blocked
and the call-blocked register is updated (i.e. Cy = C, + 1) and then the simulation
pr':og"ra.m proceeds to evaluate the system performance under the current traffic load.

On the other hand, if the first condition is guaranteed but the buffer is not in
a ’good’ condition (the second criterion), we suggest the following policy. This caller
shall be registered in a temporary record (i.e. Reg-temp) such that he is granted

higher priority (during the next window) than later callers and a ’ Téme-waif counter
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is initiated to control the period in which this user is granted higher priority. The
motivation behind this policy is to trade the call blocking probability (C,(5)) and the
call establishment delay (CED(5)). Further, by accepting a longer delay to establish
a call we could reduce C; probability by allowing the active users to statistically be
multiplexed. Nevertheless, if the 'Time-wait’ exceeds a certain limit ’ Time-ou#’, the
following actions should take place: the call is dropped and this caller is returned
into the potential users pool, the call-blocked register is updated (i.e C, = C, + 1),
and the temporary register (i.e. Reg-temp) is updated.

Referring to the above example, accepting these new calls depends on the
buffer condition as well as the availability of servers on the uplink. Let us assume
that there are already active calls whose needs are as follows: 24 servers on slot-I and
30 servers on slot-II. Therefore, the maximum (peak) number of packets that would
be transmitted is 45 (i.e. 24+ 21) and 59 in slot-I and slot-II, respectively. Then, it
obvious that as far as the buffer is in a ’good’ condition, these new calls should be
accepted. Nevertheless, assume that the buffer is not in a ’good’ condition, then, all
stream traffic requests should be registered in a temporary register where they shall
wait for certain period until they are accepted or rejected, while interactive calls can
be accepted straightforwardly. Of course, there are other possible scenarios.

Now, it is clear that the call-block counter (i.e. C, will be incremented under
two circumstances. Firstly, if this call can not be severed due to a shortage in servers
on the uplink. Failing to get access to the network (after a time-out period) due to a
buffer congestion is the second cause of call blocking. Further, as it will be explained
in section 8.4.3, C, counter will also be updated under another circumstance which
is due to network congestion control policy. Under this policy the network operator
may choose to terminate the new calls after one measurement window because oth-
erwise the quality of service of currently carried calls would be degraded. Therefore,

at the end of the simulation time (ST), the Cp(4) is given by

. Chp
Co(7) = total call requests

(8.7)
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Then the simulation proceeds to evaluate the system performance. We note, how-
ever, that in Fig. 8.4.1, we add a block to check if there are any calls waiting from
previous windows and then if there is, the new calls should be blocked. This is a
simple modification to the above policy such that the CED is put under control.

Now, we turn to the other half of the simulation block diagram of Phase-I,
which begins with checking the Waiting Call Requests where a group of users who
have been delayed to get access to the network from previous windows due to the
current status of the buffer are waiting. We check first if those users do not violate
"Time-out’ threshold. If it is so this group of calls should be blocked and their
callers return to the potential callers pool. Then, the simulation program progresses
as explained above. However, if these waiting calls do not violate the ’ Time-ou#
threshold and the buffer condition is ’good’, then these calls will be admitted to the
networks. Further, the simulation program checks if there is any new call that can
be accommodated as explained in the first part of the simulation block diagram.
On the other hand, if the buffer is still not in a ’good’ condition, the ’Time-wait’
counter is updated and the simulation proceeds to check if there is any new call
requests.

It is important to measure how many packets the user would loss during the
course of his call. The impairment of the uplink and downlink channels as well as
buffer congestion at the BS are the main causes for packet loss. In this simulation,
we have defined the following loss probabilities. First, the probability of packet loss
due to unsuccessful transmission via uplink channel during the jth simulation run
(i.e. lyp(4)) is given by

Lo () = 1 total packets received successfully at the BS
uplJ) = total packets transmitted via uplink channel

(8.8)

Second, the probability of packets loss due to unsuccessful transmission via downlink
channel during the jth simulation run (i.e. [4(j)) is given by

L) = 1 total packets received successfully by the other mobile user
W)= total packets transmitted via downlink channel

(8.9)
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Third, the packet losses due to buffer congestion during the the jth simulation run
(i-e. celly()) which has a crucial influence on the network performance and is given
by

packets forced to drop because the BS buffer overflow

total packets received successfully at the BS (8.10)

celly(7) =

From the user point view, it is very vital to measure the average overall packet
losses. In other words, we should find the end-to-end packet received successfully,
which may be given by

total number of end-to-end successfully received packets
total generated packets

Pack etthroughput (7 ) =
(8.11)

Moreover, it is important from the network design point of view to measure the

throughput(j) of the network for the jth simulation run which can be defined as

follows.
total accepted traffic

average offered traffic
where total accepted traffic is the actual number of packets generated by all accepted

(8.12)

throughput(y) =

users. On the other hand, the offered traffic is the expected number of packets which
would be generated by all accepted users if their calls had not been terminated due
to the application of the admission/congestion policy. Since the simulation time is
limited (only 60 min), this factor is taken into consideration in finding the average
offered traffic where some calls might be terminated not because of the application
of admission/congestion policy but because the simulation run ends. Finally, due
to the impairment of the down link channel and the priority granted for interactive
users, some stream packets might reside in the buffer for a certain period of time.
Hence, these buffered packets should be counted and we can easily find the average

packet delay D(j) for the jth simulation rum, i.e.

number of packets waiting in the buffer
number of packets permitted to the BS buffer

More, This performance measure could be also be used to control the flow of traffic

* frame time (8.13)

D(y) =

to assure that the delay requirements by stream users are not violated.
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Figure 8.6: Illustration of buffer activities at the BS; window size= 36 packets.

8.4.2 Admission/Congestion Policies

Figure 8.6 shows an ensemble of network activity at the base station. We denote
the case when the number of packets in the buffer exceeds certain threshold thg
by an upward arrow. Otherwise, it is denoted by a downward arrow and this what
we call the buffer is in 'good’ condition. This randomness is due to many factors,
such as the traffic burstiness at the packet level, the erroneous channels, etc. These
activities also vary from window to window due to the above reasons as well as the
call activity of each user.

Therefore, it is obvious that these activities could give us a valuable informa-
tion about how the whole network is working. Consequently, traffic loads might
be controlled in such a way that the QoS requirements will be met. Hence, three
Admission/Congestion policies are proposed.

Firstly, the admission of new users is dependent on the buffer condition at
the end of each measurement window regardless of what was going on throughout
the window. Of course, this policy is relax and weak. we call this policy the basic

admission/congestion control policy.
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In our analytical analysis, we have adopted a stringent admission policy that
requires the buffer to stay in the 'good’ condition for q consecutive packet-time
units. For instance, applying this policy for W; in Fig. 8.6, we find that frequency

of occurrence of this event is

< # of events
= = Maximum ; # of possible events (8.14)

where the maximum number of possible events for a window of size W and g con-

secutive packets is given by

W—q+1 —7.
TWg)= 3 LW

=0
where |-] is the greatest integer. Then, considering the example at hand (illustrated

(8.15)

in Fig. 8.6), we can observe several small windows where the buffer is not congested
for at least ¢ consecutive cells (i.e packets). The first small window has a size of 5
packet-time units and the buffer were during this small period not congested. For
this example, this small window corresponds to two events and so on.

9 3 ﬂ, 8—i - 2 121
Ti o3+ 21_0 LSS_IJ N ] _ 16 =0.48 (8.16)
z—-O l. 33

This above policy can be modified to obtain a moderate admission policy whose

S =

performance lies between the above policies. The modification is as follows. We
just count the events where the buffer occupancy exceeds certain threshold. Then,
we find how frequent does this event happen throughout the whole measurement

window, 1.e.
# of event occurrences

S=1- Measurement window size (8.17)
From Fig. 8.6, we find for the example above, that S = 1 — (6/36) = 0.833.
8.4.3 Traffic Adaptation
Let g}, be the total accepted traffic in window i (W), i.e.
Po =Pyt + Prew (8.18)



where p;" is the accepted offered traffic arriving during W;_,;, and pi,, is the new
offered traffic during W;. According to the original proposed admission policy (see
section 7.2), the accepted traffic will be a ratio of the offered traffic as follows,

Pt =5 (ot + ph) (8.19)

Here, we modify the original admission policy such that a priority discipline is
included. The old accepted calls shall be given higher priority than the new traffic
and this is because of the fact that these excess packets belong to a call that is
already active in the other slot. So, it is preferable to block a new call rather than
terminating an active one. Therefore, it is easy to modify the admission policy

accordingly and get the following relation,
Pat =5 Py +S" - oIt (8-20)

We set S” = 1 and by solving equations (8.19) and (8.20), we obtain the relation

between the modified S and the traffic intensity from each traffic category, i-e.
S=@1+v)-S—v (8.21)

where v is the ratio of the old accepted load to the new traffic load (ie. » =
P/ phery)- Figure 8.7 shows the relation between the original and modified admis-
sion policies. We note from Fig. 8.7 that there is a threshold for the values of S’
if it is exceeded, S’ is not valid any more. It is very easy to find this threshiold in

terms of v,

v
>
S_1+y

(8.22)

If the above condition is not satisfied, then all new traffic shall be blocked
(ie. ' = 0) as well as a portion of the old accepted calls. Hence, we should solve

equation (8.20) for S”, i.e.
T =S (0 ) (8.23)
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Figure 8.7: The relation between the original and modified admission policies

Therefore,

1+v

S"=5-( ) (8.24)

Here, we have a new performance measure that should be evaluated, that is the
probability of call termination, i.e.

O = number of terminated calls
T= total accepted calls

(8.25)

8.5 Statistical Analysis

8.5.1 Confidence Interval

At the end of each simulation run, we have an ensample of data (results of various
criteria) for each performance measure, say z(3). These ensembles shall be averaged

to obtain X (the sample mean), i.e.

- 12
X == z(i) (8.26)
n =1
where n (i.e the number of samples) is determined by the required confidence inter-

val. The sample standard deviation S is given by

5?2 = 2: ﬂg:ﬂ (8.27)



Table 8.2: Simulation set up

Simulation equivalent period 60 min

Measurement window size 150, 200, 250, 300,350 packets
# of simulation runs 100

Time out threshold 3 windows

Reserved servers for interactive users | 80%

Congestion threshold 90%

Assume that n > 30, then by applying the central limit theory, we can assert that
these samples has approximately a normal distribution [101]. Now, the question is
when should we stop generating new values (having more runs) assuming that we
want to be at least 95% certain that our estimated parameter will not differ from
the true value by more than d? From the above assumption that these generated
values have a normal distribution, then it is easy to show that we should continue

to generate new values until we have generated n values for which

1.95S5
vn

When we apply the rule in Eq. (8.28) in our simulation, we observe the follow-

<d (8.28)

ing. The necessary number of runs required to satisfy the condition in Eq. (8.28)
widely varies depending on the traffic load as well as the estimated parameter and
performance criteria. For low traffic load, we need a huge number (rage of 10%) of
simulation runs to be executed, while we need much less in the case of high traffic
load. However, when we closely examine the samples collected from each simulation
run, we find that the sample mean converges for most of the performance criteria
especially under heavy traffic load as shown in Figs. 8.8 & 8.9. Hence, we decide to
limit our simulation runs to 100 runs. Table 8.2 summarizes the simulation set up
parameters. We note that during slot-II, interactive users can at most use 80% of
the downlink servers. In other words, in the case of contention, we keep at least 20%

of down link servers available for excess traffic packets. For the sake of practicality
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of the proposed policies, we relax the congestion threshold to be 90% instead of

100% as originally proposed. This means that the adaptation process will only be
initiated if S(.) < 0.9.
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8.6 - Results and Discussion

Having configured the simulation setup for our problem, we have carried out many
simulation experiments to explore the system performance of the considered network
under wide range of traffic load and system parameters. It is worth to emphasis that
several modifications have been added to the proposed admission/Congestion policy
explained in chapter 7. These modifications are adopted such that we have a more
practical system.

First, a new call will be admitted if two conditions are satisfied; that are the
buffer is in a good condition as well as there are enough resources to accommodate
this user at its peak rate at the end of previous window. Second, during the fol-
lowing measurement window, the probability of congestion should be measured and
consequently the current traffic will be adapted by the adjusting the traffic load
tﬁat has been admitted during the very last measurement window. As we have
mentioned in section 8.4.2, we are only going to control the traffic portion that
was recently admitted in the last window. Third, several scenarios of the proposed
admission/congestion policy are simulated. Fourth, the call duration has been ex- .
plicitly simulated to be geometrically distributed. In contrast, in the analytical
analysis, the call duration was not taken explicitly into consideration. However,
we have studied the buffer activity under all packet generation possibilities as was
explained in chapter 7.

This adaptation for those newly admitted users can be done through one of the
following ways: termination, bite rate variation or both. The former way means that
some or all new calls should be terminated to maintain certain QoS requirements.
On the other hand, a new user may be requested to lower his transmission bit rate
such that the system performance under the new load could be acceptable. It is
obvious that we could have many scenarios and the matter of choosing which should
be applied depends either on the kind of service offered by the network or on the

kind of service paid for by the user. Here, however, we shall apply the termination
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method in controlling the traffic load.

Further, both policies mentioned in section 8.4.2 will be compared when it is
applicable to the Basic Admission Policy. This policy is a primitive one and it just
gives an indication about how the traffic burstiness at the base station have been
smoothened after a certain period of time (i.e. window). We shall consider the
system performance under this policy as a reference for the other two policies when
it is applicable.

The first group of simulation results shall explore the network performance
under different admission/congestion policies for fixed base station buffer size (i.e.
B = 80) and fixed measurement window size (i.e. W = 150).

Figures 8.10-8.12 show the average call blocking probability for stream traf-
fic users under different interactive traffic loads for the three admission/congestion
policies. The higher the interactive traffic, the higher is the stream call blocking
probability. This is a natural result of the proposed hybrid MC-TDMA /CDMA,
because many resources (i.e. receivers) are reserved for high bit rate interactive
users even though their activities are low. Hence, many stream call requests will
be blocked because the excess traffic could not be handled together with interactive
traffic on slot-II.

Therefore, to alleviate this problem, resources should not be reserved for high
bursty users depending on worst case (i.e. peak transmission rate), but on other
schemes such as average bit rate where smart queuing is provided at the user’s
site. This conclusion is also supported by the results shown in chapter 7, where the
CDMA traffic is modeled as M/M/1 system assuming an infinite buffer capacity at
the user site.

More, the other factor that enhances the call blocking probability is the call
termination policy. As we can observe from the system performance under policy-I
and policy-II, the call termination is high especially under low interactive traffic and

high stream traffic. For instance, about 15% of accepted call have been terminated
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under policy-II (under prn,: = 6.13Erlang, ps = 53.21FErlang), while more than
60% have been terminated under policy-II. On the other hand, policy-III causes no
single call to be terminated.

Nevertheless, it is worth to emphasis that during the course of simulation, we
assume that all currently admitted users are requesting the same QoS (i.e. buffer
not congested for g consecutive frames). In practice, however, it is not necessary
that all users ask for the same QoS. Consequently, the call termination probability
will be less. Alternatively, the rejection action can be relaxed by allowing the system
performance to degrade for a longer period of time (e.g. 3 windows) hopping the
traffic shall statistically be multiplexed. On the other hand, the network operator
may choose to adapt the transmission rate (traffic shaping) of some users according
to certain flow control policy instead of rejecting the calls completely (e.g. [85]).
Here, of course, it is assumed that the end user can support the large volume of
burst packets.

Figures 8.13-8.15 illustrate some advantages that the stream users will gain as
a result of the high price paid in call blocking probability. First, the packet drop
under policy-I is very low compared to the performance under policy-II or policy-III.
Industry’s standards (e.g. IEEE 802.16.1) request that the packet blocking should
not exceed 1%. Considering this specification, we find that policy-I can guarantee
this QoS for up to 40 Erlang stream traffic load under a wide range of interactive
load. On the other hand, policy-II and policy-III can support up to 33 and 30 Erlang
stream loads, respectively.

Second, policy-I has effectively limited the packet delay for stream users. Un-
der the same traffic load, policy-I limits the packet delay to one third of the delay
under policy-III and to one half the delay experienced by the stream packets under
policy-II. Third, the end-to-end packet losses is guaranteed to be low under all pro-
posed policies as shown in Figs. 8.16-8.18. Moreover, Policy-I offers the least level

of packet losses among the three policies. This feature is very attractive for stream
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traffic applications. Yet, policy-I shows a low system throughput compared with the
two policies. This is due to high call termination under this policy which is imposed
to guarantee a very stringent QoS that is the active stream should find the buffer
not congested for a consecutive ¢ packet-time units.

Figures 8.19-8.21 depict the probability of non-congested buffer under the three
policies. Here, it is not fair to compare these policies to each other for this parameter
of performance because each one is evaluated under different scale. However, we
notice the following. Although, policy-I has been adopted to guarantee that this
performance measure should not fall below 90%, it fails to maintained this QoS
under heavy interactive load.

On the other hand, policy-II does guarantee the requested QoS (i.e. Prob. Of
non-congested buffer < 90%). Also, when the probability of non-congested buffer
under policy-IIT has been evaluated in similar scale as policy-II, it shows that this
QoS can be maintained to be less than 90%. This phenomenon can be attributed
to the rejection policy where we just reject the very recently admitted calls, while
in fact, a portion of old admitted calls should be adapted also.

Considering the performance of interactive users along the excess stream traffic
using slot-II, the simulation results show no buffer congestion, and very small packet
delay. However, the two performance parameters that should be examined are the
call blocking probability of interactive users requests and the end-to-end interactive
packets losses, because these measures have a great impact of the quality of these
services. Figures 8.22- 8.24 illustrate the call blocking and packet loss probabilities
under the three proposed policies. First, we observe that the stream traffic load
plays a little role regarding these parameters especially under policy-I. The reason
for that is the network design where the interactive callers have granted higher
priority than the stream callers. The call blocking is too high, since the admission
policy reserves resources for active interactive users depending on their peak rates.

Second, the packet losses are low and satisfactory.
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Figure 8.25 shows the pé.cket error rate under the three policies for slot-I
traffic. Policy-I outperforms the other two, because policy-I admits lower traffic to
the network. On the other hand, we find the uplink packet error is very low because
the decorrelator receivers are used for signal detection which becomes more practical
by applying our proposed flow traffic control. Considering the same performance
measures for the traffic population using slot-II, we observe these measures have
been maintained for both links as shown in Fig. 8.26. More, it is important to note
that maintaining the packet error within the acceptable range is a byproduct of our
proposed admission policy. It proves that including this parameter in the queueing
problem does result in maintaining this QoS even though, our admission/congestion
policy does not target it directly.

Having discussed the network performance under different admission/congestion
policies where all depend in their decision on the status of the buffer at the base
station over a fixed period of time (i.e. measurement window). Now, we want to
study how does the variations in the measurement window size W affect the network
performance?

First, we consider the call blocking probability. We notice that the larger
the measurement window, the higher is the call blocking probability. This can be
attributed to the fact that when we enlarge the window size, the decision making
might be late and in the mean time more new call requests have initiated and then
more calls will be terminated as it is shown clearly in Figs. 8.27-8.29. Hence, these
terminated calls actually contributes to the total call blocking as defined above.

Also, these figures show the enhancement of packet blocking probability for
larger measurement window size. Again, this phenomenon can be explained in the
light of the above reasoning that when the decision making is late many received
packets via uplink might find the buffer is congested as shown in Figs. 8.30-8.32.
Moreover, having congested buffer leads to higher probability of unsuccessful re-

ception on the downlink because of the huge number of simultaneously transmitted
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packets. Consequently more packet should be retransmitted and eventually longer
packet delay as shown clearly in Fig. 8.30-8.32. More, these figures show that the
window size has little effect on the average throughput of the stream packets trans-
mitted in Slot-I. Further, we can notice that the call establishment delay is bigger
when we have larger measurement window size especially high traffic load. This
phenomenon is related to the enhancement in call blocking probability for larger
window size where the admission decision is postponed longer when measurement
window size is larger.

Now we turn to examine the effect of measurement window size on the in-
teractive traffic performance in Slot-II. Figures 8.27-8.29 shows lower interactive
call blocking probability for larger windows which is due to the higher stream call
blocking when the measurement window is large.

Considering the same performance measures under policy-2, we find that the
system performance is less sensitive to the measurement window size compared to
the system under policy-1. Moreover, the interesting result is that the larger the
window size, the better is the packet throughput. Also, we observe, as shown in Fig.
8.31, that the probability of call terminated is lower for larger window size. These
two results are due to the fact that when we have a larger measurement window we
allow the traffic burstiness to be smoothened and the admission decision at the end
of the window should more reliable. However, the call establishment delay increases
as the measurement window size does so.

The other crucial design parameter is the base station buffer size. Figures
8.35-8.37 show little sensitivity of call blocking probability to the buffer size for the
network operating under policy-1 and policy-III. However, the larger the buffer size
the greater is the call blocking under policy-II. The enhancement under policy-II is
about 40% if B = 100 compared to the case when B = 60. This may be attribute
to high percentage of terminated calls as shown in the above figures. Of course, this

is a disadvantage of offering large buffer where more packets can reside in and then
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a huge number of packet should go simultaneously on downlink channel. Hence, the
likelihood of unsuccessful transmission on the downlink channel will increase.

More, since policy-II depends on the event of buffer occupation at the end of
each measurement window (W is fixed), the probability of having the larger buffer
being congested at the end of fixed measurement window gets larger. Figure 8.36
shows that the network operating under policy-2 is more sensitive to the base station
buffer size than under policy-1. We notice a 70% increase in the call blocking for
- high stream traffic load. This happens because when we allow more packets to wait
in the buffer, the probability of congested buffer will be higher as shown in Fig. 8.39
which shall result in more termination of new calls as we can see it clearly in Fig.
8.36. Therefore, these two consequences (i.€. congested buffer and more terminated
calls) will contribute to higher call blocking.

On the other hand, we observe a drop (about 4%) in the call blocking proba-
bility of the interactive calls under policy-I and about 23% under policy-II. Yet, it
is obvious the advantage of having larger buffer size when we consider the packet
blocking probability as shown in Fig. 8.35. It shows a 39% drop in packet blocking
probability when the buffer size is 100 compared to the case of just 60. This gain,
however, will lead to two drawbacks. First, more packets shall reside in the buffer
which means longer delay as shown in Fig. 8.38. Also, the call request shall wait
longer time to get admission to the network as shown in Fig. 8.38. Second, more
calls will be terminated as exploited in Fig. 8.35 as a consequence of having large
number of packets awaiting in the buffer.

Considering the throughput of the network under the three policies, we can
draw the following observations. First, policy-I and Policy-III do not show sensitivity
- for the buffer size for this performance measure. Yet, policy-II proves to be very
sensitive especially under heavy stream traffic load as shown in Fig. 8.39. Again,
this phenomenon is due to high call termination probability as explained above.

Figure 8.40 shows an interesting result that is the probability of non-congested
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under policy-III, but it has been evaluated as defined in policy-I. It is clear that under
policy-III the network can not guarantee this stringent QoS.

Figure 8.38 shows the probability that the base station buffer is not congested
as defined in policy-I. We notice that this performance measure is guaranteed for
low and medium traffic loads regardless of the buffer size. In other words, the pro-
posed algorithm is effective in maintaining the 90% target of non-congested buffer
probability. Furthermore, Fig. 8.38 and Fig. 8.40 show a little drop in the overall
packet throughput for a larger buffer size base station. This result can be attributed
to the fact that the larger the number of packets in the buffer awaiting for simulta-
neous transmission via downlink, the larger is the loss in the number of successfully
received packets by the end users.

From Fig. 8.41, the larger the base station buffer the better is the packet
throughput and eventually the lower is the overall packet losses. Moreover, Policy-I
outperforms the other two policies regarding this performance measure.

The design of the network under consideration gives higher priority for delay-
sensitive applications. Hence, these applications do not experience any delay except
the end-to-end propagation delay and processing delay. Yet, it is crucial to evaluate
the overall packet losses for these applications. Figures 8.13-8.15 illustrate the packet
losses on the down link where the three policies achieve the same level of quality. This
is because these policies are designed to enhance the performance of stream traffic
when they are integrated with interactive traffic. Furthermore, Fig. 8.42 depicts
the average packet error probability for the traffic using slot-I. It is obvious that
the uplink performance is much better than downlink since multiuser decorrelator
receiver has been used for uplink while a single user receiver is used for downlink
traffic. Since a retransmission mechanism is adopted for downlink traffic the high
packet error probability play a little role in packet losses. The major factors for
packet losses for stream users are the uplink error probability and the packet drop

due to buffer overflow.
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Tables 8.3-8.6 show coma prison summaries for all simulated admission/ congestion
policies where policy-III is used as a reference. The '+’ means a gain from the net-
work performance standpoint, while -’ means a loss from the network performance
standpoint. For example, table 8.3 shows a five-fold increment in call blocking un-
der policy-I compared to policy-III, while policy-II enhance the call blocking by only
77%. These enhancements in the call blocking are actually losses from the network
standpoint.

On the other hand, packet blocking probability has drop ed by 67.4% when
we apply policy-I and by only 10% when policy-II is applied compared to policy-III
as shown in table 8.5. Of course, this drop in packet blocking is an improvement in
the network performance. Further, from table 8.5 and table 8.6 we can observe an
interesting result that is at high traffic load, policy-I outperforms other policies for

only 15% increment in call blocking and at the same time maintaining its stringent

QoS.

8.7 Conclusions

Chapter 7 is devoted completely to analytically analyze the proposed admission /
congestion policy on “pure” CDMA and hybrid MC-CDMA/TDMA access proto-
cols. Here, in this chapter, several scenarios of the proposed admission / conges-
tion policy to accompany the hybrid MC-CDMA /TDMA access protocol have been
evaluated using Monte-Carlo sirnulation. In spite of the fact that each method has
different approach, both methods led independently to the same qualitative conclu-
sions. Also, the obtained results show good agreement quantitatively, yet there are
some discrepancies due to the assumptions used in each method. For example, we
notice that the results obtained for some performance measures under the analytical
method show sudden drop beyond certain traffic load. In contrast, the ones obtained

from simulation are more smoother. This is attributed to the aggressive adaptation
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policy applied in the analytical analysis. In conclusion, these results indicate that

both methods are reliable in evaluating the network performance measures under

the proposed policies.

Table 8.3: Comparison of the network performance under the three proposed
policies,prn: = 6.13 Erlang, ps = 30.27 Erlang

Performance Policy-I | Policy-I | Policy-II | Policy-III | Gain/Loss | Gain /Loss
Measure (g =90) | (g =30) (Policy-I) | (Policy-II)
Call Blocking 0.2101 | 0.2106 | 0.0630 0.03563 489% (-) 7% (-)
(stream)

Call Blocking 0.0078 | 0.0092 | 0.0207 0.0095 17.9% (+) | 118% (+)
(interactive)

Packet Blocking 0.00662 | 0.00665 | 0.0192 0.02469 73% (+) 22% (+)
Packet Delay 0.0323 0.0326 | 0.0719 0.0893 63.8% (+) | 19.5% (+)
Congested Buffer 0.8962 0.9202 0.9906 0.9879 okay okay
Throughput 0.8137 | 0.8148 | 0.9606 1.0000 18.6% (-) | 3.9% (-)
Packet Throughput | 0.9934 | 0.9933 | 0.9807 0.9953 1.85% (+) | 0.5% (+)
Call Termination 0.2556 | 0.2567 | 0.03862 |0 (-) (=)
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Table 8.4: Comparison of the network performance under the three proposed
policies,prn: = 6.13 Erlang, ps = 66.56 Erlang

Performance Policy-1 | Policy-I | Policy-II | Policy-III | Gain/Loss | Gain/Loss
Measure (g =90) | (¢ = 30) (Policy-I) | (Policy-II)
Call Blocking 0.4847 [ 0.4843 | 03444 |02872 | 68.9% () | 19.9% ()
(stream)

Call Blocking 0.0163 | 0.0207 |0.0237 |0.0307 | 46.9% (+) | 22.8% ()
(interactive)

Packet Blocking | 0.0358 | 0.0359 | 0.06473 | 0.0810 | 55.8% (+) | 16.9% ()
Packet Delay 0.1336__| 0.1340 | 0.2700 | 0.3663 | 63.5% (+) | 26.3% ()
Congested Buffer 0.6272 | 0.6987 | 0.9553 0.9413 (-) (-)
Throughput 0.6017 | 0.6038 | 0.8360 | 1.0000 | 39.8% (-) | 16.4% ()
Packet Throughput | 0.9642 | 0.9641 | 0.9353 | 0.9189 | 4.9% (+) | L.77% (+)
Call Termination | 0.7827 | 0.7717 | 0.2055 |0 @) @)

Table 8.5: Comparison of the network performance under the three proposed
policies,pr,: = 67.48 Erlang, ps = 30.27 Erlang

Performance Policy-I | Policy-I | Policy-II | Policy-III | Gain/Loss | Gain/Loss
Measure (g =90) | (g = 30) (Policy-I) | (Policy-II)
Call Blocking 0.4271 [0.4197 |0.3760 |0.3715 | 15% () |12% (3
(stream)

Call Blocking 0.7002 0.6985 0.7031 0.7003 0% 0%
(interactive)

Packet Blocking 0.0017 0.0016 0.0046 0.0051 67.4% (+) | 10.3% (+)
Packet Delay 0.0141 | 0.0140 | 0.0234 | 0.0248 | 43.1% (+) | 5.8% (4
Congested Buffer 0.9694 | 0.9774 | 0.9983 0.9982 okay okay
Throughput 0.92753 | 0.9292 0.99616 | 1.0000 7.2% (-) 0.38% (-)
Packet Throughput | 0.9983 | 0.9984 [ 0.9954 0.9949 0.35% (+) | % (+)
Call Termination | 0.0908 | 0.0910 |0.0062 |0 @ 10
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Table 8.6: Comparison of the network performance under the three proposed
policies,pr,; = 67.48 Erlang, ps = 66.59 Erlang

Performance Policy-I | Policy-I | Policy-II | Policy-III Gain/Loss | Gain/Loss
Measure (g =90) | (g =30) (Policy-I) (Policy-II)
Call Blocking 0.6382 0.6323 0.5604 0.5442 17.3% (-) 3.0% (-)
(stream)

Call Blocking 0.7148 0.7097 0.7191 0.7200 0% 0%
(interactive)

Packet Blocking 0.0083 | 0.0079 0.0209 0.0265 68.5% (+) | 21.0% (+)
Packet Delay 0.0369 0.03567 | 0.0775 0.0958 61.43% (+) | 19.1% (+)
Congested Buffer 0.8914 | 0.9218 | 0.9930 0.9871 okay okay
Throughput 0.7895 | 0.79741 | 0.9546 | 1.0000 | 21% () 45% ()
Packet Throughput | 0.9916 0.9921 0.9791 0.9735 1.86% (+) | 0.57% (+)
Call Termination | 0.3095 | 0.2888 | 0.0465 |0 @) @
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Conclusion and Future Work
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9.1 Cohclusions

We have established means to improve the performance of DS-CDMA integrated
networks. These proposed protocols especially the Measurement-based admission /
congestion policies can easily be applied to other networks.

Motivated by the need for integrating heterogeneous services on wireless net-
works as well as the backbone wireline networks, two novel traffic low control ap-
proaches accompanied a hybrid TDMA/MC-CDMA system utilizing multiuser de-
tection have been proposed and studied. One approach deterministically controls the
flow of traffic into the TDMA slots [94], while the other statistically controls the flow
of traffic depending on the instantaneous changes in the traffic load. The essence of
our work is to introduce an interaction between the physical layer and higher layers,
enabling more practical utilization of multiuser detection and supporting services
with different QoS parameters.

To facilitate this interaction, a traffic classification is introduced based on
the fact that each category has its own required QoS as well as its own traffic
and transmission characteristics. Hence, each category of traffic should be treated
differently. In the literature, just few previous studies in DS-CDMA networks did
take into consideration the relationship between the physical layer design and traffic
flow traversing this physical layer.

More, a unified approach is introduced that is the strategy of subdividing the
high rate users into low-rate streams and then applying the CDMA technique.- This
strategy (called Multi-Code CDMA (MC-CDMA)) has very interesting features that
the other systems lack. It can easily integrate traffic of different transmission rates
in a unified structure where all the transmissions over the radio channel occupying
the same bandwidth and having the same processing gain [91]. The MC-CDMA
technique is general and it can be imi)lemented on top of any switching protocols
such as circuit switching, packet switching, ATM, etc. For instance, consider the

ATM technology, the accommodation of VBR transmission through implementation
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of MC-CDMA along with the proposed traffic control policies guarantees relative
simplicity and speed compared to ATM accommodation mechanism of VBR. users.
However, there is nothing in our new technique that could forbid the added benefits
of ATM VBR technique on top where the proposed techniques in this paper could
be adopted in the ATM adaptation layer (AAL).

The analytical analysis has shown the outstanding performance of the proposed
access protocol compared with the conventional DS-CDMA network. This improve-
ment in the performance is not only due the utilization of Multiuser detector but
also is attributed to the novel flow traffic control schemes that have introduced an
interaction between the physical layer and higher network layers and consequently
balance the traffic load on each detection algorithm and makes the implementation
of the decorrelator receiver more practical. The simplicity and effectiveness of the
proposed system make it very suitable for future 3G CDMA where heterogeneous
traffic sources are expected.

Further, a Measurement-Based admission/congestion policy has been proposed
and studied. The proposed admission/congestion policy has two phases. The Phase-
I (admission) manages the admission of new calls such that there are enough re-
sources (servers) on the uplink to serve these new users. The proposed traffic flow
control mentioned above imposes the following restriction. Stream users should be
admitted into the system, if the available servers can accommodate the variable
rate components (excess traffic) of active stream users concurrently with the active
interactive users. This means that the admission policy grants higher priority to
interactive users calls which is very practical for delay-sensitive application such as
voice, video calls. On the the hand, we can assume the same level of accessibility for
both traffic categories providing that the stream users should restrict their trans-
mission rates to the average rates if all servers during slot-II would be busy serving
the interactive users. This modification would lead to a larger delay especially for

high variable rate users.
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Secondly, the Phase-II (congestion) of the proposed traffic control policy man-
ages the packet flow into the base station such that it prevents any possible con-
gestion in the buffer. This objective is achieved by interrelating the End-to-End
network parameters such as up/down link channels, number of receivers at the base
station, buffer limitation at base station, traffic burstiness, etc. in one Queueing
Problem. Subsequently, the instantaneous buffer overflow at the base station is used
to predict the likelihood of buffer congestion over a period of window of transmitted
packets. This new queuing model has very interesting application where it can be
fed by real data and used ’off-line’ to predict the network performance.

The proposed congestion policy is reliable, simple and adaptive and can be
applied through different scenarios. When this policy indicates that the current
offered traffic load should be reduced, then the network operator can achieve this
objective through several ways depending on his contracts with the network users.
For example, terminating a call would not be an option for users who pay high fees,
but it could be an option for users who just pay for available bandwidth and so on.

The practicality and several performance measures of the new system have
been analyzed analytically under a wide range of expected traffic characteristics (bit
rate, transmission activities, etc.) for the future wireless networks. The adaptive
admission/congestion control policy based on Window-Measurement has effectively
maintained the required QoS, particularly the blocking probability, call establish-
ment delay and cell error rate. It is worth to emphasis here that our proposed
admission/congestion control polices apply preventive admission control as well as
reactive congestion control.

The complexity of the wireless networks under consideration has put some
restrictions on the analytical analysis. Hence, the final part of this work was to
evaluate the performance of the proposed protocols via simulation where these pro-
tocols shall be tested under more realistic conditions and system parameters. We

use exact Monte-Carlo simulation to simulate the multimedia integrated CDMA
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networks where heterogeneous traffic users are multiplexed into a simple two slots
TDMA frames. In this simulation, our emphasis has been on the network perfor-
mance issues such as packet delay, packet delay jitter, packet losses, call blocking,
etc. Therefore, the only system parameters that have been simulated and randomly
generated throughout the simulation program are these parameters which have di-
rect relation to the network performance. For instance, packet error performance
will not be simulated. However, the Monte-Carlo simulation is supplemented by an-
alytical computation of packet error probability for uplink stream packets received
by decorrelator receiver at the base station (BS). On the other hand, the packet
error probability for the uplink slot-II users as well as downlink users from both
slots are supplemented from computational analysis.

In addition, because of the relative simplicity of simulation compared with
analytical analysis, the original proposed admission/ congestion policy has been en-
hanced and extended during the course of simulation. therefor, we ended with three
Measurement-Based admission/congestion policies. Each can support certain level
of QoS requirements (i.e. delay call blocking, packet blocking, etc.).

Tables 8.3-8.6 show a brief summary of the network performance under these
policies. These tables exploit the advantages and disadvantages of the proposed
admission/congestion policies. It is worth to note that some performance measures
can not be compared such as probability .of non-congested buffer since each has
been evaluated under different scale. The only disadvantage of policy-I is the high
call blocking probability compared to the other two polices especially under low
stream traffic load. Nevertheless, we find policy-I outperforms other polices when
we consider other performance measures such as packet delay, packet throughput,
etc.). Therefore, the question is which policy should the network operator choose?

Of course, the answer is a matter of trade off between the QoS requirements.
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9.2 Future Work

The research area of multiple access techniques along with admission/congestion
control policies is very wide. The work in this thesis just covers a small part of
this very important state of the art. Hence, this work can be extended easily. The

following topics are just a few.

1. Investigating the end-to-end QoS performance of the CDMA network under
the proposed admission/congestion policy taking into consideration different
queueing schemes other than priority queue at the user side, such as custom

queue, Fair weighted queue, etc.

2. Building a complete simulation package that takes into consideration all Sys-

tem’s parameters such as multipath channel, error correction coding, user

mobility, etc.

3. Investigating more the 2" flow control approach accompanied with admis-
sion/congestion control policy as well as Kalman filtering traffic estimator or

any other estimation technique.

4. Considering the issue of buffering delay-sensitive traffic, but for controlled

delay constraint at the BS as well as at the user side.

5. Investigating more the relation between the measurement window size, buffer

size at BS and at the end user and the statistical models of the traffic using

the network.
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Appendix A

Chernoff Bound on Error
Probability under Rayleigh Fading
multipath
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A.1 Coherent Reception

We consider a DS-CDMA system with coherent pilot-aided demodulation with Rake
receiver under Rayleigh multipath fading channel. Assume there are L paths com-
ponents each with ¢; amplitude and they could be estimated perfectly. Then the

error probability becomes

L 2ar .
P = E[Pg(a,as---,ar)l<FE [{H exp(—a,“;\/Ec/Io)J
=1
L L
= [IE {GXP(—Q?ES/IO)] 2 Iz =z (A1)
=1 =1

Here, E, £ NE, is N-chip symbol energy. Let o be a Rayleigh-distributed random

variable. Then the probability density function of ay, is

9 _az/o.z
pla) = =5—, >0 (A.2)
or
Thus, for Rayleigh-distributed attenuation,
o o o]
2 = E [eotE/R)] = /0 p(a)el—oFEs/1o) o, (A.3)
After some algebraic manipulation we get
1
Zy (A4)

1+ o?E /1,

Finally, suppose that the L multipath components are all Rayleigh of equal average

strength, so that o} = o2, for all [

_ A L 1 L 1 L
7zt lla-mmrr) = [mam) .
We may rewrite (A.5) as
Pg < exp(—1In(1/2)) (A.6)
where
In(1/Z) = LIn(l + E,/L,) (A.7)
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Now, for the case of unfaded Gaussian channel, it is easy to show that In(1/Z) =
E,/I,. Therefore, from these two parameters, we can find the average excess energy
(in decibels) required by the degraded channel to achieve the same performance
as for unfaded signal in additive Gaussian noise. Figure A.l shows this relation.
For example, let F,/I,=4 dB that is required to achieve certain Pr under AWGN

environment. Then, to achieve the same error performance under Rayleigh fading

channel with L =2, E,/I,=7 dB.

14 T T T T T T T T T
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N

SNR(dB), Rayleigh Faded, Coherent Detection
N

of\u

-2 L
[0} 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
SNR(dB), AWGN-Coherent Datection

Fig. A.1: Required E,/I, for coherent demodulation of Rayleigh faded signals

A.2 Non-coherent Reception

The coherent reception considered above applies in the forward channel (one to
many). However, in the reverse channel where the many-to-one scenario is applied,

it is difficult to afford pilot signals that help in the process of coherent reception.
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Therefore, non-coherent reception is considered for the uplink (reverse) channel.

In the results presented here, it is assumed that the timing for new paths is
available, but phases and amplitude estimates are not. We can obtain a similar
relation between the unfaded SNR. and the excess average energy required for non-
coherent faded signals to achieve the same error performance. Nevertheless, the
analysis is much involved that the coherent case. Hence, we will only present the
results by Fig. A.2.

Now, we can use these curves along with any other error performance curves
under unfaded AWGN to find the excess energy required to achieve the same per-
formance under Rayleigh fading channels. Assume that required Pg is 1073. From
Fig. A.3, we find the required E, is dB under unfaded Gaussian noise. Now, using
Fig. A.1, we can map this value to find out how much power is needed to achieve
the same Pg either for coherent reception or non-coherent reception. So find the
following. For coherent reception, we need dB while for non-coherent reception we

need dB.
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SNR(dB), Rayleigh Faded, Non~Coherent Detection
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Fig. A.2: Required E,/I, for non-coherent demodulation of Rayleigh faded
orthogonal signals (M=64)
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Appendix B

Derivation of Non-Congested

Buffer Probability
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We want to find the probability that the incoming cell via uplink finds the
buffer at the base station in a ’good’ condition for at least ¢ consecutive cell-time
units. Let the probability that the buffer is not in a ’good’ condition is O,(.), where
(.) refers to the system parameters under which O(.) has been evaluated. For
convenience, denote the situation when the buffer is in a good condition by ’1’ (i.e.
success) and otherwise by 0’ (i.e fail). Hence, we can view the problem as a special
case of W Bernoulli trials. So for a window of W cell-time units, we wans to find
all possible patterns of ¢ or more consecutive ‘success’ events. In other words. we
should find S(.) = Pr(i < (W —gq) | j > q) where ¢ is the number of "0’s (i.e. buffer
not in a good condition) in the patterns and 7 is the number of consecutive ‘1’s (i.e
buffer in a good condition). Figure B.1 shows all possible patterns for W = 3 cells

and ¢ = 3.

5()<§ V) 007 - 0y B.1
1<x| e ) (B.1)

The global solution for all possible W and g values is very difficult because
the patterns are not systematic. We have tried numerous different examples to
figure our what formula that might be applicable for all possibilities and we could
not reach for such formula. Nevertheless, a compact equation has been derived for
certain range of W and ¢ values.

To begin with, we are decomposing S(.) into different terms where each term

is composed of several elements that have common characteristics, i.e.
W

S() =D N;(On)" (1 ~ Op) (B.2)

J1=q

v

where N; (IV; < ) is the number of all possible patterns that have j ones
J

and at least ¢ of these ones are consecutive.

Casel: Exactly ¢ consecutive ones

In this case, we have W — g zeros. Imagine these ¢ consecutive ones as one

entity, then we can obtain N, = W — ¢ + 1 different possible patterns.
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1: non-congested buffer
0: congested buffer

0

Figure B.1: Illustration of buffer congestion patterns over a measurement window;

W=5¢g=3
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Case2: Exactly ¢ +1 ones

Again consider the g consecutive ones as one entity, so we have W — g spaces

where the (¢ + 1)th one can be in any position. Now, fix the position of the g ones,

so there are

()
Nen=|  |=W-g (B-3)

distinct possibilities. Further, the group of g ones can take W —q different positions.
Therefore, the number of distinct possible patterns is (W — q)2.

Now, The question is can we continue with the same procedure to find these
probabilities? The answer is NO.The reason is that there is no systematic approach
for all possible patterns. However, the following proposition may lead to more precise
value of S(.) compared to Eq. B.1.

Proposition

For any pattern composed of N ones and M zeros, where W = M + N, the

w
) have at least ¢
N

necessary condition for guaranteeing all permutations (i.e. (

(g £ N) consecutive ones is
=q (B.4)

][

Therefore, we can write S(.) as follows

S() = (W—g+1)(0p)" (1~ 0)*
+(W - q)z(Ob)W“q‘l(l - Ob)q—H

+ :VV.: ( i ) (0n)" (1 - O3)F (B.5)

i=K )

From the above proposition, the last term to be hold the following inequality should

hold, i.e.
K

> .
W 29 (B.6)
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It is obvious from B.6 that some terms are not defined because the condition in B.4
does not hold. Therefore, to simplify the analysis, we chose to assume these missing

terms as if they exist and then we end with a lower bound probability of S (.), ie.
5() £ (W—q+1)(0s)" (1~ 04)*

'f'(W - q)2(Ob)W—q_1(l — Ob)q-*-l

w
+ > ( W) (0s)V (1 - O})F (B.7)

i=q+2 7
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