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Abstract

A New Scheme for Prioritizing Handoffs in Cellular Networks

Asmaa Alsumait

Wireless communication systems are increasingly regarded as essential communication tools that allow users access to the global network at any time without regard to location or mobility. The design of many wireless networks is based on the cellular concept. The implementation of such cellular networks presents new problems that cannot be solved by classical communication theory and that are not found in wired networks. One of these problems is maintaining a connection as mobile terminals move and cross cell boundaries. The process that allows a call in progress to continue as the mobile terminal moves between cells is called a handoff. In cellular networks, call admission algorithms play an important role in improving the performance of the network. In this thesis, we present a new call admission algorithm that improves the quality of service in cellular networks by prioritizing handoff call requests over new call requests. This prioritization is based on defining a controlled dropping ratio that attempts to prevent dropping a handoff call until a pre-specified target number of new calls are blocked. The purpose of blocking new calls is to adaptively reserve bandwidth for handoff calls. The aim of this algorithm is to improve the quality of service of cellular networks by minimizing the grade of service, the non-completed call probability, and the channel non-utilization.

The effectiveness of the new call admission algorithm in reducing the handoff dropping probability and the new call blocking probability was studied. Simulation results show the superiority of our algorithm compared to other algorithms proposed in the literature in various scenarios characterized by different traffic loads. The new algorithm is seen to provide lower new call blocking probability, and higher handoff dropping probability compared to the Fixed Threshold Assignment (FTA) and the Adaptive Threshold Assignment (ATA) algorithms that were proposed in [18] and [35], respectively. In this thesis, we used the Grade of Service (GoS) [35], the non-completed call probability $P_{ns}$ [38], and the channel non-utilization as performance
measures. The grade of service is a cost function that increases by a multiplicative factor $\alpha$ the importance of the dropping probability of handoff calls compared to new calls, while $P_{ns}$ is the probability that a call is not completed due to blocking of a new call or dropping of a handoff call. Computational experiments showed that the proposed algorithm had almost the same GoS, a lower value of $P_{ns}$, and a better channel non-utilization compared to FTA and ATA.
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Chapter 1

Introduction

After the introduction of the first mobile telephone service in 1946, the growth of the mobile telephone market has been rapid and the underlying wireless technology is becoming better and increasingly faster [23]. This evolution in wireless communication systems has been driven by a rapidly increasing number of users as well as services that require greatly increased bandwidth. Wireless communications systems are promising to be the primary style of data access technology in the next century. The services to be provided by wireless communication systems include cordless telephones, radio pagers, wireless local area networks, wireless ATM networks, mobile telephones, and satellite communications[40, 23]. The primary function of wireless communication systems is to connect moving terminals to the network using radio signals. The scale of the wireless links of these services vary from a few meters for cordless phones to tens of kilometers for satellite systems. The increased demand for high data-rate services has resulted in an anticipated shortage of already scarce radio spectrum resources. Thus, careful management of these resources is an urgent and critical problem.

The traditional wireless communications system was structured in a fashion similar to television broadcasting where a single powerful transmitter located at the highest spot in an area would broadcast to a radius of up to 50 kilometers. In 1921, the Detroit Police Department was using a crude mobile radio, and mobile communications slowly developed throughout the 1920s, 1930s, and 1940s. The problem had always been that radio frequencies would fill up quickly with voice traffic and interference. Eventually
in the early 1970s, the Bell System restructured the wireless communications system in a different way to ease the problem of spectrum congestion. Instead of using one powerful transmitter, the coverage area was divided into smaller coverage areas called cells, each using a low-power transmitter. The cellular network derives its capacity from the idea of reusing the same frequency channels in different cells. In this way, cellular networks increase the number of simultaneous calls that can be served at a time while using the same number of frequency channels. However, the reuse of channels is limited by the phenomenon of co-channel interference. Thus cells that are too close to each other are not allowed to use the same frequency channel at the same time.

A familiarity with the history of cellular networks is useful in order to appreciate the enormous efforts in developing and improving services offered by cellular networks. In the late 1970s, the first-generation (1G) of cellular networks was deployed in North America (Advanced Mobile Phone System, AMPS), United Kingdom (Total Access Communication System, TACS), West Germany (C-450), and Japan (Nippon Telephone and Telegraph, NTT) [17]. All these cellular networks used analog FM transmission with different deviations and channel spacing for their voice services. As wireless communication became more popular in the late 1980s, the cellular industry was faced with the limitations of the first-generation cellular networks such as capacity bottlenecks and incompatible standards between North America, Europe, and Japan. These limitations were the driving force to develop the second generation (2G) of cellular networks which use digital transmission.

The high capacity in the second generation is obtained from applications of advanced transmission techniques including efficient speech coding and efficient bandwidth modulation techniques [17]. Global System for Mobile Communications (GSM), IS-136 or Digital AMPS (DAMPS), Personal Digital Cellular (PDC), and IS-95 are the second-generation systems. The first three systems are time-division multiple access (TDMA) based systems, while the last system relies on code division multiple access (CDMA) as its air interface. GSM is recognized as the world leader in terms of number of subscribers (183 millions) [34].

First and second generation cellular networks currently provide services for voice communications and low-bit-rate data [36]. The enormous growth of the mobile cel-
lular market over the past 10 years has made first and second generation cellular networks unable to meet future service requirements such as high-speed data services to support multimedia applications. Therefore, the primary focus of the third-generation (3G), i.e., International Mobile Telecommunications in the year 2000 (IMT-2000), is to provide seamless voice, data, and multimedia communications.

Several challenges are facing cellular networks. These include keeping track of the mobile terminals as they move. The cellular network allows users to move and remain connected to the Public Switched Telephone Network (PSTN) via their mobile terminals. This mobility implies adaptability in the cellular network architecture. A mobility management module that locates mobile terminals roaming in the network while simultaneously delivering incoming calls and supporting calls in progress is one of the challenging aspects of cellular networks.

Another challenge is posed by extremely limited spectrum resources. Efficient allocation and management of spectrum resources is a critical factor in achieving high performance and quality of service in cellular networks. Extensive efforts are being employed to develop intelligent channel assignment and frequency reuse algorithms that support the maximal number of subscribers in networks using the limited spectrum resources. One technique that has been used is multiplexing, a technique that allows more than one user to use the same frequency channel within the network as a means of enhancing the cellular network capacity. Frequency Division Multiple Access (FDMA), Time Division Multiple Access (TDMA), and Code Division Multiple Access (CDMA) are the three basic multiple access techniques in use. The early analog networks used FDMA as the multiple access technology. In the late 1980s, the Cellular Telecommunications Industry Association (CTIA) chose TDMA over Motorola's FDMA as the technology of choice for existing and emerging cellular markets [41]. With the growing technology competition, Qualcomm developed CDMA as an alternative to TDMA [9].

FDMA divides radio bandwidth into a range of frequency channels and is used in the traditional analog cellular system. With FDMA, only one user in any cell is assigned to a particular frequency channel at a time. However, channels may be reused in several cells in the network simultaneously, provided the level of interference caused is acceptable. The second most common technique that uses digital transmission
technology is TDMA. It works by dividing a radio frequency into time slots and then allocating slots to multiple calls. In this way, a single frequency can support multiple, simultaneous data channels. In the TDMA and the FDMA multiple access systems, a time slot or a carrier frequency can be considered as a channel. A mix of TDMA and FDMA (TDMA/FDMA) has been adopted as the multiple access scheme for GSM.

The third technique, CDMA, is relatively new and has not yet been widely implemented. It is a digital cellular technology that uses spread-spectrum techniques. Unlike competing systems, CDMA does not assign a specific frequency to each user. Instead, every user uses the full available spectrum. CDMA uses mathematical codes to transmit and distinguish between multiple wireless conversations. Because the conversations taking place are distinguished by digital codes, many users can share the same bandwidth simultaneously. The advanced methods used in CDMA technology improve wireless capacity and voice quality leading to a new generation of cellular networks. However, due to the high cost in implementing CDMA it seems clear that for the near future at least, TDMA/FDMA will remain the dominant technology in the wireless market [9]. In this thesis, we consider cellular networks using TDMA/FDMA as the multiple access technology.

Another challenge is the maintenance of a connection as a mobile terminal moves into a new service area. When the mobile terminal moves towards the cell boundary, its signal strength from its current cell may drop. In such a case, the mobile terminal needs to be transferred to a different cell. The mechanism that transfers an ongoing call from one cell to another is called handoff. The handoff procedure should be completed before the signal strength drops below an acceptable level. The deployment of smaller cell size in current cellular networks to accommodate the increase in the number of subscribers caused an increase in the number of cell boundaries crossed which in turn increased the chances of dropping a call due to factors such as the unavailability of free channels.

One of the most important quality of service issues is that service not be cutoff during an ongoing call due to the lack of free channels in the new cell. Therefore, dropping a handoff call is less desirable than blocking a new call. This adds more challenges to cellular networks, and calls for intelligent call admission control algorithms to play a key role in improving the overall system performance. The call
admission control algorithms decide whether to accept or reject calls. Some of these algorithms give priority to handoff calls by reserving channels for handoff calls or by queuing handoff calls until a free channel is available. The global objective of call admission control policies is to minimize the handoff dropping probability and to maintain maximum channel non-utilization. Call admission control algorithms that prioritize handoff calls are a cost-effective way of improving the performance of cellular networks. Much effort is being expended to study existing handoff schemes, and to create new ones that meet these challenges.

1.1 Scope of Thesis

In this thesis, we present an efficient call admission algorithm that addresses the problem of reducing the handoff call dropping probability. The proposed algorithm is based on prioritizing handoff calls over new calls by defining a target dropping ratio that will prevent dropping a handoff call until a pre-specified target number of new calls are blocked. The purpose of blocking new calls is to adaptively reserve bandwidth for handoff calls.

As a system performance measure we used the Grade of Service (GoS), which is a cost function that increases by a factor of $\alpha$ the importance of the blocking probability of handoff calls over new calls. Using the GoS as the only performance measure could lead us to prefer reducing the handoff blocking probability at the expense of a great increase in the new call blocking probability, which in turn reduces the total admitted calls and hence the profit derived by the service providers. To bypass this disadvantage, we considered the non-completed call probability ($P_{na}$) as a second performance measure to balance between minimizing the dropping probability of handoff calls and minimizing the blocking probability of new calls. We also measured the channel non-utilization of the system which is an important parameter especially from the point of view of the service providers.

Performance analysis of various call admission algorithms is virtually impossible without running simulations. Therefore, several computational experiments were carried out in order to present the characteristics of the proposed algorithm. Simulation experiments were executed to evaluate the performance of the proposed algorithm,
to provide evidence that it meets the design goals, and to compare it with other call admission schemes proposed in the literature. Furthermore, the effect of several system parameters on the behavior of the proposed algorithm was studied. Some of the system parameters that were studied are the call arrival rate, the mobile call duration and the mobile average speed.

1.2 Contributions

We first designed a call admission control algorithm, the Maintain-the-Ratio (MR) algorithm that prioritizes handoff call requests over new call requests. The fundamental idea of MR is to force the ratio of the number of dropped handoff calls to the number of blocked new calls to be as close as possible to a pre-specified quantity called target dropping ratio. Experiments illustrated that although the MR algorithm reduced the handoff dropping probability, the increase in the new call blocking probability was high. These findings motivated us to devise some modifications to the MR algorithm to avoid the excessive increase in the new call blocking probability. The modified version of the MR algorithm, the Less-than-Ratio (LR) algorithm, preserved the basic idea of MR while giving new calls a higher chance to be served.

Our results can be divided in two parts. In the first part, we offer an in-depth study of the effect of several system parameters on the behaviors of both MR and LR. Experiments showed that MR and LR perform well under high traffic loads. In the second part, we compare the performance of LR with different call admission control algorithms that were proposed in the literature. The performance of the different call admission control algorithms was evaluated in terms of the GoS, \( P_{ns} \), and channel non-utilization under different traffic loads. The LR algorithm is seen to provide lower new call blocking probability, and higher handoff dropping probability compared to the Fixed Threshold Assignment (FTA) and the Adaptive Threshold Assignment (ATA) algorithms that were proposed in [18, 35], respectively. The GoS is a cost function that increases by a multiplicative factor \( \alpha \) the importance of the dropping probability of handoff calls compared to new calls, while \( P_{ns} \) is the probability that a call is not completed due to blocking of a new call or dropping of a handoff call. Experiments showed that the LR algorithm achieved almost the same GoS, a lower
non-completed call probability, and the best channel non-utilization compared to the FTA and ATA algorithms.

1.3 Organization of Thesis

The rest of this thesis is organized as follows: A literature review of cellular networks is presented in Chapter 2. The preliminary concepts of channel assignment schemes and strategies to handle handoffs in cellular systems are also illustrated in Chapter 2. In Chapter 3, the new proposed call admission control algorithms are described along with their proofs of correctness. Further, empirical comparisons with previous call admission algorithms presented in the literature are illustrated in Chapter 3. Chapter 4 presents the results of the computational experiments to study the behaviour of the new algorithm in great detail. The results include the effects of several input parameters on the system performance. Finally, conclusions and directions for future work are presented in Chapter 5.
Chapter 2

Literature Review

There has been a rapid growth of efforts in research and development in wireless systems to enhance the system capacity and to obtain handling capabilities over a large amount of space using wireless media. One solution is for the wireless system coverage area to be partitioned into contiguous regions called cells. Such cellular networks have greatly enhanced the capability of coping with the increasing demand for wireless communication services. This chapter is devoted to cellular networks in general. The fundamentals of cellular communications, channel assignment schemes, and strategies to handle handoffs in cellular systems are presented.

2.1 Fundamentals of Cellular Networks

The key objective while planning a cellular network is to build a network that provides enough frequency bandwidth for the expected number of subscribers, but at the lowest possible cost. A cellular network has available a certain contiguous part of radio spectrum: this available bandwidth is generally divided into a set of frequency channels. In principle, a cellular network can provide services for an unlimited number of subscribers. However, in reality, it can only provide services to a certain fixed number of subscribers. As the number of subscribers increases and approaches the maximum that can be served, some techniques must be developed to accommodate this increase in the number of subscribers. There are various techniques to enhance the capacity of cellular networks. The first technique is frequency reuse. In this
technique, each cell is allocated a group of frequency channels to be used within the cell, while adjacent cells are assigned channel groups which contain completely different channels. Mobile terminals can simultaneously use the same channel in different cells that are separated from one another by a distance large enough to keep the interference level within acceptable limits. The optimum frequency reuse pattern is governed by the strength of the received signal at a mobile terminal from its base station relative to the signal received from a distant base station using the same channel. The interference resulting from two or more simultaneous transmissions on the same channel is called co-channel interference [18].

Another technique is cell splitting, a mechanism by which cells are split into smaller cells, each having the same number of channels as the original large cells [17]. Figure 2.1 illustrates the idea of cell splitting.

![Cell splitting](image)

**Figure 2.1: Cell splitting**

Cell splitting provides an increase in capacity without the need for extra channels, though new issues arise out of smaller cells as the cell radius decreases. First, small cells (*microcells*) encounter a propagation phenomenon called the corner effect. The corner effect is distinguished by a sudden large drop in signal strength when the mobile terminal turns around a corner [45]. The corner effect is due to the loss of the Line Of Sight (LOS) component. The second issue is the increase in the handoff rate. Handoffs are complicated and costly in terms of delay and utilization of network resources.

Multi-layer networks or hierarchical networks were developed to solve this prob-
lem. Large cells (macrocells) are implemented to cover a cluster of microcells. Macrocells will immediately increase the capacity of the microcell system. Blocked calls in a microcell can retry a connection attempt up to the macrocell. Radio holes that might not be covered by the microcell have a higher probability of connecting to a macrocell. Fast moving mobile terminals can be immediately assigned to the macrocell.

Another alternative technique that handles the increase in the traffic load in wireless systems is to design efficient channel assignment schemes. In these schemes, the total amount of channels available for the cellular network is distributed to cells or calls in different ways. Channel assignment can be static or dynamic. The schemes used differ in performance, flexibility and complexity. However, there is a tradeoff among these qualities, hence each scheme has advantages and disadvantages. Different channel assignment schemes are discussed in detail in Section 2.3.

Cellular networks are composed of several functional entities. The services provided by those entities and a brief explanation of the events that occur when a call is made from or to a mobile terminal are discussed in the next two subsections.

2.1.1 Cellular Network Structure

Cellular networks are usually divided into cells and each cell is served by a Base Station (BS). A basic cellular network consists of two parts; wireless part and fixed communication network part. The wireless part is made up of base stations that serve the Mobile Terminals (MT) within their coverage range in the cells. The fixed communication network part consists of the Mobile Switching Center (MSC), and connections to the Public Switched Telephone Networks (PSTN’s).

The base station sends and receives information from the mobile terminals and the MSC. Each MSC supervises a group of base stations where it performs a variety of functions involved with call processing. It performs the necessary switching functions required for the MT’s located within its supervision area [17]. Furthermore, the MSC maintains the individual subscriber records, the current status of the subscribers, call routing, and billing information. The MSCs together tend to become essentially the brains of the entire network. Each MSC is also involved in the internetworking functions to communicate with the Public Switched Telephone Network (PSTN). The PSTN is the landline network that routes calls between different cellular networks.
2.1.2 Communication Setup and Maintenance

The communication between the BS and MT occurs over frequency channels. Each communication channel uses a channel pair, a *down channel* for transmitting from the BS to the MT, and an *up channel* for transmitting from the MT to the BS. When a call for a MT arrives to the BS, the identity of the MT is broadcast via the down channel. If the target MT recognizes itself, it replies with a positive acknowledgment via the up channel. Then, the BS specifies the channel pair that will be used for the communication. Later, the data transfer and signaling continues on the specified channels. Furthermore, control channels are used for network management messages and some channel maintenance tasks.

The MT initiates a call by sending a message to the BS via the up channel. The BS passes the call request to MSC that handles the rest of the connection request. If the connection with the other party is established, the BS specifies the up and the down communication channels to the initiator MT. The rest is similar to the previous case. The MT releases the channel if the mobile terminal completes the call, or if it moves to another cell before the call is completed. When a MT moves to a new cell while a call is in progresses, the MT is passed to the new base station. This procedure is called *handoff*.

As the MT moves toward the boundary of the cell, the signal strength received from its serving BS is decreased and the MT has to be handed-off to a new BS with a stronger signal. Two thresholds are set for the handoff procedure allowing the MT to
keep on requesting an available channel from the new BS before it reaches its failure threshold. The handoff procedure is triggered when the signal level received from the serving BS drops below the first threshold. The handoff must be completed before the signal level drops below the second threshold, which is defined as the minimum signal level required to maintain an acceptable communications quality. If the handoff procedure succeeds, the MT is transferred to the base station from which the received signal level is highest. It is also possible that all channels in the new base station are occupied so the handoff procedure fails. The gap between two threshold values should be chosen very carefully to allow the procedure enough time to be completed. Details and an overview of handoff strategies can be found in Section 2.4.

2.2 Mobility Management

In wireline systems, terminals are static and are located by following the routing information provided at each switch along the path. However, in wireless systems terminals are mobile. Supporting mobility requires some form of tracking to locate mobile terminals within the network. The process of locating the mobile terminals in the entire network and updating the location information is called mobility management [3].

Two basic operations are involved in mobility management: location update and terminal paging. Location update corresponds to the process of reporting the location of mobile terminals as they move [20]. Terminal paging is concerned with the procedures that enable the system to know the current location of a powered-on mobile terminal so that incoming call routing can be completed. Both mobility management operations consume power and bandwidth resources.

Updating the location each time a mobile terminal moves from one cell to another can be very expensive. Therefore, cellular networks divide their coverage area into a number of location areas. Each location area consists of a group of cells. When an incoming call for a mobile terminal arrives, the network first determines the location area for the called mobile terminal and informs it by a paging message. When a mobile terminal moves to a new location area, it must register with the network to indicate its current location. There are three basic location update strategies aimed to minimize
the cost of updating locations. The location update strategies could be based on time or on the number of movements or on the distance traveled. Experimental results in [2] demonstrated that the distance-based strategy produces the best result. If the mobile terminal is not registered after the updating period, the mobile terminal is de-registered. When a mobile station is powered off, it performs a detach procedure to inform the network that it is no longer connected.

The cost of location update is proportional to the number of times the user changes its location area while the cost of paging is proportional to the number of calls received. Several schemes aimed to minimize the overall mobility management cost have been proposed in the literature. Those schemes try to achieve a balance between the cost of update and the cost of paging. Akyildiz et. al [2] incorporates a movement-based location update policy with a selective paging scheme to decrease the location tracking cost under a small increase in the allowable paging delay. Das and Sen [10] designed an update strategy using a genetic algorithm. This strategy considers the individual user mobility and the call generation patterns to specify a set of reporting areas for each user. The user will update only in his or her reporting area, which minimizes the overall location management cost. More detailed information on mobility management can be found in [1, 3, 20, 23, 39].

2.3 Channel Assignment Schemes

One of the biggest challenges in providing wireless network services is to use the limited number of available frequency channels more efficiently. Cellular technology has enhanced the capability of coping with the increased demands for mobile communications by reusing channels at spatially separated locations. Some resource management tasks performed by cellular systems include channel assignment which is the process of assigning channels either to cells or to calls. A variety of channel assignment strategies have been developed to achieve the objective of increasing capacity and minimizing interference. Channel assignment schemes may be fixed or dynamic [42, 43].

*Fixed Channel Assignment* (FCA) is the simplest of all assignment schemes. In this scheme each cell is assigned a fixed number of channels. These are pre-assigned
such that two cells within reuse distance of each other do not get the same channel. The whole frequency set is completely used by $N$ cells, and these cells constitute a *cluster*. The number $N$ of cells in a cluster must be determined so that the cluster can be repeated continuously through out the network and the same frequency set is re-used in many different clusters. The typical clusters contain 3, 7, or 19 cells. The number of cells $N$ in each cluster is very important. If the number of cells per cluster is decreased, the number of channels assigned to each cell is increased. However a balance must be found in order to avoid the interference that could occur between neighboring clusters. This interference is produced by the small size of the clusters. The total number of channels per cell depends on the number of available channels and the type of cluster used. Figure 2.3 illustrates a typical cellular layout using FCA strategy with a cluster size of seven and a frequency reuse distance of three. The numbers in the hexagonal cells indicate the channel set used within the cell.

![Figure 2.3: Fixed channel assignment](image)

The fixed channel assignment scheme performs well under the assumption of uniform traffic load or high load over the cells [25]. In order to cope with situations where the traffic load is not uniform and where traffic load ratios dynamically change over time, other fixed channel assignments methods which are variation of the basic fixed channel scheme allow channels to be lent to heavily loaded cells.

The channel borrowing schemes can be divided into *simple* and *hybrid* schemes. In the simple scheme, neighboring cells can borrow any free channel for temporary use. Once the call is completed, the channel is returned to the original cell. Under the hybrid scheme, the available channels are divided into two sets, private and borrowable.
The private channels are used only in the local cell, while borrowable channels are allowed to be lent to neighboring cells. A cell can borrow a channel if the following two conditions are true: the lending cell is not already using that channel and any channel within the reuse distance of the borrowing cell is not using the same channel. Some borrowing schemes that have been proposed are discussed next in brief.

_Borrow from the Richest (SBR)_ is a simple borrowing scheme. In this scheme when a cell needs an extra channel it looks for the neighbor with the greatest number of free channels and borrows from it, provided that it can find a non-interfering channel. Another example of a simple borrowing scheme is the _Basic Algorithm with Reassignment (BAR)_ If a free channel becomes available in the cell, a call using a borrowed channel from a neighboring cell is reassigned with the free channel. Two examples of hybrid channel borrowing scheme are the _Borrowing with Directional Channel Locking (BDCL)_ and the _Borrowing with Channel Ordering (BCO)_ When a cell borrows a channel in BDCL, it chooses the one which has the least probability to block the same channel in other cells. In BCO, channels in a cell are numerically ordered. When a cell uses its own channels, it starts from the lowest ones. However, when it must give one to a neighbor it gives the highest. BCO is sometimes referred to as _Fixed Preference Allocation algorithm (FPA)_[24]. In this thesis, we are interested in comparing the performance of FPA with our new proposed algorithm. The version of FPA that is simulated in this thesis allows channels to be lent to neighboring cells only for handoff requests. More detailed information on simple and hybrid borrowing schemes can be found in [25, 41, 49].

In contrast to FCA where channels are assigned to cells, channels in _Dynamic Channel Assignment (DCA) _strategy do not belong to any cell permanently. They are kept in a common set and are assigned to the cells according to their needs. The goal of all DCA schemes is to estimate the cost of assigning channels and select a channel with a minimum cost accompanying a tolerable interference level. These DCA schemes differ from one another based on the choice of the cost function. Primarily, the cost function relies on the following: the future blocking probability, the usage frequency of the candidate channel and the reuse distance.

DCA schemes can be classified either as _centralized schemes_ or as _distributed schemes_. The first type of scheme has a central controller that uses global infor-
mation to decide on the channels that have to be assigned to calls. In distributed schemes, base stations use local information from their neighbors and make their channel assignment decisions according to this. Centralized DCA schemes can produce a near optimum channel allocation, however managing DCA in dense small sized cells can overload the central controller. Due to the simplicity of assigning channels by each base station, distributed DCA is more appropriate for small sized cells. Detailed information on DCA schemes can be found in [21, 22, 25].

Comparisons between FCA and DCA have been widely debated in literature. FCA is more powerful in uniform or heavy load traffic, while DCA performs better under low traffic intensity. Channels in FCA are assigned with a maximum reusability of channels which is not the case in DCA. On the other hand, calls in DCA can continue to use the same channel in the next cell if no co-channel interference appears which reduces the handoff calls attempts and thus reduces the forced call termination rates [21]. In this thesis, we restrict ourselves to studying fixed channel assignment strategies.

2.4 Handoffs in Cellular Networks

In cellular networks, the arriving calls fall into two classes: the new arriving call requests and the handoff calls. To initiate a call, the mobile terminal must first obtain a free channel from one of the base stations with the strongest received signal. In case the mobile is not granted a channel, the new call is blocked. Since the mobile terminals are free to move, it is not guaranteed that any mobile terminal involved in a communication session will remain in the same cell it once was during the lifetime of the session. When the mobile terminal moves to a new cell, the base station in the new cell has to allocate a channel to the mobile terminal. If no free channels are available at the new base station, the call is dropped. The procedure used for a call in progress to continue as the mobile terminal moves between cells is called handoff. In general, the handoff process is caused by the radio link degradation due to the movement of mobile terminals. The average number of handoffs during a session directly depends on the cell radius, mobility pattern of the mobile terminal and the call duration [25, 43, 45].
Handoff procedures can be classified as hard or soft handoff based on the number of active connections. In hard handoff, a definite decision is made on whether to handoff or not. In the case of a positive decision, the handoff is initiated and executed without allowing the mobile terminal to have simultaneously traffic channel communication with two base stations. Thus there is only one active connection from the mobile terminal at any time. A hard handoff is basically a "break-before-make" process. In soft handoff, a conditional decision is made on whether to handoff or not. The mobile terminal communicates with two or more base stations simultaneously. The handoff is executed when the signal of one base station is considerably stronger than those from others. A simple case of soft handoff while a mobile terminal is moving from cell A to cell B is shown in Figure 2.4.
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Figure 2.4: The soft handoff procedure

Soft handoffs minimize the risk that the mobile terminal will be lost during the handoff and prevent any short break during this procedure. However on the network side, soft handoffs reduce the overall system capacity since at least two frequency channels are required during this procedure. Soft handoffs also require that mobile
terminals have two subsequent decoders to monitor each of the two signals which in turn adds more complexity to mobile terminals [47]. The focus in this thesis is on the hard handoff algorithms since our handoff call requests are based on the mobile terminal distance from the cell boundary rather than on the received signal strength.

The handoff procedure should meet several quality criteria. First, the handoff rate should be kept low, as each handoff causes network overhead to facilitate the handing of a mobile terminal to another base station. This is possible by blocking unnecessary handoff calls which occurs often at the border of a cell, where the received signals of some base stations are almost equal [48]. Another important issue is that the data should not be lost during the handoff. Furthermore, the interruption due to handoff procedure should be minimized in order to make the handoff seamless.

Handoff calls are different from new calls in the sense that there exists an ongoing communication session. One of the most important user concerns is that the service not be cutoff during an ongoing call. Therefore, dropping a handoff arrival is less desirable than blocking a new call. Different ideas and approaches are proposed to reduce the handoff dropping probability. One approach is to design networks that give handoff calls a higher priority over new calls. Cellular networks in which handoff calls are prioritized are called prioritized networks [11]. Another approach is to design networks that have multiple layers of cells to reduce the rate of attempted handoffs [11]. These approaches are discussed in the next two subsections.

2.4.1 Handoff Prioritizing Networks

The effect of handoff on the performance of the system was not taken under consideration in all channel assignment schemes presented in the previous section. Therefore, new channel assignment schemes with handoff prioritization schemes have been proposed to improve the performance of the system. Two simple concepts have been introduced in the literature to reduce the probability of forced termination: the guard channel concept and queuing call concept.
Guard Channels

The guard channel concept was introduced in the mid-1980s [18] as a simple way to give priority to handoff calls. A fraction of the total available channels in a cell are reserved exclusively for handoff requests. Handoff calls may use all available channels. On the other hand, the new calls get a channel assigned if the number of the channels in use is less than a certain threshold. The value of the threshold directly affects the probabilities of call blocking and dropping. This call admission strategy is referred to as the Fixed Threshold Assignment (FTA) [37, 45]. This strategy has the risk of under-utilizing the frequency channels. Therefore, an efficient estimation method of the optimum number of guard channels is essential. Another drawback of the employment of guard channels, is the increase of the blocking probability of new calls as the number of guard channels increases. This was balanced in [37] by implementing an efficient algorithm which finds the minimum number of channels in each cell that attempts to minimize the dropping probability of handoff calls while keeping the new call blocking under a target ratio.

Oliver and Borras [35] reduce the probability of under-utilizing channels by adaptively changing the number of channels to be reserved in the cell based on information reported by the mobile terminals. This type of information depends on the mobile distance from the cell border, the average mobile speed and the mobility pattern. Another idea of adaptively changing the number of guard channels was presented in [27]. Levine et. al [27] used a shadow cluster to estimate future resource requirement and to perform call admission decision. The fundamental idea of the shadow cluster strategy is that each mobile terminal informs its neighboring base stations about its requirements, position and movement parameters. Base stations that are currently influenced are said to form a shadow cluster, the mobile shadow cluster changes dynamically as the mobile terminal moves. Based on the information received from mobile terminals, the base station predicts future handoff calls and only accepts new calls that can be supported.

Epstein and Schwartz [12] compared two types of reservation schemes, the pre-reservation and the post- reservation schemes. Channels are divided into guard channel and a shared channel pool. In the pre-reservation scheme, the handoff call uses the guard channels first. In the case that all guard channels are occupied, handoff
calls will compete with new calls for a channel in the shared pool. In post-reservation, both types of calls compete for a channel in the shared pool. If all channels in the shared pool are in use, only handoff calls may use the guard channels. Experimental results demonstrated that the post-reservation scheme is more powerful than the pre-reservation scheme [12].

Queuing of Calls

The queuing of incoming calls due to lack of available channels is another method to increase the overall performance of the system. An important issue in queuing systems is the maximum allowable waiting time in the queue. Queuing handoff calls is possible during the time interval that the mobile terminal spends between the first and second thresholds explained in Section 2.1.2. However, queuing new calls is possible due to the patience of mobile users. Therefore, the maximum allowable waiting time is small for handoff calls and larger for new calls [6, 13]. A careful estimation of the queue length and knowledge of the maximum allowable waiting time in a queue must be taken under consideration when implementing queue systems [45]. Tekinay and Jabbari [44] presented a priority queuing scheme that allows handoff calls to be queued. The signal level the mobile terminal receives from its current base station defines its priority. The power level of queued mobile terminals is monitored continuously and is dynamically changed. The queue is not a FIFO queue, yet mobile terminals waiting for a free channel in the queue are sorted continuously according to their priorities which maintains high performance for handoff calls.

In the literature, a combination of guard channels and queuing schemes has been studied. The performance improvements for guard channel and queuing schemes are compared in [18] for various combinations of parameters and mobility patterns. Some ideas found in the literature that prioritize handoff calls without the employment of guard channels or queuing are discussed next.

Other Handoff Prioritizing Schemes

Lim and Wong [33] presented a handoff algorithm that allows calls moving in opposite direction to swap channels. This algorithm finds a closed path within the immediate neighboring cells that synchronizes reciprocal handoffs and minimizes the need for
new channels. The algorithm was extended to find a closed path in cells that are separated two cells away from the current cell, if no closed path was found with the immediate neighbors. The method in [46] describes optimal handoffs decision rule based on the estimation of the trajectory of the mobile terminal and on the signal strength measurements, without waiting for the handoff to occur.

Some admission control strategies as in [7] try to improve the performance of a system by keeping the handoff dropping probability under a pre-specified target. The scheme described in [7] calculates future bandwidth resource requirements to perform call admission decision in cellular networks. This scheme determines the bandwidth to be reserved for handoff calls by estimating the user mobility based on a collective history of handoffs observed in each cell within a specific time window. The time window size is adaptively controlled based on the observed handoff dropping events.

Another way to give priority to the handoff calls is to let the mobile terminal continue to use the same channel in the new cell if all channels are occupied in the new cell [31, 32]. The basic idea of this scheme is to allow channels to be shared between adjacent cells without co-channel interference with other cells. Channels assigned in this scheme have a larger reuse distance to avoid co-channel interference due to channel movement. The system in [31, 32] assumed a linear arrangement of cells. However, extending the idea to two-dimensional cellular network complicates the channel management between adjacent cells.

2.4.2 Hierarchical Cellular Networks

Hierarchical cellular networks employ a special architecture that improves channel utilization without a large increase in infrastructure costs. This type of network provides coverage to the same areas by multiple layers of cells of different sizes. Very dense areas are covered with small cell radii known as microcells, whereas macrocells provide low bandwidth service over a wide geographical area. An architecture that consist of macrocells (overlay cells) that covers an integer number of microcells (underlay cells) is known as a hierarchical or multi-tier network [11, 16, 26].

Microcells allow further reuse of frequency channels within a geographical area, resulting in an increase in the network capacity. Therefore, they are used to cover high traffic density areas. High speed terminals may generate a lot of handoffs due
to the increase in microcell boundaries crossed. Therefore, macrocells are used to provide a continuous coverage of a service area which reduces the handoff rate of high speed terminals [19]. Two important topics are studied related to this type of network: optimizing the resource management between layers and defining efficient strategies to handle new and handoff calls. One approach of managing resources is to divide channels between the two layers, though this could lead to a loss of trunking efficiency [26]. Another approach is to use a dynamic sharing assignment that allows channels to be shared between different layers but not at the same time [26]. Mobile terminals are instructed to move between microcells and macrocells based on their speeds. Slow mobile terminals are served by microcells while high speed terminals are served by macrocells. If a call cannot be served by the microcell due to the lack of free channels, calls are overflowed to the macrocell [11]. The significant advantage of designing macrocell/microcell overlay system is that it provides a balance between maximizing the number of users per unit area and minimizing the network control load associated with handoff [43, 45].

Some interesting hierarchical networks were combined with the idea of handoff prioritizing networks. Hu and Rappaport [19] described a hierarchical network and gave analytical results for a set of different parameters. The choice of the parameters aimed to present the performance of the system under different conditions. Chang et. al [6] analyzed a hierarchical network with finite queues for both handoff and new calls. The guard channel concept was also considered for handoff calls. Ganz et. al [16] considered an optimal design of hierarchical networks that minimized the total network cost. An algorithm that evaluates the cost and calculates design parameters such as the optimal cell size and the number of channels assigned to each layer was proposed. A Simulated Annealing technique (SA) was used in [11] to determine the design parameters that minimize the total cost of the hierarchical network.

Hierarchical networks are useful when there are heavy traffic loads with different mobility parameter or different quality requirements. In such cases, it may be cost-effective to build hierarchical networks. With uniform traffic load and average mobility speed, handoff prioritizing networks are more effective [25]. In this thesis, we are interested in designing efficient handoff prioritizing networks.
2.5 Performance Measures

The establishment and management of calls are critical in measuring the quality of service of cellular networks. The current trend in cellular networks is to reduce the cell size to accommodate the increase in the number of subscribers. This generates a higher handoff rate, and makes the achievement of a satisfying level of quality of service more complicated.

The most common performance measure in the evaluation of the quality of service of cellular networks is the percentage of rejected call requests. The probability that a new call is not serviced due to unavailability of channels is called probability of blocking a new call ($P_N$) and the probability of a forced termination of a call in progress while moving to a new cell is called the probability of dropping a handoff call ($P_H$). The dropping probability of handoff calls is an important criterion in evaluating the performance of cellular networks. One way to reduce the probability of dropping handoff calls is to design a handoff prioritizing cellular network. In general, these types of networks reduce the handoff failure and increase the blocking of new calls which in turn reduces the total admitted calls. The goal of our research is to design a call admission control algorithm that provides a balance between minimizing the blocking probability of handoff calls and minimizing the dropping probability of new calls.

A performance measure that was widely used in the literature [12, 18, 33, 35] is the Grade of Service (GoS). The grade of service is a cost function that increases by a multiplicative factor $\alpha$ the importance of the dropping probability of handoff calls compared to new calls. It can be defined as in [35]:

$$GoS = P_N + \alpha \cdot P_H.$$  

The relative cost $\alpha$ is assigned using the system designer's judgement. Another performance measure that is also used in the literature [18, 38], is the probability $P_{ns}$ that a call is not completed because of either initial blocking at a call attempt or a handoff failure. This probability $P_{ns}$ is defined as in [38]:

$$P_{ns} = P_N + (1 - P_N)P_{drop}$$
where $P_{\text{drop}}$ is the probability that a call is dropped due to unsuccessful handoff.

$$P_{\text{drop}} = \frac{(P_d P_H)}{(1 - P_d (1 - P_H))}$$

$P_d$ is the probability that a call in the current cell requests a handoff to one of the neighboring cells. The non-completed call probability $P_n$, can be considered as a unified measure of both blocking and dropping effects.

One of the major challenges that is facing network providers is the limited amount of spectrum resources. From the point of view of a network provider, a good way of estimating the efficiency of a channel assignment algorithm is to measure how well the available channels are being utilized. A good algorithm would utilize the most channels most of the time, thus not wasting expensive spectrum resources. Thus, a useful parameter that measures the average number of free channels that are not being used is called channel non-utilization, $\gamma$, defined as:

$$\gamma = \text{average number of free channels in one cell} / \text{sec.}$$
Chapter 3

A New Call Admission Control Algorithm

A new call admission control algorithm, the Maintain-the-Ratio (MR) algorithm that prioritizes handoff call requests over new call requests is proposed in this thesis. The MR algorithm uses a controlled dropping ratio that will prevent dropping a handoff call until a pre-specified target number of new calls is blocked. The aim of blocking new calls is to adaptively reserve channels for handoff calls. However, our experiments illustrated that the MR algorithm reduces the probability of dropping handoff calls at the expense of higher blocking probability of new calls. To override this shortcoming, a modified version of the MR algorithm, the Less-than-Ratio (LR) algorithm, that gave new calls a higher chance to be served, was developed. In addition, the LR algorithm has incorporated the idea of guard channels. A noticeable improvement in the blocking probability of new calls is achieved using the LR algorithm. The rest of this chapter is organized as follows: A description of the MR and the LR algorithms along with their pseudocode, and proofs of their correctness are presented in Section 3.1 and 3.2, respectively. Furthermore, the performance of both algorithms is compared with the performance of other algorithms proposed in the literature.
3.1 The MR Algorithm

In this section, we first propose the fundamental idea of the MR algorithm. MR is based on providing a balance between the number of handoff calls dropped and the number of new calls blocked such that the ratio of the number of handoff calls blocked to the number of new calls dropped is within a predefined target range. The MR algorithm requires each base station to keep track of the number of calls that were previously dropped in order to calculate the number of handoff calls to be dropped ($H_d$) and the number of new calls to be blocked ($N_b$) in the next step. The decision process for the acceptance of handoff and new call requests depends on the total number of handoff and new calls that were previously dropped ($D_H$) or blocked ($D_N$), the number of handoff call requests ($H$), new call requests ($N$) and the number of free channels ($F$). The MR algorithm attempts to block ($X$) new calls before dropping one handoff call. The aim of the MR algorithm is to keep the number of new calls dropped ($D_N$) between $XD_H$ and $X(D_H + 1)$. We say that the dropping ratio falls in the target range whenever $D_H$ and $D_N$ meet the condition given by (1).

$$XD_H \leq D_N \leq X(D_H + 1)$$

$$\frac{D_H}{D_N} \leq \frac{1}{X} \leq \frac{(D_H + 1)}{D_N} \quad (1)$$

MR is divided into two cases. The first case, where the current dropping ratio falls in the target range is the simple case. The second case, where the current dropping ratio does not fall in the target range is a more complicated case. In the first case, the algorithm calls the MaintainTheRatio procedure to find the number of calls to be dropped in order to maintain the dropping ratio. In the second case, where the dropping ratio does not fall in the target range, the algorithm calls the GetIntoTargetRange procedure that attempts to get the dropping ratio to fall in the target range as much as possible by calculating the tentative number of new and handoff calls to be dropped. If the number of remaining calls that are to be accepted is more than the number of free channels, then the MaintainTheRatio procedure is called to find the number of calls to be dropped. The pseudocode of the MR algorithm is shown in Figure 3.1.
The MR algorithm aims to maintain the dropping ratio within a pre-specified target range. In normal cases, where the number of handoff call attempts is close to the number of new call requests, the algorithm is able to maintain the dropping ratio to be within the pre-specified target range. However, in extreme cases, where the base station predominantly receives either handoff call requests or new call requests, the MR algorithm would not be capable of maintaining the dropping ratio within the target range. For example, if the dropping ratio $\frac{D_{g+1}}{D_N}$ is equal to $\frac{1}{X}$ and the base station receives only new calls, then only new calls can be blocked (or accepted), while no handoff calls can be dropped, as there were no handoff attempts. Thus, $D_H$ would stay the same while $D_N$ would increase, causing the dropping ratio to fall out of range. However, our experiments illustrated that under uniformly distributed traffic loads, the MR algorithm was capable of maintaining the dropping ratio within the desired target range (see Chapter 4). At the same time, we prove that our algorithm succeeds in keeping the dropping ratio in the target range whenever possible and in keeping it as close to the target range as possible otherwise.

We proceed to describe the algorithm in detail. In order to avoid dividing $D_H$ by zero, each base station actually starts using the MR algorithm when the number of new calls blocked, $D_N$ is greater than zero. If the number of new calls blocked is zero, then the base station will follow the behavior of the fixed threshold algorithm with one guard channel. The pseudocode of the MaintainTheRatio procedure along with the proof of its correctness is presented in the next subsection.

3.1.1 MaintainTheRatio Procedure

If the dropping ratio falls in the target range and the total number of calls requesting services is greater than the number of free channels available in the base station, then the MR algorithm will call the MaintainTheRatio procedure. The pseudocode of the MaintainTheRatio procedure is presented in Figure 3.2.

The MaintainTheRatio procedure aims to keep the dropping ratio within the target range. We present the key idea here. Note that at most $F$ calls can be accepted, since $F$ is the number of available channels. The remaining calls must all be dropped, and we calculate $M_{Hd}$ to be the number of handoff calls to be dropped so that they are at most $\frac{1}{X}$ of the total number of calls to be dropped. Similarly, $N_b$ is the num-
The MR Algorithm (int $H$, int $N$, int $F$, int $D_H$, int $D_N$)
{
    if $\frac{D_H}{D_N} \leq \frac{1}{X} \leq \frac{(D_H + 1)}{D_N}$
    {
        // In this case, the dropping ratio falls in the target range
        if $(N + H) \leq F$
            { Accept all calls
            }
        else
            { MaintainTheRatio($H$, $N$, $F$, $D_H$, $D_N$)
            }
    }
    else
    {
        // In this case, either $\frac{D_H}{D_N} > \frac{1}{X}$, or $\frac{(D_H + 1)}{D_N} < \frac{1}{X}$
        GetIntoTargetRange($H$, $N$, $F$, $D_H$, $D_N$)
    }
}
// end of the MR Algorithm

Figure 3.1: The pseudocode of the $MR$ algorithm

number of new calls to be blocked. If the actual number of handoff call attempts is less than $M_{Hd}$ we simply drop all handoff calls, and accept as many new calls as possible, i.e., $F$ new calls. Similarly if the actual number of new call arrivals is less than $N_b$ we simply block all new calls, and accept as many handoff calls as possible, i.e., $F$ handoff calls. The only remaining situation is where we can drop handoff calls and new calls as calculated. In this case, it may be necessary to make a small adjustment in order to keep the dropping ratio in the target range.

Definition 3.1. Let $N$, $H$, $F$, and $X$ be the number of new calls, number of handoff calls, number of free channels, and number of new calls to be dropped before dropping a handoff call, respectively. We define the maximum number of handoff calls to be dropped ($M_{Hd}$) as:

$$M_{Hd} = \left\lfloor \frac{N + H - F}{X + 1} \right\rfloor$$ (2)

The number of handoff calls to be dropped ($H_d$) is at most $M_{Hd}$, and the number of new calls to be blocked ($N_b$) is $(N + H - F - M_{Hd})$ which is at least $M_{Hd}X$ as shown in Lemma 3.1. Let the total new number of handoff calls to be dropped be $D'_H$ and the total number of new calls to be blocked be $D'_N$. Theorem 3.1 shows
// pre-condition $\frac{D_H}{D_N} \leq \frac{1}{X} \leq \frac{(D_H+1)}{D_N}$ and $(N + H) > F$

MaintainTheRatio (int $H$, int $N$, int $F$, int $D_H$, int $D_N$)

\{
    M_{Hd} = [(N + H - F)/X]
    H_d = M_{Hd}
    N_b = N + H - F - M_{Hd}
    \}

1. if $(H \geq M_{Hd})$ and $(N \geq N_b)$

\{
    D'_H = D_H + H_d
    D'_N = D_N + N_b
    \}

1.1. if \((\frac{D'_H+1}{D'_N} < \frac{1}{X})\)

\{
    /// In this case, some adjustment is made to keep \(\frac{D'_H+1}{D'_N}\) as large as possible
    r = \lfloor \frac{D'_N-X(D'_H+1)}{X} \rfloor
    1.1.1. if $(H \geq (M_{Hd} + r))$

    \{
        H_d = M_{Hd} + r
        D'_H = D_H + M_{Hd} + r
        \}

    1.1.2. else

    \{
    /// In this case, $(H < (M_{Hd} + r))$
    D'_H = D_H + H
    D'_N = D_N + \max(\max(0, N - F), X(D_H + H) - D_N)
    \}

\}

2. else if $(H < M_{Hd})$

\{
    /// In this case, all handoff calls are dropped
    D'_H = D_H + H
    D'_N = D_N + N - F
    \}

3. else

\{
    /// In this case, $(N < N_b)$. Therefore, all new calls are blocked
    D'_H = D_H + H - F
    D'_N = D_N + N
    \}

\} // end of MaintainTheRatio

Figure 3.2: The pseudocode of the MaintainTheRatio procedure
that *MaintainTheRatio* procedure retains the dropping ratio inside the target range as much as possible.

**Theorem 3.1.** Let \( \frac{D_n}{D_N} \leq \frac{1}{X} \leq \frac{D_{n+1}}{D_N} \) and \((N + H) > F\). Then the *MaintainTheRatio* procedure gets the new dropping ratio \( \frac{D'_n}{D'_N} \) and \( \frac{D'_{n+1}}{D'_N} \) into the target range as much as possible.

**Proof.** Let \( M_{Hd} = \left\lfloor \frac{N - H - F}{X + 1} \right\rfloor \) and \( N_b = N + H - F - M_{Hd} \). If \( \frac{D_n}{D_N} \leq \frac{1}{X} \leq \frac{D_{n+1}}{D_N} \) and \((N + H) > F\), then three cases can occur:

1. \( H \geq M_{Hd} \) and \( N \geq N_b \). In this case, Lemma 3.3 proves that \( \frac{D'_n}{D'_N} \leq \frac{1}{X} \) and \( \frac{D'_{n+1}}{D'_N} \) is as large as possible.

2. \( H < M_{Hd} \). In this case, Lemma 3.4 proves that \( \frac{D'_n}{D'_N} \leq \frac{1}{X} \) and \( \frac{D'_{n+1}}{D'_N} \) is as large as possible.

3. \( N < N_b \). In this case, Lemma 3.5 proves that \( \frac{D'_{n+1}}{D'_N} \geq \frac{1}{X} \) and \( \frac{D'_n}{D'_N} \) is as small as possible.

\( \square \)

Lemmas 3.1 and 3.2 are used in the proofs of Lemmas 3.3- 3.5 which establish the above theorem.

**Lemma 3.1.** Let \( N_b = N + H - F - M_{Hd} \). Then \( N_b \geq M_{Hd} X \).

**Proof.** Suppose instead that \( N_b < M_{Hd} X \). This means that \( N + H - F - M_{Hd} < M_{Hd} X \). That is \( M_{Hd} > \frac{N - H - F}{X + 1} \) which contradicts (2). \( \square \)

The following general lemma is used extensively in several of our proofs.

**Lemma 3.2.** Let \( a, b, c, d, y, \) and \( z \) be positive integers.

(a) If \( \frac{a}{b} \leq \frac{c}{d} \) and \( \frac{y}{z} \leq \frac{c}{d} \), then \( \frac{a + y}{b + z} \leq \frac{c}{d} \).

(b) If \( \frac{a}{b} \geq \frac{c}{d} \) and \( \frac{y}{z} \geq \frac{c}{d} \), then \( \frac{a + y}{b + z} \geq \frac{c}{d} \).

**Proof.** (a) We claim that \( \frac{a + y}{b + z} - \frac{c}{d} = \frac{ad + yd - cb - cz}{d(b + z)} \leq 0 \). Since the denominator is positive, we will just study the numerator. The numerator \([ad + yd - cb - cz]\) is negative since \( ad \leq cb \) and \( yd \leq cz \).
(b) In this case, we claim that \( \frac{a+y}{b+z} - \frac{c}{d} = \frac{[ad+yd-cb-cz]}{[d(b+z)]} \geq 0 \). Since the denominator is positive, we will just study the numerator. The numerator \([ad+yd-cb-cz]\) is positive since \( ad \geq cb \) and \( yd \geq cz \). 

The following lemma shows that if \( \frac{D_H}{D_N} \) is in the target range and \( H \) is at least \( M_{Hd} \) and \( N \) is at least \( N_b \), then \( \frac{D_H}{D_N} \leq \frac{1}{X} \). However, \( \frac{D_{H+1}}{D_N} \) might be less than \( \frac{1}{X} \). If so, the procedure tries to correct the dropping ratio, so that \( \frac{D_{H+1}}{D_N} \) falls in the target range. If that is impossible, the procedure makes \( \frac{D_{H+1}}{D_N} \) as large as possible.

**Lemma 3.3.** Let \( H \geq M_{Hd}, N \geq N_b, \) and \( \frac{D_H}{D_N} \leq \frac{1}{X} \leq \frac{D_{H+1}}{D_N} \). Then \( \frac{D_H}{D_N} \leq \frac{1}{X} \) and \( \frac{D_{H+1}}{D_N} \) is as large as possible.

**Proof.** In this case, \( N \geq N_b \). Thus, \( N \geq M_{Hd}X \) and \( \frac{H_d}{N_b} \leq \frac{M_{Hd}}{M_{Hd}X} = \frac{1}{X} \). By Lemma 3.2, since the dropping ratio \( \frac{D_{H}}{D_N} \leq \frac{1}{X} \) and \( \frac{H_d}{N_b} \leq \frac{1}{X} \), the new dropping ratio \( \frac{D_H}{D_N} = \frac{D_H+M_{Hd}}{D_N+N_b} \leq \frac{1}{X} \). However, if \( \frac{D_{H+1}}{D_N} < \frac{1}{X} \), then the procedure attempts to correct the dropping ratio by dropping a suitable number of handoff calls such that \( \frac{D_{H+1}}{D_N} \) is as large as possible.

If \( \frac{D_{H+1}}{D_N} < \frac{1}{X} \), then two cases could occur, either \( H \geq (M_{Hd}+r) \) or \( H < (M_{Hd}+r) \), where \( r = \lceil \frac{D_HX}{X} \rceil = \lceil \frac{D_N+N_b}{X} \rceil \). If the procedure is able to drop \( r \) extra handoff calls, then the dropping ratio falls in the target range. However, if it is impossible to drop \( r \) additional handoff calls, then by dropping all the handoff calls \( \frac{D_{H+1}}{D_N} \) is as large as possible. In the first case:

\[
\frac{D_H}{D_N} = \frac{D_H+M_{Hd}+r}{D_N+N_b} \leq \frac{X(D_H+M_{Hd})+D_N+N_b-X(D_H+M_{Hd})+X+X}{X(D_N+N_b)} = \frac{1}{X}.
\]

\[
\frac{D_{H+1}}{D_N} = \frac{D_H+M_{Hd}+r+1}{D_N+N_b} \geq \frac{X(D_H+M_{Hd})+D_N+N_b-X(D_H+M_{Hd})+X+X}{X(D_N+N_b)} = \frac{1}{X}.
\]

This proves that in the first case the new dropping ratio falls in the target range. In the second case, \( H < (M_{Hd}+r) \). By dropping all the handoff calls and dropping max \( (\max(0, N-F), X(D_H+H)-D_N) \) then \( \frac{D_H}{D_N} \leq \frac{1}{X} \) and \( \frac{D_{H+1}}{D_N} \geq \frac{1}{X} \), or \( \frac{D_{H+1}}{D_N} \) is as large as possible. If \( N_b = X(D_H+H)-D_N \), then \( \frac{D_H}{D_N} = \frac{D_H+H}{D_N+X(D_H+H)-D_N} = \frac{1}{X} \). Therefore, \( \frac{D_{H+1}}{D_N} > \frac{1}{X} \). If \( N_b = \max(0, N-F) \), i.e., \( X(D_H+H)-D_N < \max(0, N-F) \), then \( \frac{D_H}{D_N} = \frac{D_H+H}{D_N+X(D_H+H)-D_N} = \frac{1}{X} \). Therefore, \( \frac{D_{H+1}}{D_N} > \frac{1}{X} \).
Therefore, \( \frac{D_H'}{D_N} = \frac{D_H + H}{D_N + \max(0, N - F)} \leq \frac{1}{X} \). However, \( \frac{D_H^{+1}}{D_N} = \frac{D_H + H + 1}{D_N + \max(0, N - F)} \) may be less than \( \frac{1}{X} \), but has the maximum possible value. This is because in order to make \( \frac{D_H^{+1}}{D_N} \) larger there are two possibilities: either \((D_H' + 1)\) should increase which is impossible since all handoff calls are dropped, or \(D_N'\) should decrease which is also impossible since the maximum possible number of new calls were accepted. \( \square \)

It is possible that the procedure can not drop \( M_{Hd} \) handoff calls or \( N_b \) new calls, in such cases the procedure makes the dropping ratio to close as possible to the target range. This is shown in Lemma 3.4 and Lemma 3.5.

**Lemma 3.4.** Let \( H < M_{Hd} \) and suppose \( \frac{D_H}{D_N} \) falls in the target range. Then \( \frac{D_H}{D_N} \leq \frac{1}{X} \) and \( \frac{D_H^{+1}}{D_N} \) is as large as possible.

**Proof.** In this case, \( H < M_{Hd} = \lfloor \frac{N + H - F}{X + 1} \rfloor \leq \frac{N + H - F}{X + 1} \). Therefore, \( XH \leq (N - F) \). Thus, \( \frac{H}{N - F} \leq \frac{1}{X} \). By Lemma 3.2, since \( \frac{D_H}{D_N} \leq \frac{1}{X} \) and \( \frac{H}{N - F} \leq \frac{1}{X} \), we have \( \frac{D_H}{D_N} = \frac{D_H + H}{D_N + N - F} \leq \frac{1}{X} \). However, \( \frac{D_H^{+1}}{D_N} = \frac{D_H + H + 1}{D_N + N - F} \) may be less than \( \frac{1}{X} \), but has the maximum possible value. This is because in order to make \( \frac{D_H^{+1}}{D_N} \) larger there are two possibilities: either \((D_H' + 1)\) should increase which is impossible since all handoff calls are dropped, or \(D_N'\) should decrease which is also impossible since the maximum possible number of new calls were accepted. \( \square \)

**Lemma 3.5.** Let \( N < N_b \) and suppose \( \frac{D_H}{D_N} \) falls in the target range. Then \( \frac{D_H^{+1}}{D_N} \geq \frac{1}{X} \) and \( \frac{D_H}{D_N} \) is as small as possible.

**Proof.** In this case, \( N < N_b \), i.e., \( N \leq N_b - 1 = N + H - F - (M_{Hd} + 1) \). In other words, \( H - F \geq M_{Hd} + 1 \geq \frac{N + H - F}{X + 1} \). Therefore, \( X(H - F) \geq N \). Thus, \( \frac{H - F}{N} \geq \frac{1}{X} \). By Lemma 3.2, if \( \frac{D_H}{D_N} \geq \frac{1}{X} \) and \( \frac{H - F}{N} \geq \frac{1}{X} \), then \( \frac{D_H + H + F + 1}{D_N + N} \geq \frac{1}{X} \), i.e., \( \frac{D_H^{+1}}{D_N} \geq \frac{1}{X} \). However, \( \frac{D_H^{+1}}{D_N} \) may be greater than \( \frac{1}{X} \), but has the minimum possible value. This is because in order to make \( \frac{D_H^{+1}}{D_N} \) smaller either \( D_H' \) has to decrease which is impossible since the maximum possible number of handoff calls were accepted, or \( D_N' \) has to increase which is also impossible since all new calls were blocked. \( \square \)

### 3.1.2 GetIntoTargetRange Procedure

In this section, we describe the procedure used in the case that the current dropping ratio falls out of the target range. The aim of the `GetIntoTargetRange` procedure is to
get the dropping ratio to fall in the target range as much as possible, regardless of the number of calls that can be accepted. In other words, in some situations some calls may be dropped even though free channels are available. For example, if the total number of calls requesting service \((N+H)\) is less than the total free available channels \(F\) and the dropping ratio \(\frac{D_N}{D_N}\) is greater than \(\frac{1}{X}\), then the procedure will drop a certain amount of new calls in order to get \(\frac{D^R_N}{D^R_N}\) to be exactly \(\frac{1}{X}\) and \(\frac{D^R_{N+1}}{D^R_N}\) to be greater than \(\frac{1}{X}\). We present the key idea of the procedure here. Note that the dropping ratio falls out of the target dropping ratio if \(\frac{D_N}{D_N} > \frac{1}{X}\) or if \(\frac{D^R_{N+1}}{D^R_N} < \frac{1}{X}\). If \(\frac{D_N}{D_N} > \frac{1}{X}\) we calculate \(N_b\) to be the number of new calls calls to be blocked. If the actual number of new calls is less than \(N_b\) we simply drop all new calls. Similarly, if \(\frac{D^R_{N+1}}{D^R_N} < \frac{1}{X}\) we calculate \(H_d\) to be the number of handoff calls to be dropped. If the actual number of handoff calls is less than \(H_d\), we simply drop all handoff calls. The pseudocode of the \textit{GetIntoTargetRange} procedure is presented in Figure 3.3. Theorem 3.2 shows that \textit{GetIntoTargetRange} procedure attempts to get the dropping ratio to fall in the target range as much as possible.

\textbf{Theorem 3.2.} \textit{Let the current dropping ratio fall out of the target range. Then the GetIntoTargetRange procedure gets the new dropping ratio as close to \(\frac{1}{X}\) as possible.}

\textit{Proof.} Let \(N_b = \min (XD_H - D_N, N)\) and \(H_d = \min ((\frac{D_N - XD_{N+1}}{X}), H)\). If the current dropping ratio falls out of the target range, then four cases can occur:

1. \(\frac{D_N}{D_N} > \frac{1}{X}\) and \(N_b = N\). In this case, Lemma 3.6 proves that \(\frac{D^R_{N+1}}{D^R_N} > \frac{1}{X}\) and \(\frac{D^R_{H}}{D^R_N}\) is as small as possible.

2. \(\frac{D_N}{D_N} > \frac{1}{X}\) and \(N_b < N\). In this case, Lemma 3.7 proves that the new dropping ratio is as close as possible to the target range.

3. \(\frac{D^R_{N+1}}{D^R_N} < \frac{1}{X}\) and \(H_d = H\). In this case, Lemma 3.8 proves that \(\frac{D^R_{H}}{D^R_N} < \frac{1}{X}\) and \(\frac{D^R_{N+1}}{D^R_N}\) is as large as possible.

4. \(\frac{D^R_{N+1}}{D^R_N} < \frac{1}{X}\) and \(H_d < H\). In this case, Lemma 3.9 proves that the new dropping ratio is as close as possible to the target range.

\(\square\)
// pre-condition $\frac{D_H}{D_N} > \frac{1}{X}$ or $\frac{D_H + 1}{D_N} < \frac{1}{X}$

GetInToTargetRange (int $H$, int $N$, int $F$, int $D_H$, int $D_N$)

{ 1. if ($\frac{D_H}{D_N} > \frac{1}{X}$)
   
   { $N_b = \min (X D_H - D_N, N)$
     1.1 If $N_b = N$
       
       { $H_d = \max (H - F, 0)$
         $D'_H = D_H + \max (H - F, 0)$
         $D'_N = D_N + N_b$
       }

   1.2 else
     
     { // in this case, $N_b < N$
       $H_d = 0$
       $D'_H = D_H$
       $D'_N = D_N + N_b$
       1.2.1 if ($H + N - N_b \leq F$)
         
         { Accept all remaining calls
           }

       1.2.2 else
         
         { // In this case, ($H + N - N_b > F$)
           MaintainTheRatio($H, N - N_b, F, D'_H, D'_N$) }
     }

   2. else
     
     { // In this case, ($\frac{D_H + 1}{D_N} < \frac{1}{X}$)
     
     { $H_d = \min (\lceil \frac{D_N - (D_H + 1) \cdot X}{X} \rceil, H)$
       2.1 If ($H_d = H$)
         
         { $N_b = \max (N - F, 0)$
           $D'_H = D_H + H$
           $D'_N = D_N - N_b$
         }

       2.2 else
         
         { // In this case, $H_d < H$
           
           $N_b = 0$
           $D'_H = D_H + H_d$
           $D'_N = D_N$
           2.2.1 if($H - H_d + N) \leq F$)
             
             { Accept all remaining calls
               }

           2.2.2 else
             
             { // In this case, ($H - H_d + N) > F$)
               MaintainTheRatio ($H - H_d, N, F, D'_H, D'_N$) }
         }
     }

   }
}

Figure 3.3: The pseudocode of the GetInToTargetRange procedure
Lemma 3.6 and Lemma 3.7 assure that if $\frac{D_H}{D_N} > \frac{1}{X}$, then the procedure tries to make the ratio to be within the target range by dropping a suitable number of new calls such that $\frac{D'_H}{D'_N}$ is as small as possible. The number of new calls to be blocked $N_b$ is $\text{min} (XD_H - D_N, N)$.

**Lemma 3.6.** Let $N < XD_H - D_N$ and $\frac{D_H}{D_N} > \frac{1}{X}$. Then $\frac{D'_H + 1}{D'_N} > \frac{1}{X}$ and $\frac{D'_H}{D'_N}$ is as small as possible.

**Proof.** In this case, $D'_H = D_H \div \text{max} (H - F, 0)$ and $D'_N = D_N + N$. Since $N < (XD_H - D_N)$, we have $\frac{D_H}{D_N} > \frac{1}{X}$. Therefore, $\frac{D'_H}{D'_N} = \frac{D_H + \text{max} (H - F, 0)}{D_N + N} > \frac{D_H}{D_N} > \frac{1}{X}$. Furthermore, this is the minimum value possible for $\frac{D'_H}{D'_N}$, as in order to have a smaller value, either $D'_H$ has to decrease which is impossible since the maximum possible number of handoff calls were accepted, or $D'_N$ has to increase which is also impossible since no new calls were blocked. □

**Lemma 3.7.** Let $N \geq XD_H - D_N$ and $\frac{D_H}{D_N} > \frac{1}{X}$. Then $\frac{D'_H}{D'_N} \leq \frac{1}{X}$, or as small as possible, and $\frac{D'_H + 1}{D'_N} \geq \frac{1}{X}$, or as large as possible.

**Proof.** In this case, $N_b = XD_H - D_N$. Then $\frac{D'_H}{D'_N} = \frac{D_H}{D_N - N_b} = \frac{D_H}{D_N + XD_H - D_N} = \frac{1}{X}$.

If $\frac{D'_H}{D'_N} = \frac{1}{X}$, then $\frac{D'_H + 1}{D'_N} > \frac{1}{X}$ and the new dropping ratio falls in the target range. After dropping $N_b$ new calls, the dropping ratio falls in the target range and all the remaining calls will be served if there are enough free channels. Otherwise, the GetIntoTargetRange procedure calls MaintainTheRatio to drop handoff calls to new calls with $\frac{1}{X}$ ratio. The result then follows from Theorem 3.1. □

Lemma 3.8 and Lemma 3.9 assure that if $\frac{D_H + 1}{D_N} < \frac{1}{X}$, then the procedure tries to drop a suitable number of handoff calls such that $\frac{D'_H + 1}{D'_N}$ is as large as possible. The number of handoff calls to be dropped $H_d$ is $\text{min} (\lceil \frac{D_N - X(D_H + 1)}{X} \rceil, H)$.

**Lemma 3.8.** Let $H < \lceil \frac{D_N - X(D_H + 1)}{X} \rceil$ and $\frac{D_H + 1}{D_N} < \frac{1}{X}$. Then $\frac{D'_H}{D'_N} < \frac{1}{X}$ and $\frac{D'_H + 1}{D'_N}$ is as large as possible.

**Proof.** In this case, let $D'_H = D_H + H$ and $D'_N = D_N + \text{max} (N - F, 0)$. Since $H < \lceil \frac{D_N - X(D_H + 1)}{X} \rceil$, we have $\frac{D_H + H + 1}{D_N} < \frac{1}{X}$. Therefore,

$$\frac{D'_H + 1}{D'_N} = \frac{D_H + H + 1}{D_N + \text{max} (N - F, 0)} \leq \frac{D_H + H + 1}{D_N} < \frac{1}{X}.$$
Furthermore, this is the maximum value possible for $\frac{D_H'+1}{D_N}$, as in order to have a larger value, either $(D_H'+1)$ has to increase which is impossible since all handoff calls were dropped, or $D_N'$ has to decrease which is also impossible since the maximum possible number of new calls were accepted.

\textbf{Lemma 3.9.} Let $H \geq \lceil \frac{D_N-X(D_H'+1)}{X} \rceil$ and $\frac{D_H'+1}{D_N} < \frac{1}{X}$. Then $\frac{D_H'}{D_N} \leq \frac{1}{X}$, or as small as possible, and $\frac{D_H'+1}{D_N} \geq \frac{1}{X}$, or as large as possible.

\textbf{Proof.} In this case, $H_d = \lceil \frac{D_N-X(D_H'+1)}{X} \rceil$. Then:

$$\frac{D_H'}{D_N} = \frac{D_H+H_d}{D_N} \leq \frac{D_H+\lceil \frac{D_N-X(D_H'+1)}{X} \rceil+1}{D_N}.$$

Also, $\frac{D_H'+1}{D_N} = \frac{D_H+H_d+1}{D_N} \geq \frac{D_H+\lceil \frac{D_N-X(D_H'+1)}{X} \rceil+1}{D_N} \geq \frac{D_H+D_N-XD_H-X+X}{XD_N} = \frac{1}{X}$. Since $\frac{D_H'}{D_N} \leq \frac{1}{X}$ and $\frac{D_H'+1}{D_N} \geq \frac{1}{X}$, the new dropping ratio falls in the target range.

After dropping $H_d$ handoff calls, the dropping ratio falls in the target range and all the remaining calls will be served if there are enough free channels. Otherwise, the \textit{GetIntoTargetRange} procedure calls \textit{MaintainTheRatio} to drop handoff calls to new calls with a $\frac{1}{X}$ ratio. The result then follows from Theorem 3.1.

\textbf{3.1.3 Performance of MR Algorithm}

In order to study the performance of the MR algorithm, several computational experiments were carried out for different new call arrival rates. The performance of the MR algorithm certainly depends on the value of the dropping ratio $\frac{1}{X}$. In particular, as the new call arrival rate increases, the value of $X$ that produces a minimum GoS also increases. The performance of the MR algorithm using the best value of $X$ for each new call arrival rate is compared with the performance of Fixed Channel Assignment (FCA), Fixed Channel Assignment giving Handoff Priority (FCAHP), Fixed Preference Assignment (FPA), Fixed Threshold Assignment (FTA), and Adaptive Threshold Assignment (ATA). Except FPA all channel assignment algorithms disallow borrowing of channels. A summary of the simulation parameters used in the computational experiments is given in Table 3.1.

Figure 3.4 compares the GoS of the MR algorithm with other channel assignment algorithms. The performance of the MR algorithm is better than FCA, FCAHP and
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variable</th>
<th>Value(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channels / cell</td>
<td>C</td>
<td>7</td>
</tr>
<tr>
<td>New call arrival rate</td>
<td>$\lambda$</td>
<td>0.02 - 0.05 calls/sec/cell</td>
</tr>
<tr>
<td>Cell radius</td>
<td>$R$</td>
<td>1000 m</td>
</tr>
<tr>
<td>Average mean speed</td>
<td>$v$</td>
<td>0.01 R/sec</td>
</tr>
<tr>
<td>Mean call duration</td>
<td>$T_M$</td>
<td>120 sec</td>
</tr>
<tr>
<td>Dropping probability weightage factor</td>
<td>$\alpha$</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3.1: Simulation Parameters

FPA. However, FTA and ATA outperform the MR algorithm for all new call arrival rates. In order to investigate the reasons that FTA and ATA outperform MR, $P_N$ and $P_H$ for FTA and ATA are compared with $P_N$ and $P_H$ for MR for different values of X and illustrated in Figures 3.5 and 3.6.

As shown in Figures 3.5 and 3.6, the value of $P_N$ and $P_H$ for MR depends on the values of X. As X increases, the probability of blocking increases and probability of dropping decreases. As indicated in Figure 3.6, the probability of dropping for FTA is more or less the same as that for MR when X is 24. However, as shown in Figure 3.5, the probability of blocking for MR when X is 24 is higher than that for FTA. The reason that FTA outperforms MR is that the probability of blocking for MR is much higher than that for FTA when both algorithms have almost the same probability of dropping. Figures 3.5 and 3.6 also show that ATA has the lowest $P_H$ value over all new call arrival rates while FTA has the lowest $P_N$ value over all new call arrival rates. One can speculate that by decreasing the value of $X$, $P_N$ would decrease. This is true, though there is a direct relation between $P_N$ and $P_H$ since $XD_H \leq D_N \leq (X+1)D_H$ and $\frac{XD_H}{N} \leq P_N \leq \frac{(X+1)D_H}{N}$. If X is decreased then $P_N$ will decrease by a small amount almost equal to $\frac{D_H}{N}$.

Another indication of the system performance that we are interested in, in this thesis, is the non-completed call probability $P_{ns}$ that was defined in Chapter 2. $P_{ns}$ measures the probability that a call is not completed due to blocking of a new call or dropping of a handoff call. In other words, $P_{ns}$ does not prioritize handoff call requests over new call requests. Figure 3.8 compares the $P_{ns}$ of the MR algorithm with other channel assignment algorithms. As shown in Figure 3.7 and Figure 3.8,
Figure 3.4: Effect of new call arrival rate on GoS for different channel assignment algorithms.

Figure 3.5: Effect of new call arrival rate on $P_N$ for FTA, ATA, and MR for different values of $X$. 
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Figure 3.6: Effect of new call arrival rate on $P_H$ for FTA, ATA, and MR for different values of $X$.

FCA, FCAHP, and FPA have more or less the same $P_{ns}$ and channel non-utilization which are better than those of MR, FTA, and ATA. This is due to the fact that FCA, FCAHP, and FPA do not reserve channels for handoff calls for the future but they serve new call requests if free channels are available. These findings motivated us to devise some modifications to the MR algorithm to avoid dropping new calls unnecessarily.

Figure 3.7: Effect of new call arrival rate on channel non-utilization for different channel assignment algorithms.
Figure 3.8: Effect of new call arrival rate on $P_{ns}$ for different channel assignment algorithms.

3.2 The LR Algorithm

The LR algorithm is a simple modified version of the MR algorithm. The aim of the LR algorithm is to improve the performance of the MR algorithm by giving new calls a higher chance to be served if there are free channels. The fundamental idea of the MR algorithm is also preserved in the LR algorithm. However, we additionally use the guard channel concept in this algorithm. For the sake of simplifying the algorithm, LR aims to get the dropping ratio to be less than or equal to a predefined target ratio rather than getting it in a target range. As in the MR algorithm, the LR algorithm is divided into two cases. The first case is when the dropping ratio is less than or exactly equal to the target ratio, while the second case is when the dropping ratio is greater than the target ratio. In the first case, the algorithm calls $MaintainTheRatio$ procedure to find the number of calls to be dropped in order to maintain the dropping ratio. However, in the second case, $MakeRatioLessThanTarget$ procedure is called trying to get the dropping ratio to be less than or exactly equal to the target ratio as much as possible. The $MaintainTheRatio$ procedure is exactly the same as $MaintainTheRatio$ in the MR algorithm. The pseudocode of the LR algorithm is shown in Figure 3.9. The aim of the LR algorithm is to keep the number of new calls dropped, $D_N$, is at most $XD_H$, i.e., the target ratio is given by:

$$XD_H \leq D_N$$
\[
\frac{D_H}{D_N} \leq \frac{1}{X}
\]  \hspace{1cm} (3)

As in the case of the MR algorithm, the aim cannot always be met for arbitrary traffic conditions. For example, if \( \frac{D_H}{D_N} = \frac{1}{X} \) and only handoff calls are received in the next steps, then \( D_H \) may increase, while \( D_N \) cannot change, thus causing the dropping ratio to become larger than the target ratio. In what follows we prove that even under arbitrary traffic conditions the algorithm tries to keep the dropping ratio below the target ratio as much as possible. In some cases, however, because of the use of the guard channel, we can not accomplish the best possible value of dropping ratio, but merely improve on the previous value, thus establishing that some progress is made toward the goal.

```
The LR Algorithm (int H, int N, int F, int D_H, int D_N)
{
if \( \frac{D_H}{D_N} \leq \frac{1}{X} \)
{
if (N+H) <= F
{
    Accept all calls
}
else
{
    MaintainTheRatio(H, N, F, D_H, D_N)
}
}
else
{
    // In this case, \( \frac{D_H}{D_N} > \frac{1}{X} \)
    MakeRatioLessThanTarget(H, N, F, D_H, D_N)
}
} // end of the LR Algorithm
```

Figure 3.9: The pseudocode of the LR algorithm

The pseudocode of the MakeRatioLessThanTarget is presented in Figure 3.10. The MakeRatioLessThanTarget procedure attempts to improve the dropping ratio and gets it closer to the target ratio. The MakeRatioLessThanTarget procedure is divided into two cases. In the first case, there are enough channels to serve all handoff calls whereas in the second case the total number of handoff calls requesting service is greater than the available free channels. In the first case, the total number of handoff calls dropped \( D'_H \) will remain the same as \( D_H \) and the total number of new call blocked \( D'_N \) will
Figure 3.10: The pseudocode of the MakeRatioLessThanTarget procedure

increase. Theorem 3.3 shows that MakeRatioLessThanTarget procedure attempts to get the dropping ratio to be less than or equal to the target ratio as much as possible.

**Theorem 3.3.** Let $\frac{D_H}{D_N}$ be greater than $\frac{1}{X}$. Then the MakeRatioLessThanTarget procedure makes the new dropping ratio smaller than $\frac{1}{X}$ as much as possible.

**Proof.** In this case, $\frac{D_H}{D_N} > \frac{1}{X}$, then three cases could occur:

1. $H \leq F$ and $N_b \geq XD_H - D_N$. In this case, Lemma 3.10 proves that the $\frac{D_H}{D_N} \leq \frac{1}{X}$.

2. $H \leq F$ and $N_b < XD_H - D_N$. In this case, Lemma 3.11 proves that the new dropping ratio $\frac{D_H}{D_N} > \frac{D'_H}{D'_N} > \frac{1}{X}$. Thus, the new dropping ratio has been improved.

3. $H > F$. In this case, Lemma 3.12 proves that the new dropping ratio is as small as possible.

\[ \square \]
Lemmas 3.10 and 3.11 deal with the first two cases in the theorem where all hand-off calls are accepted.

**Lemma 3.10.** Let $H \leq F$. Then by accepting all handoff calls and as many new calls as possible such that at least one channel will remain free while blocking at least $XD_H - D_N$ new calls, the new dropping ratio is at most equal to $\frac{1}{X}$.

*Proof.* In this case, $H_d = 0$ and $N_b \geq XD_H - D_N$. Therefore, $\frac{D'_H}{D'_N} \leq \frac{D_H}{D_N + XD_H - D_N} = \frac{1}{X}$ and the new dropping ratio is at most equal to the target ratio. □

**Lemma 3.11.** Let $H \leq F$. Then by accepting all handoff calls and as many new calls as possible such that at least one channel will remain free while blocking less than $XD_H - D_N$ new calls, results in $\frac{D'_H}{D'_N}$ being closer to $\frac{1}{X}$ than $\frac{D_H}{D_N}$.

*Proof.* In this case, $H_d = 0$ and $N_b < XD_H - D_N$. Then $\frac{D'_H}{D'_N} > \frac{D_H}{D_N + XD_H - D_N}$. Thus, $\frac{D'_H}{D'_N} > \frac{1}{X}$. However, since $D'_H = D_H$ and $D'_N > D_N$ we have $\frac{D_H}{D_N} > \frac{D'_H}{D'_N} > \frac{1}{X}$. Therefore, the dropping ratio has been improved. □

Lemma 3.12 shows that if the third case occurs, then the procedure can only accept some of the handoff calls and drop all new calls and this makes the new dropping ratio $\frac{D'_H}{D'_N}$ as small as possible.

**Lemma 3.12.** Let $H > F$ and $\frac{D_H}{D_N} > \frac{1}{X}$. Then accepting $F$ handoff calls and dropping all new calls results in $\frac{D'_H}{D'_N}$ being as small as possible.

*Proof.* In this case, $D'_H = D_H + H - F$ and $D'_N = D_N + N$. Then $D'_H > D_H$ and $D'_N > D_N$. In order to make $\frac{D'_H}{D'_N}$ smaller either $D'_H$ has to decrease which is impossible since the maximum possible number of handoff calls were accepted, or $D'_N$ has to increase which is also impossible since all new calls were blocked. Thus $\frac{D'_H}{D'_N}$ is as small as possible. □

### 3.2.1 Performance of the LR Algorithm

In this section, we compare the performance of the LR algorithm with the performance of FTA and ATA for different new call arrival rates. Figure 3.11 illustrates the effect
of new call arrival rates between 0.02 - 0.05 calls/sec/cell on GoS for LR, FTA, and ATA.

![Figure 3.11: Effect of new call arrival rate on GoS for LR, FTA, and ATA.](image)

The GoS of LR and FTA as shown in Figure 3.11 are more or less the same. The ATA algorithm has the lowest GoS when the call arrival rate is greater than 0.03 calls/sec/cell. Figures 3.12 to 3.15 illustrate the probability of blocking new calls, the probability of dropping handoff calls, the channel utilization, and the non-completed call probability $P_{ns}$ for LR, FTA, and ATA, respectively.

![Figure 3.12: Effect of new call arrival rate on $P_N$ for LR, FTA, and ATA.](image)

As shown in Figure 3.12 and Figure 3.14, the LR algorithm has lowest blocking probability and almost the same channel non-utilization as ATA. A comparison between the $P_{ns}$ of the three algorithms is shown in Figure 3.15. Although ATA reduces
Figure 3.13: Effect of new call arrival rate on $P_H$ for LR, FTA, and ATA.

Figure 3.14: Effect of new call arrival rate on channel non-utilization for LR, FTA, and ATA.

Figure 3.15: Effect of new call arrival rate on $P_{ns}$ for LR, FTA, and ATA.
the handoff failure probability, it increases the blocking of new calls which in turn increases the non-completed call probability $P_{ns}$. Comparing Figure 3.8 and Figure 3.15, the LR algorithm has almost the same $P_{ns}$ as FCA, FCAHP, and FPA. Our algorithm balances between minimizing the GoS and minimizing the $P_{ns}$. The LR algorithm also achieves the best channel non-utilization under various traffic loads. The behavior of the LR algorithm is discussed in greater detail in Chapter 4.
Chapter 4

Computational Experiments

In order to study the behaviour of the MR and the LR algorithms, several computational experiments were carried out, the results of which are reported in this chapter. These experiments were run to investigate the effect of changing cellular network parameters such as the new call arrival rate, cell radius, mobile terminal speed, and mobile call duration on the blocking and the dropping probabilities. Traffic load in cellular networks is heavily dependent on these parameters. The new call arrival rates are the main source of load on the cellular networks, while the mobile terminal speed, the mobile call duration, and the cell radius determine the duration a channel will be occupied in a cell and the number of handoffs during a call session. The effect of changing the target dropping ratio is also studied. The target dropping ratio $\frac{1}{X}$ has a direct effect on the number of handoff calls dropped and the number of new calls blocked which in turn affects both the dropping and the blocking probabilities.

In Section 4.3 the performance of the LR algorithm is compared with the performance of the FTA and ATA algorithms. The performance of the three algorithms is evaluated in terms of the GoS, $P_{ns}$, and $\gamma$.

4.1 Base Problem

In order to prepare the problem sets for comparison, a sample problem was chosen as the base problem. The system parameter values of this base problem are chosen such that they resemble real life cases. Although some of the parameters may be over- or
underestimated, we aimed to make pessimistic choices where necessary. Hence the performance of the system is supposed to be better in the real life cases.

In the majority of cellular network design studies, several assumptions are necessary for calculating the performance of the system in a reasonable time. Figure 4.1 shows the structure of the cellular network used in our simulations with 49 cells. The network cells can be classified as one of two types: either edge cells for which the set of interference is incomplete, or central cells for which the set of interfering cells is complete (shaded cells in Figure 4.1). All our statistical results are collected from the central cells.

![Cellular Network](image)

**Figure 4.1: Cellular Network**

We made several simplifying assumptions in our work. The first assumption is about the *call inter-arrival rate* which is the time between the creation of two mobile calls. The call inter-arrival rate is assumed to be exponentially distributed with a mean $1/\lambda$. The *mean call duration* ($T_m$) is the time until a call terminates which is assumed to be exponentially distributed with a mean $1/\mu$. Furthermore, it is assumed that mobile terminals move with a constant speed $v_{mean}$ to any neighboring cells with equal probability.

A summary of the simulation parameters used in this thesis is given in Table 4.1.
Each simulation is allowed a warm-up period of 200 sec before results and statistics are collected. The simulation duration is 10000 sec. The mean call arrival rate is 0.03 calls/sec/cell. This value corresponds to approximately 510000 calls in 24 hours in a city of size 500 km². The value for the cluster size is seven which correspond to a reuse distance of three. The total number of available channels in each cell is chosen to be 7. The mean speed of the mobile terminal is chosen to be 10 m/sec (36 km/h) which corresponds to the mean speed of a car in city traffic. Furthermore, the mean call duration is chosen as 120 seconds. This duration is rather short when compared with the mean call duration of conventional telephone services.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variable</th>
<th>Value(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channels / cell</td>
<td>C</td>
<td>7</td>
</tr>
<tr>
<td>New call arrival rate per cell</td>
<td>$\lambda$</td>
<td>0.03 calls/sec/cell</td>
</tr>
<tr>
<td>Target dropping ratio</td>
<td>$\frac{1}{X}$</td>
<td>$\frac{1}{8}$ and $\frac{1}{3}$</td>
</tr>
<tr>
<td>Cell radius</td>
<td>R</td>
<td>1000 m</td>
</tr>
<tr>
<td>Average mean speed</td>
<td>$v_{mean}$</td>
<td>0.01R/sec</td>
</tr>
<tr>
<td>Mean call duration</td>
<td>$T_M$</td>
<td>120 sec</td>
</tr>
<tr>
<td>Dropping probability factor</td>
<td>$\alpha$</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 4.1: Parameters of the Base Problem

### 4.2 Validation

The performance of the simulator used in this thesis was first validated by running published algorithms using their system parameters. Results obtained from FCA, FTA, and ATA were compared with results published in the literature. However, results obtained from FCAHP and FPA were not validated since no such published data exists. The FCA algorithm was tested and then compared with the results obtained in [38] under the assumption of the same call arrival process with equal mean arrival rates (0.033-0.05 call/sec/cell), equal number of channels assigned to each cell (7 channels/cell), equal mean speed (0.09R/s), and equal mean call duration (180 sec). Our simulator results obtained for FCA and the results in [38] were in good agreement. FTA and ATA were tested using our simulator and then compared with the results
obtained in [35]. To obtain the results we have used the same assumptions used in [35]. For 7 channels/cell the new call arrival rate was assumed to be 0.0208 call/sec/cell. the call duration was assumed to be 120 sec and the average mobile speed was assumed to be 0.01R/s. Results obtained using our simulator were comparable to the results published in [35]. These experiments validate the performance of our simulator and give a reasonable expectation of the validity of our experimental results.

4.3 Effect of System Parameters

Performance analysis of various call admission algorithms is virtually impossible without running simulations. In this subsection, the effects of changing system parameters on the MR and LR algorithms are examined in detail. The results are presented as charts. Only one parameter is changed at a time. We are interested in studying the effect of changing system parameters on the total number of new call attempts ($N$), the total number of handoff calls attempts inside the network ($H$), the total number of handoff calls moving outside the network ($H_{out}$), the number of new calls blocked ($D_N$), and the number of handoffs dropped ($D_H$).

4.3.1 Effect of Target Dropping Ratio

The effect of changing the target dropping ratio $(\frac{1}{X})$ is examined in this section. Recall that the heuristic studied in this thesis is that $X$ new calls should be dropped before dropping one handoff call. First we run experiments to see to what extent the MR and the LR procedures implement this heuristic. Figures 4.2 and 4.3 show $\frac{D_H}{D_N}$ for MR and LR respectively, with $X$ varying from 1 to 30. Figure 4.2 shows that for the MR algorithm, the ratio of the number of handoff calls dropped to the number of new calls blocked $(\frac{D_H}{D_N})$ is always almost exactly $\frac{1}{X}$. Figure 4.3 shows that for the LR algorithm, the dropping ratio stays reasonably close to $\frac{1}{X}$ while not maintaining the exact value.

Figures 4.4 to 4.6 show the effect of changing the target dropping ratio on MR. In Figure 4.4, the new call arrival rate is kept fixed, and the value of $X$ is changed. Note that $N$ stays the same while both $H$ and $H_{out}$ decrease with increasing $X$. The
Figure 4.2: Effect of increasing the target dropping ratio $\frac{1}{X}$ on $\frac{D_H}{D_N}$ of the MR algorithm.

Figure 4.3: Effect of increasing the target dropping ratio $\frac{1}{X}$ on $\frac{D_R}{D_N}$ of the LR algorithm.
Figure 4.4: Effect of increasing the target dropping ratio \( \frac{1}{X} \) on \( N \), \( H \), and \( H_{\text{out}} \) for the MR algorithm.

An explanation for this can be found in Figure 4.5, which shows that as \( X \) increases, the number of new calls blocked, \( D_N \), increases. The number of handoff call attempts, \( H \), decreases since the number of admitted calls decreases with increasing \( X \). Since \( H \) decreases, \( H_{\text{out}} \) decreases as well. Figure 4.5 also shows that \( D_H \) decreases with increasing \( X \): this is to be expected since \( X \) new calls are dropped before dropping one handoff call.

Figure 4.6 shows the effect of increasing \( X \) on the blocking probability (\( P_N \)) and the dropping probability (\( P_H \)). Since \( N \) is constant, \( P_N \) has the same curve as \( D_N \); but the rate of the decrease in \( P_H \) is slower than the rate of the decrease in \( D_H \). This is because the rate of the decrease in \( H \) is faster than the rate of decrease in \( D_H \).

Figures 4.7 to 4.9 show the effect of changing the target dropping ratio on LR. In Figure 4.7, \( N \), \( H \), and \( H_{\text{out}} \) are almost constant. In Figures 4.8 and 4.9, \( D_N \) and \( P_N \) are increasing, while \( D_H \) and \( P_H \) are decreasing. The number of new calls dropped is increasing slowly due to the fact that LR accepts new calls if there are free channels. Therefore, the number of handoff call attempts is almost constant. Since \( N \) is constant, \( D_N \) and \( P_N \) should follow the same curve. Also, since \( H \) is almost constant and \( D_H \) is decreasing, \( D_H \) and \( P_H \) follow the same curve.

Both algorithms have similar behaviour, except that the number of handoff call attempts \( H \) for the LR algorithm is almost constant, while it is decreasing for the MR algorithm. This shows that LR accepts more new calls compared to MR, as expected.
Figure 4.5: Effect of increasing the target dropping ratio $\frac{1}{X}$ on $D_N$, and $D_H$ for the MR algorithm.

Figure 4.6: Effect of increasing the target dropping ratio $\frac{1}{X}$ on $P_N$, and $P_H$ for the MR algorithm.
4.3.2 Effect of Call Arrival Rate

The effect of changing the call arrival rate is examined in this subsection. In subsequent experiments, the call arrival rate is increased from 0.02 to 0.05 calls per sec per cell. The results of MR with fixed dropping ratio indicate that as the call arrival rate increases, the number of handoff call attempts also increases (Figure 4.10) but with a lower rate compared to the rate of the increase of new calls. This is because with a mean call duration of 120 sec and an average mobile speed of 0.01R/s, the probability that a call in the current cell produces a handoff toward a neighboring cell $P_h$ is less than 40%. This is calculated as follows: $P_h = \frac{1-e^2(1-\beta)}{2\beta} - \frac{3}{2} \int_{\beta}^{+\infty} e^{-x} \frac{x}{2} dx$

where $\beta = \frac{R}{v_{\text{mean}}T_m}$ [38].

Using the best dropping ratio for different new call arrival rates helps to improve the system performance. Therefore, the effect of changing the target dropping ratio on a new call arrival rate range between 0.02 and 0.05 calls/sec/cell is also examined. As expected, for a higher $X$ value, $D_N$ is higher and $D_H$ is lower, this fact is illustrated in Figure 4.11. In particular, $D_N$ for a dropping factor $X = 4$ is less than $D_N$ for a dropping factor $X = 12$, while $D_H$ for a dropping factor $X = 4$ is greater than $D_H$ for a dropping factor $X = 12$. Figure 4.12 illustrates that both the new call blocking
Figure 4.8: Effect of increasing the target dropping ratio $\frac{1}{X}$ on $D_N$, and $D_H$ for the LR algorithm.

Figure 4.9: Effect of increasing the target dropping ratio $\frac{1}{X}$ on $P_N$, and $P_H$ for the LR algorithm.
Figure 4.10: Effect of increasing the new call arrival rate on $N$, and $H$ for the MR algorithm.

probability and the handoff dropping probability are increased as the new call arrival rate increases, for both values of $X$.

The effect of changing the new call arrival rate on the LR algorithm is presented in Figures 4.13 to 4.15. LR has the same behavior as MR except that in LR the difference between $D_N$ when $X = 4$ and $D_N$ when $X = 12$ is less than that in MR due to the fact that new calls have a higher chance to be served in LR than in MR.

4.3.3 Effect of Mean Speed

Another parameter to be examined is the mean speed of mobile terminals. The mean speed was divided into two classes: moderate mean speed class and high mean speed class. The moderate mean speed corresponds to a walking mobile user and a slow driving user in city traffic, while the high mean speed class corresponds to a user driving on low-traffic highways. In the moderate speed class the mean speed is increased from 0.002 R/s to 0.012 R/s, while in the high speed class the mean speed is increased from 0.01 R/s to 0.08 R/s. The results of the moderate mean speed class are presented in Figures 4.16 to 4.18 for the MR algorithm. Figure 4.16 shows that for a fixed call arrival rate and a fixed target dropping ratio, the number of handoff call attempts increases as the speed increases. This is entirely to be expected since a mobile terminal traveling at a high speed will cross more cell boundaries during
Figure 4.11: Effect of increasing the new call arrival rate on $D_N$, and $D_H$ for the MR algorithm.

Figure 4.12: Effect of increasing the new call arrival rate on $P_N$, and $P_H$ for the MR algorithm.
Figure 4.13: Effect of increasing the new call arrival rate on \( N \), and \( H \) for the LR algorithm.

Figure 4.14: Effect of increasing the new call arrival rate on \( D_N \), and \( D_H \) for the LR algorithm.
Figure 4.15: Effect of increasing the new call arrival rate on $P_N$ and $P_H$ for the LR algorithm.

A fixed period than one traveling at a lower speed. Since the total number of calls requesting service is increased, more calls are blocked as well as dropped. Indeed Figure 4.17 shows that $D_N$ and $D_H$ increase with increasing speed. Figure 4.18 shows the effect of speed on $P_N$ and $P_H$. The new call blocking probability increases since the new call arrival rate is constant and $D_N$ is increasing. However, the handoff dropping probability decreases because the rate of the increase in the handoff call attempts is higher than the rate of the increase in the handoff calls dropped. The difference between the rate of increase in $H$ and $D_H$ can be explained as follows: since $N$ is constant and $H$ is increasing, the total number of calls requesting service $(N + H)$ increases. Therefore, the total number of calls to be dropped ($D_H + D_N$) would also increase. However, $X$ new calls are blocked before dropping one handoff call. Therefore, the rate of the increase in the handoff call attempts is higher than the rate of the increase in the handoff calls dropped. This also explains why $D_N$ in Figure 4.17 increases with a higher rate than the increase in $D_H$. This fact is used extensively in the rest of this chapter.

The mean speeds of the high speed class are chosen to vary between 0.01 R/s (36 km/h) and 0.08 R/s (288 km/h). Although 0.08 R/s (288 Km/h) is an imaginary speed, we were interested in studying the effect of such high speed on the number of handoff calls attempts and the number of calls being handed-off outside the network. The results of the high mean speed class are presented in Figures 4.22 to 4.24.
Figure 4.16: Effect of increasing the mean speed of the moderate speed class on $N$, $H$, and $H_{out}$ for the MR algorithm.

Figure 4.17: Effect of increasing the mean speed of the moderate speed class on $D_N$, and $D_H$ for the MR algorithm.
Figure 4.18: Effect of increasing the mean speed of the moderate speed class on $P_N$, and $P_H$ for the MR algorithm.

Figure 4.19: Effect of increasing the mean speed of the moderate speed class on $N$, $H$, and $H_{out}$ for the LR algorithm.
Figure 4.20: Effect of increasing the mean speed of the moderate speed class on $D_N$ and $D_H$ for the LR algorithm.

Figure 4.21: Effect of increasing the mean speed of the moderate speed class on $P_N$ and $P_H$ for the LR algorithm.
the MR algorithm. In Figure 4.22, for a speed less than 0.02 R/s the handoff call attempts inside the network and the handoff calls moving outside the network are less than the new call requests. However, for a speed higher than 0.02 R/s the number of handoff attempts is greater than the number of new call requests. For a speed higher than 0.04 R/s, the number of handoff calls moving outside the network $H_{out}$ is greater than $N$.

In Figure 4.23, for a speed less than 0.02 R/s $D_N$ and $D_H$ increase. However, for a speed higher than 0.02 R/s $D_N$ and $D_H$ decrease sharply. This can be explained as follows: at lower speeds, the number of handoff call attempts ($H$) is rising sharply, while the number of calls moving outside the network is still not that high. Since the total number of admitted calls is increased, $D_N$ as well as $D_H$ increase. At higher speeds, the number of handoff calls moving outside the network $H_{out}$ overwhelms the effect of the large number of handoffs. In other words, channels are more likely to be free. Thus, both $D_N$ and $D_H$ decrease.

Figure 4.24 shows the effect of increasing speed in the high speed class on $P_N$ and $P_H$. $P_N$ follows the same curve as $D_N$, as expected. $P_H$, on the other hand decreases sharply even when $D_H$ increases, as $H$ increases at a faster rate than $D_H$, as explained for the moderate speed class.

For the LR algorithm, the results of the moderate mean speed class are presented in Figures 4.19 to 4.21 whereas the results of the high mean speed class are presented in Figures 4.25 to 4.27. For both speed classes, LR behaves similarly as MR, except that in LR the number of new calls blocked and the number of handoff calls dropped differs from MR. LR has a lower $D_N$ and a higher $D_H$ than MR due to the fact that LR gives a higher chance for new calls to be served if free channels are available.

### 4.3.4 Effect of Mean Call Duration

The effect of changing the mean call duration on the probability of blocking and dropping calls is examined. The mean call duration is increased from 40 sec to 200 sec with a step size of 20 sec. The call duration has a direct effect on the number of handoffs generated. The results for the MR algorithm are presented in Figures 4.28 and 4.30. Figure 4.28 illustrate that as the call duration increase the number of handoff attempts increase. This is to be expected since mobile terminals with a
Figure 4.22: Effect of increasing the mean speed of the high speed class on $N$, $H$, and $H_{out}$ for the MR algorithm.

Figure 4.23: Effect of increasing the mean speed of the high speed class on $D_N$, and $D_H$ for the MR algorithm.
Figure 4.24: Effect of increasing the mean speed of the high speed class on $P_N$, and $P_H$ for the MR algorithm.

Figure 4.25: Effect of increasing the mean speed of the high speed class on $N$, $H$, and $H_{out}$ for the LR algorithm.
Figure 4.26: Effect of increasing the mean speed of the high speed class on $D_N$, and $D_H$ for the LR algorithm.

Figure 4.27: Effect of increasing the mean speed of the high speed class on $P_N$, and $P_H$ for the LR algorithm.
longer call duration have a higher chance to cross cell boundaries. Since mobile terminals with a longer call duration cause the network resources to be locked by the communication session, new calls generated and calls handed-off to the network will be less likely to find free channels. Therefore, $D_N$ and $D_H$ increase with increasing call duration, as shown by Figure 4.29. In Figure 4.30 both the blocking and the dropping probabilities increase. The new call blocking probability increases since the new call arrival rate is constant and $D_N$ is increasing. The handoff dropping probability increases because the rate of the increase in the handoff call attempts is higher than the rate of the increase in the handoff calls dropped.

The effects of increasing the call duration on LR are shown in Figures 4.31 to 4.33. In these experiments, both MR and LR follow the same behaviour, except that in LR the number of new calls blocked and the number of handoff calls dropped differs from MR. LR has a lower $D_N$ and a higher $D_H$ than MR due to the fact that LR gives a higher chance for new calls to be served if free channels are available.

The results of the moderate speed class for $N$, $H$, and $H_{out}$ are similar to the results of the call duration for $N$, $H$, and $H_{out}$ as shown in Figures 4.16 and 4.28. However, $D_N$ and $D_H$ for the moderate speed class do not follow the curve of $D_N$ and $D_H$ for the call duration. This can be explained as follows: for a mean speed 0.01 R/s, the mobile terminals need 200 sec to cross the cell diameter. Therefore, as the call duration increases, the probability that the call completes the communication session inside the cell is lower. Therefore, longer call duration causes the network resources to be locked by the communication session for a longer time period. Thus, as the call duration increases more calls are expected to be blocked as well as dropped. In Figure 4.16 for a call duration of 120 sec the mobile speed increases from 0.002 R/s (0.012 R/s). Therefore, the mobile terminal needs 500 sec (160 sec) to cross the cell boundary. Thus, the probability that a call is completed inside the cell is high and new calls generated and calls handed-off to the network will be more likely to find free channels.

4.3.5 Effect of Cell Radius

The effect of the cell radius on the performance of the MR and LR algorithms was examined, with the cell radius varying from 750 m to 2000 m. It can be guessed that
Figure 4.28: Effect of increasing the mean call duration on $N$, $H$, and $H_{out}$ for the MR algorithm.

Figure 4.29: Effect of increasing the mean call duration on $D_N$, and $D_H$ for the MR algorithm.
Figure 4.30: Effect of increasing the mean call duration on $P_N$; and $P_H$ for the MR algorithm.

Figure 4.31: Effect of increasing the mean call duration on $N$, $H$, and $H_{out}$ for the LR algorithm.
Figure 4.32: Effect of increasing the mean call duration on $D_N$, and $D_H$ for the LR algorithm.

Figure 4.33: Effect of increasing the mean call duration on $P_N$, and $P_H$ for the LR algorithm.
Figure 4.34: Effect of increasing the cell radius on $N$, $H$, and $H_{out}$ for the MR algorithm.

The cell radius has a direct effect on the number of handoff attempts. As the cell radius increases, mobile terminals will be less likely to cross the cell boundary during the call session. The results for the MR algorithm are shown in Figures 4.34 to 4.36. In Figure 4.34, the number of new calls generated in each cell is constant and the number of handoff calls decreases as cell radius increases. Since more resources will be available, both $D_H$ and $D_N$ will decrease, this is shown in Figure 4.35. In Figure 4.36, $P_N$ gradually decreases and $P_H$ gradually increases. $P_N$ decreases because the number of new calls generated is constant and the number of new calls dropped decreases. $P_H$ increases since the number of handoff call attempts decrease faster than the decrease in the number of handoff calls dropped.

Figures 4.37 to 4.39 show the effect of increasing the cell radius on the behaviour of the LR algorithm. LR differs from MR in the number of new calls blocked and the number of handoff calls dropped. LR has a lower $D_N$ and a higher $D_H$ than MR due to the fact that LR gives a higher chance for new calls to be served if free channels are available.
Figure 4.35: Effect of increasing the cell radius on $D_N$, and $D_H$ for the MR algorithm.

Figure 4.36: Effect of increasing the cell radius on $P_N$, and $P_H$ for the MR algorithm.

Figure 4.37: Effect of increasing the cell radius on $N$, $H$, and $H_{out}$ for the LR algorithm.
Figure 4.38: Effect of increasing the cell radius on $D_N$, and $D_H$ for the LR algorithm.

Figure 4.39: Effect of increasing the cell radius on $P_N$, and $P_H$ for the LR algorithm.
4.4 Comparative Evaluation of LR, FTA, and ATA

In this section the performance of the LR algorithm is compared with the performance of the FTA and the ATA algorithms. In order to make a fair comparison, different call arrival rates are examined. The call arrival rates are divided into four classes, 7, 10, 15, and 20-channel class. For call arrival rates between 0.02-0.05 calls/sec/cell, 7 channels are assigned to each cell with one guard channel reserved for handoff calls for the FTA and the ATA algorithms. When the call arrival rates are between 0.035-0.0655 calls/sec/cell, 10 channels are assigned to each cell with one guard channel reserved for handoff calls for the FTA and the ATA algorithms. For call arrival rates between 0.05 and 0.085 calls/sec/cell, each cell is assigned 15 channels with one guard channel reserved for handoff calls for the FTA and the ATA algorithms. Finally, if the call arrival rate is between 0.08-0.1 calls/sec/cell, then 20 channels are assigned per cell with two guard channels reserved for handoff calls for the FTA and the ATA algorithms. An important parameter in the LR algorithm that should be carefully chosen is the best target dropping ratio for different new call arrival rates. A good value for the target dropping ratio would help to improve the system performance. From Section 4.2.1, we know that as \( X \) increases, \( P_N \) increases and \( P_H \) decreases. Therefore appropriate values of \( X \) should be assigned depending on the call arrival rate. Our experiments indicated that the best target dropping ratio for the 7-channel class was around \( \frac{1}{6} \), for the 10-channel class was around \( \frac{1}{7} \), for the 15-channel class was around \( \frac{1}{9} \), and for the 20-channel class was around \( \frac{1}{11} \). When comparing LR with other algorithms, we always use the above mentioned best value for a target dropping ratio.

In this section, we evaluate the performance of the three algorithms in terms of the GoS, \( P_{nt} \), and channel non-utilization as performance measures. The new call blocking probability and the handoff dropping probability of the three algorithms are compared in Figure 4.40 to 4.47. As shown from Figures 4.40 to 4.43, LR has the lowest new call blocking probability over all the channel classes, while ATA has the lowest dropping probability as shown in Figures 4.44 to 4.47.
Figure 4.40: The probability of blocking new calls for LR, FTA, and ATA under the 7 channel class load.

Figure 4.41: The probability of blocking new calls for LR, FTA, and ATA under the 10 channel class load.
Figure 4.42: The probability of blocking new calls for LR, FTA, and ATA under the 15 channel class load.

Figure 4.43: The probability of blocking new calls for LR, FTA, and ATA under the 20 channel class load.
Figure 4.44: The probability of dropping handoff calls for LR, FTA, and ATA under the 7 channel class load.

Figure 4.45: The probability of dropping handoff calls for LR, FTA, and ATA under the 10 channel class load.
Figure 4.46: The probability of dropping handoff calls for LR, FTA, and ATA under the 15 channel class load.

Figure 4.47: The probability of dropping handoff calls for LR, FTA, and ATA under the 20 channel class load.
4.4.1 Grade of Service (GoS)

Figures 4.48 to 4.51 compares the GoS of the three algorithms under different call arrival rates. LR and FTA have almost the same GoS for the different call arrival rates. However, ATA has the lowest GoS for the 7 and 10 channel classes. This is due to the fact that ATA reduces the handoff dropping probability at the cost of a high increase in the new call blocking probability. The new call blocking probability and the handoff dropping probability are shown in Figures 4.44 to 4.47 and Figures 4.40 to 4.43, respectively. For the 15 and 20-channel classes, the three algorithms have more or less the same GoS except when the new call arrival rate is greater than 0.075 call/sec with the 15-channel class. It can be concluded that giving handoff calls a very high priority does not always produce the minimum GoS.

![Graph showing GoS values for LR, FTA, and ATA under 7 channel class load.]

Figure 4.48: The GoS values for LR, FTA, and ATA under the 7 channel class load.

4.4.2 The Non-Completed Call Probability ($P_{ns}$)

The non-completed call probability $P_{ns}$ that was defined in Chapter 2 is another interesting performance measure. The $P_{ns}$ values of the three algorithms are compared in Figures 4.52 to 4.55. Although ATA aims to achieve a low GoS, it has the highest non-completed call probability compared to FTA and LR. On the other hand, the LR algorithm has always the lowest $P_{ns}$ since LR attempts to reduce the dropping probability as well as the blocking probability.
Figure 4.49: The GoS values for LR, FTA, and ATA under the 10 channel class load.

Figure 4.50: The GoS values for LR, FTA, and ATA under the 15 channel class load.

Figure 4.51: The GoS values for LR, FTA, and ATA under the 20 channel class load.
Figure 4.52: The $P_{ns}$ values for LR, FTA, and ATA under the 7 channel class load.

Figure 4.53: The $P_{ns}$ values for LR, FTA, and ATA under the 10 channel class load.

Figure 4.54: The $P_{ns}$ values for LR, FTA, and ATA under the 15 channel class load.
4.4.3 The Channel Non-Utilization ($\gamma$)

The final performance measure that is evaluated is the channel non-utilization which is the average number of free channels available in the base station after each step. Figures 4.56 to 4.59 present the channel non-utilization for the three algorithms under different traffic loads. As expected, ATA has a lower channel non-utilization than FTA since ATA adaptively changes the number of guard channels based on the handoff requests. However, LR has the best channel non-utilization compared to FTA and ATA. This is due to the fact that LR uses the guard channel concept if and only if the dropping ratio was greater than the target ratio and the base station can accept all calls requesting service while FTA and ATA would use the concept of guard channels whenever it receives a new call request. In other words, LR uses the guard channel concept in fewer cases compared to FTA and ATA, which in turn achieves a lower channel non-utilization.

4.5 Concluding Remarks

In this chapter, the effect of changing cellular network parameters such as the target dropping ratio, new call arrival rate, cell radius, mobile terminal speed, and mobile call duration on the behaviour of the MR and LR algorithms was studied. Traffic load in cellular networks is heavily dependent on those parameters. The target dropping ratio
Figure 4.56: The channel non-utilization for LR, FTA, and ATA under the 7 channel class load.

Figure 4.57: The channel non-utilization for LR, FTA, and ATA under the 10 channel class load.
Figure 4.58: The channel non-utilization for LR, FTA, and ATA under the 15 channel class load.

Figure 4.59: The channel non-utilization for LR, FTA, and ATA under the 20 channel class load.
is an important parameter that prioritizes handoff calls over new calls and directly affects the process of the acceptance of handoff and new call requests. Increasing the value of $X$ would increase the priority of handoff calls over new calls. However, it also reduces the total number of new calls admitted to the network and hence the profit derived by the network providers. Therefore, using the best target dropping ratio for different new call arrival rates helps to improve the system performance. Our experiments indicated that for the LR algorithm the best target dropping ratio for the 7-channel class was around $\frac{1}{6}$, for the 10-channel class was around $\frac{1}{7}$, for the 15-channel class was around $\frac{1}{5}$, and for the 20-channel class was around $\frac{1}{11}$.

The new call arrival rate is the main source of load on the cellular network, if it increases, then the handoff call attempts would also be expected to increase. As a result, more calls are blocked as well as dropped. Thus, network providers should decide the level of priority to be given to handoff calls to achieve a good performance. The mobile terminal speed, the mobile call duration, and the cell radius determine the duration a channel will be used in a cell and the number of handoff calls during a call session. Particularly, those three parameters together affect the user mobility measured as in [38]: $\beta = \frac{R}{v_{\text{mean}} T_m}$. Note that $\beta$ decreases as user mobility increases. Furthermore, the probability that a call in the current cell produces a handoff toward a neighboring cell $P_h$ depends on $\beta$ the mobility measure as in [38]:

$$P_h = \frac{1-e^{-\frac{(1-\beta)}{2\beta} \sum_{\beta}}}{2} - \frac{3}{2} \int_{\beta}^{\infty} \frac{e^{-x}}{x} dx.$$  

Note that as $\beta$ increases $P_h$ decreases. Therefore, if the mobile terminal speed or the mobile call duration increases, the number of handoff call attempts would also be expected to increase since mobile terminals are more likely to cross the cell boundary during a communication session. However, if the cell radius increases, the total number of handoff call attempts would decrease since mobile terminals are less likely to cross the cell boundary during a communication session. An additional interesting effect that was observed was that if handoff call attempts increase very sharply, then so does the number of calls moving out of the network. This, in turn, causes channels to be freed, resulting in a decrease in blocking and dropping probabilities. Studying the effect of all these system parameters would help cellular network designers to predict the number of channels and the cell radius needed to support a certain number of users with a certain quality of service.
In this chapter, the performance of the LR algorithm was also compared with the performance of the FTA and the ATA algorithms. The LR algorithm is seen to provide lower new call blocking probability, and higher handoff dropping probability compared to FTA and ATA. The performance of the three algorithms was evaluated in terms of GoS, $P_{ns}$, and channels non-utilization. GoS is a cost function that prioritizes handoff calls over new calls, while $P_{ns}$ is the probability that a call is not completed due to blocking of a new call or dropping of a handoff call. Our computational experiments showed that the LR algorithm, under different traffic loads, outperforms the FTA algorithms in terms of GoS, $P_{ns}$ and channel non-utilization. Moreover, the LR algorithm has better performance than ATA algorithm in terms of $P_{ns}$ and channel non-utilization under all the traffic loads but not for GoS under some traffic loads. This is because ATA achieves minimum GoS at the expense of high blocking probability for new calls, which the LR algorithm avoids.
Chapter 5

Conclusions and Future Work

In this thesis, we proposed two new call admission control algorithms, MR and a modified version LR. The MR algorithm is essentially based on defining a target dropping ratio that prevents dropping a handoff call unless a target number of new calls are blocked. Experiments showed that MR was dropping new calls unnecessarily. Therefore, some modifications were applied to MR to avoid this drawback. The modified version of MR, the LR algorithm, preserved the fundamental idea of the MR algorithm. LR aimed to improve the performance of the MR algorithm by giving new calls a higher chance to be served if there are free channels while additionally employing the idea of guard channels for handoff protection.

The performance of the MR and the LR algorithms was compared with different call admission control algorithms that were previously proposed in the literature. Although the performance of MR was superior to FCA, FCAHP, and FPA, it was worse than FTA and ATA. Therefore, it was interesting to compare quantitatively the modified version, the LR algorithm, with FTA and ATA. The three algorithms were compared in terms of the GoS, $P_{ns}$, and channel non-utilization under different traffic loads. Computational experiments showed that the LR algorithm outperforms the FTA algorithm in terms of GoS, $P_{ns}$, and channel non-utilization under all the traffic loads. It also has better performance than ATA in terms of $P_{ns}$, and channel non-utilization. However, ATA had a lower GoS than LR under some traffic loads. The ATA algorithm achieves the minimum GoS at the expense of high blocking probability for new calls. The results of the simulations clearly indicate the advantages the LR.
algorithm offers in terms of minimizing both the blocking and dropping probabilities and in terms of channel non-utilization. However, the LR algorithm is not optimal in the sense that there might be better algorithms resulting in lower blocking or dropping probability. Yet, LR is neither complex nor based on any impractical assumptions, and hence it is readily implementable. It is also shown to perform well under a variety of traffic loads.

The effects of several parameters on the system performance of the MR and LR algorithms are also studied. The target dropping ratio is an important parameter that affects the process of the acceptance of handoff and new call requests. Using the best dropping ratio for different new call arrival rates helps to improve the system performance. The behavior of the proposed algorithms in the case of call arrival rate fluctuations is also studied. Furthermore, we examined other parameters that affect the load of the cellular networks such as the cell radius, the call duration, and the mobile mean speed.

There is still potential work that can be done related to the design of the LR algorithm. First, we have assumed that the traffic load follows a uniform distribution. However, traffic in real cellular networks could be quite different. For future work, it would be worthwhile to investigate the effect of non-uniform traffic load distribution on the performance of LR. It also would be of interest if the algorithm can predict the behavior of the traffic and adaptively change the dropping ratio to achieve a minimum GoS. This can be implemented by developing a method that estimates the mobility of traffic based on the aggregated history of handoff calls observed in each base station. Using this estimate, the base station will adaptively change the target dropping ratio to achieve a good performance.
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