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ABSTRACT

Carrier Phase and Frequency Estimation for Burst-Mode

Communications

Yan Zhang

It is necessary for coherent communication systems to apply synchronization of
carrier phase and frequency for proper demodulation of data. These synchronizers
play an even greater role when transmission is in burst mode. It is because that the
receiver always asks for relock for separated burst, which transmits information
from different users. Therefore, fast and efficient carrier synchronization schemes
are highly needed. In the thesis, we studied various algorithms that are all fallen
into the Maximum Likelihood estimation, and chose the proper ones that are
suitable to burst-mode transmission. The chosen algorithms employ different
recovery methods, from non-data-aided method to data-aided method, and from
feedforward topology to feedback topology. The performances of the chosen
algorithms are studied by both theoretical analysis and computer simulation. Their
advantage and disadvantage are summarized and compared, such that the improved
schemes are proposed to compensate their disadvantages, make use of their

advantages, and obtain better performance.
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Chapter 1

Introduction

1.1 Background

A digital communication system involves transmission of information in digital form
from one point to another through a physical channel. Corresponding to pass-band
characteristics of most channels, as shown in Figure 1.1, instead of transmitting the
information sequence itself, the transmitter is required to modulate the information
bearing base-band signal onto a high frequency carrier. At the receiver, this sig-
nal should be demodulated to remove the effect of the carrier and down-converted
back to base-band, which can permit the receiver to retrieve the source informa-
tion sequence. These two stages of frequency conversion are achieved by means of
oscillators operating at certain frequency and initial phase.

Ideally, the two oscillators are completely synchronized and therefore, their
presence does not degrade the end-to-end performance. In practice, however, two
oscillators in different locations cannot be identically synchronized. Oscillation, in-
stability, time-varying nature of the transmission medium and relative movement
between a transmitter and a receiver are sources of receiver uncertainty. Conse-

quently, the received signal is a function of the transmitted information, the noise
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Figure 1.1: Physical Communication Model

introduced by the channel, and some unknown parameters arising from the discrep-

ancies between the oscillators, which can be generally expressed as:

r(t) = sp(t — ) + n(t)

R {S(t —_ T)ej[z”r(fCF'f‘Af)(t—T)'f'A@l]} + 'n(t)
R [s(t _ T)ej(mrfcpt-l-mrAft-i-Ao)] + n(t)

R { [s(t — r)ef@rart+a0 4 o (y)] ef2rfort}

(1.1)

Where,

T : time discrepancy between the oscillators arising from all the reasons men-
tioned above,

sp(t): pass-band signal being transmitted at the transmitter end,

s(t) : corresponding low-pass signal of sp(t),

n(t): a sample function of white Gaussian noise, with zero mean and variance
o? = L,

v(t) : corresponding low-pass signal of n(t),

r(t) : pass-band signal received at the receiver end,

fcr : carrier frequency,

Af : carrier frequency difference between transmitter and receiver oscillators,



A, : carrier phase difference between transmitter and receiver oscillators,

Af : carrier phase due to the time discrepancy, Af, and A#é;. -

All of these unknown factors result in serious performance degradation which
are supposed to be removed by synchronizations. The time discrepancy 7 belongs to
the timing estimation area. For a coherent communication system, it is required that
the input samples to the receiver-data-detection unit must be independent of any
phase and/or frequency errors. The purpose of this thesis is to propose and analyze
some of these carrier synchronization strategies. Although there are other reference
parameters may be involved in the detection process, such as word synchronization,
they do not belong to this thesis.

For point-to-point applications involving communication between two users,
traditional continuous-mode transmission are usually applied. Meanwhile, the re-
ceiver usually employs analog techniques for carrier synchronization, which could be
categorized under two broad headings: waveform regenerators and analog trackers.
The waveform regenerators pass the received random waveform through a nonlin-
ear operation, producing a deterministic signal at the carrier frequency, or one of
its harmonics. A bandpass filter or phase-locked-loop (PLL) could then be used to
track this deterministic signal. The most common example of such a synchronizer
is the times-M analog multiplier, applicable to M-ary phase shift keying (MPSK).
Most other synchronizers can be classified under the heading of analog trackers,
which inherently involve PLL, and attempt to track the carrier phase by forcing an
error signal to zero. The most common of these synchronizers, such as Costas loop,
has been throughly analyzed in numerous texts [6]. Apparently, all of these analog
techniques could not be applied to all signaling formats. Furthermore, these kinds
of PLL circuits take time to be in lock and so work slowly.

In recent years, the point-to-multi-point applications involving communication

between many users are much more prevalent. In these applications, the burst-mode
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Figure 1.2: Phase and Frequency Offsets in TDMA System

transmission of digital data and voice has become commonplace, especially in satel-
lite communications and mobile cellular radio. As an efficient channel utilization
scheme, Time-Division-Multiple Accession (TDMA), as shown in Figure 1.2, is com-
monly chosen in communications involving many users. In such an access scheme,
each burst corresponding to a different user occurs in short non-overlapping time
slots and is affected by different frequency offset and phase offset. Hence fast and
precise phase estimation in each successive burst becomes essential. Traditional slow
synchronizers are not suitable for this application if their acquisition problem is not
fixed, as the receiver should re-acquire lock within a short time for every burst.

In the past, analog circuitry was used in implementing the synchronizer and
the processing was done in continuous time domain. The advent of high-speed
Analog to Digital Converters (ADC) and the continuing progress in increasing the
performance, speed, reliability, and the simultaneous reduction in size and cost of
Application Specific Integrated Circuits (ASICs) have resulted in a strong interest
in the implementation of communication systems in digital domain. There are a
host of other factors that have led to the gain in significance of digital over analog

strategies. A few remarkable factors are listed below:

e Memory and delays pose serious problem in analog strategies. They are easily

implemented digitally.

e Complex nonlinear signal processing functions (required for estimation) are

very cumbersome for implementation using analog circuits. They are easily

4
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implemented using digital circuits.

e With the advances and the certainty of full digitization in communication area,
one can implement an all-digital implementation of the continuous/burst-mode
receiver with greatly reduced complexity owing to the sharing of operations

between the synchronization and the detection process.

Clearly, all of the above features tend to enhance performance since more complex
circuitry may be used to get better functional characteristics. Especially, some spe-
cific traits of digital circuits directly affect the feasibility of certain synchronization
algorithms. For example, memory, which makes practicable some operations that
would be complicated or even impossible in analog form.

It is believed that all the above factors substantiate the rationale behind an-
alyzing digital synchronization techniques. A fully digital receiver has an entirely
different structure from the traditional analog one. It means that we want to re-
cover the phase and carrier frequency by operating only on signal samples taken at
a suitable rate, which is in contrast with the familiar analog methods which work
on continuous-time waveforms. Such a digital receiver also makes our assumption
of perfect timing synchronization more reasonable because in most digital receivers
timing recovery is done prior to phase recovery.

In a fully digital receiver, without taking timing synchronization into consid-

eration, it is shown in Figure 1.3. From the first stage of the process, the received

5



pass-band signal with carrier e/(?*fort+261) is down-converted by a local reference
components of complex base-band signal e??*fZ¥* with local reference frequency frp.
It is sampled by a local sampler with very precise timing synchronization, but still
leaves carrier frequency offset A f = frr — fcr and carrier phase offset A§. Carrier
estimate is performed after the matched filter (MF) at symbol rate TL' For MPSK
signaling, the integrate-and-dump samples in a symbol period T; from MF at the

receiver end are given by,
re = +/ErefrAfTk+A6+0) 4 p
eI CTASTk+08) 4
= s(k; Af,A8) + ny

= Sk + N

(1.2)

where,

ny is a discrete time, delta-correlated complex Gaussian noise process,

A fT, is the normalized frequency offset, hereafter, A f is used to stand for
A fT; directly,

A@ is the carrier phase offset, which is an unknown constant and is assumed
to be random variable, which is uniformly distributed in [0, 2x),

0k is the symbol data phase, for MPSK, 6x € {Z2,m =0,1,2,......, M — 1},

ax is the corresponding data symbol of 6,

Ey is the symbol energy of the complex sinusoidal signal.

For convenience, the above equation can also be expressed in polar form,

Tk = st +jsg +nf + jn?
Tk + JYk
lrkl e_j‘Pk

[Tkl exp [—7 (2 A fk + A8 + Ok + £x)]

(1.3)

where,
si is the in-phase part of s (k; Af, A8), and si = sk cos (2 Afk + AO +6;),

6



sg is the quadrature part of s (k; A f, A6), and sf = sk sin (27A fk + A0 +6;) ,

nf and n? are the in-phase and quadrature parts of 7, with the characteristics
described in Appendix,

T and yx are the in-phase and quadrature parts of the received symbol,

|r%] is the amplitude of the received symbol,

€k is the phase noise in the received symbol introduced by the noise,

arg (rx) is the summation of estimated parameter part ¥y = (2rAfk + A6),
data phase 8;, and phase noise .

It has been thoroughly stated that these integrate-and-dump samples cause
no loss of information, they are sufficient for symbol detection and estimation [7,
11, 17].

All subsequent signal-precessing operations are performed digitally at the fixed
processing rate of symbol rate or a fraction of it. Provided timing is known, one
sample per symbol of the MF output is sufficient for carrier phase/frequency estima—
tion. To obtain the fastest operation, people prefer using the maximum processings

rate, which is the symbol rate itself, and such is the case in the thesis.

1.2 OQOutline of the Thesis

Our objective is to obtain fast and accurate carrier synchronizers for MPSK sig—
naling, formulate, and analyze them. Corresponding to it, we analyze and study-
various non-data-aided or data-aided methods, feedforward or feedback structures.
The whole thesis is divided into six chapters.

This chapter is the introduction and shows the importance of fast and accurate
synchronization in nowadays communication systems. The general signal model,
channel model, and digital receiver model that will be used in the derivation and
analysis of various algorithm are given in this part. The evolution of synchronization
strategies is also reviewed, which leads to the proposed algorithms in Chapter 3 and



Chapter 4.
Chapter 2 focuses on the theoretical approach to the Maximum-Likelihood

(ML) estimation of phase and frequency error (A and Af ). Since variance per-
formance [25] is the main evaluation standard for an estimation system. The lower
bound for the variance performance, namely, Cramer-Rao Lower Bound (CRLB) is
also derived in Chapter 2. The classification as well as the overview corresponding
to the classification of current digital estimators is included in this part.

Chapter 3 presents different steps in the development of a combined carrier
frequency and phase offset estimator. This chapter presents the simulation and
analysis of some carrier phase and frequency estimators - one for frequency esti-
mation and two for phase estimation techniques. The modified version of Rife &
Boorstyn algorithm (which is called NDA-FF frequency estimator later on) is chosen
as the frequency estimator. The original Rife & Boorstyn is described in [8], this
modified Rife & Boorstyn algorithm borrows the idea of Viterbi & Viterbi phase
offset estimator algorithm to delete the data effect. The feed-forward Viterbi &
Viterbi phase estimator (which is called NDA-FF phase estimator later on) and a
Decision-Directed (DD) Digital Phase-Lock-Loop (DPLL) phase estimator (which is
called DD-FB phase estimator later on since the PLL circuit also has the feedback
structure) proposed by Takahata et al [4] are studied and compared. The NDA-FF
frequency estimation algorithm and NDA-FF phase estimation algorithm are then
combined to form an all feedforward NDA Carrier estimator.

Chapter 4 presents the simulation and analysis of a modified joint phase/frequency
offset estimator proposed by W. Shaw Yuan & Costas N. Georghiades [22] (which
is called DA-FB joint phase/frequency estimator in the thesis).

In Chapter 5 presents the comparison and improvement of the carrier syn-
chronizers. Effort has been made on the frequency estimation part: to decrease the
number of outliers - where the frequency offset estimation value is very far from the

real frequency offset value, and increase the frequency estimation range.



Conclusion of the studied synchronizers and suggestions for further research

are given in Chapter 6.
To investigate the general property of carrier synchronizer only, the Additive
White Gaussian Noise (AWGN) channel is assumed. Numerical results for QPSK

are given as illustrative examples.

1.3 Contributions of the Thesis
The major contributions of this thesis include the following:

e A systematic performance evaluation of a few estimation algorithms. Namely,
a NDA-FF phase estimation algorithm, a DD-FB phase estimation algorithm,
a NDA-FF frequency estimation algorithm, a combined NDA-FF phase/frequency
algorithm, a DA-FB joint phase/frequency estimation algorithm.

e Proposal and performance evaluation of a combined NDA-FF frequency esti-
mation algorithm and DA-FB algorithm in Chapter 5, which gives low thresh-

old and broad estimation range of frequency estimation.

e Proposal of a method in Chapter 5 to decrease the outliers number of NDA-
FF frequency estimator at low signal-to-noise ratio approaching its working
threshold.



Chapter 2

Carrier Recovery Techniques

In general, there are two methods to estimate unknown parameters in estimation
theory. First, is Maximum A Posterior (MAP) procedure, which is used for random
parameters with known pirobability distribution functions. Second, is Maximum-
Likelihood (ML) procedure, which is used for nonrandom parameters. Howevrer,
these two estimate methods can be identical if the parameters to be estimated are
uniformly distributed [25]. In reality, since the probability distribution functions of
estimated parameters are usually unknown, they can be effectively treated as being
uniformly distributed. Therefore, ML estimation procedure is prevalent. Actually,
ML methods are the most efficient estimates, and offer two major advantages: they
easily lead to appropriate circuit configurations, and provide optimum or nearly
optimum performance under certain circumstances.

Recent literature [23,24] indicates that most of the existing synchronization
algorithms have been discovered through heuristic arguments or by applications of
ML estimate method. Therefore, the ML estimation technique offers a systematic
and conceptually simple guide to the synchronization problems and can be treated
as a general principle for us to derive various synchronization schemes.

In this chapter, we focus on the estimation of carrier parameters - frequency

offset Af and phase offset Af. General ML estimation techniques for carrier recovery

10



will be discussed at first. Then phase and frequency estimation techniques will be
discussed separately; joint phase/frequency estimation techniques will be the next
issue. This classification is important. We will fit our algorithms to be studied in
this framework. Finally, Cramer-Rao Lower Bound (CRLB) will be discussed as the
fundamental lower limit to the variance of any unbiased estimator for performance
evaluation.

In the derivation of our carrier synchronizer structures, two assumptions have

been made:

1. The unknown parameters - frequency offset A f and phase offset Aé are treated
as uniformly distributed random variables. It reduces the complexity of the
analysis. This assumption is not only simple and effective, especially at the
beginning of estimation, but also equivalent to reducing the estimation task

to the estimation of unknown (constant) parameters.

2. The channel will be assumed to have infinite bandwidth, thus allowing the
transmitters to use rectangular pulse shaping. More importantly, this implies
that there is no inter-symbol or inter-burst interference as in finite bandwidth
circumstance. Furthermore, we will assume that there is no fading. As a result
only a single burst is needed to be considered.

2.1 Maximum Likelihood Estimation

ML parameter estimation requires different mathematical tools, depending on whether
the observation is a continuous-time waveform or a sample sequence. Although the
former looks more like the physical signal, the latter is particularly tailored for the
digital receiver operation. As explained in Chapter 1, what we focus on is digital

synchronizers. So, we will only concentrate on the latter one.
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The ML estimate can bg generally expressed as:

(3 = are {maxo(ria, #) | (21)
where,
p(r|a, ) is the probability density function (pdf) of the received signal,

a is the transmitting data sequence,

¢ is the general estimated parameters, and here stands for unknown carrier

parameter to be estimated.

Thus, for carrier frequency and phase offset, the ML estimate would be ex-

pressed as:
(A7, 58) =arg{ max p(rla, A, Ao)} 22)
Af,A8

where, we use Kf and A8 to stand for the trail value.

From equation (2.2), the algorithms are obtained as the solution to a mathe-
matical optimization problem. Conceptually, the systematic derivation of ML syn-
chronizers is straight forward. The likelihood function must be averaged over the
unwanted parameters. Such as:

Phase estimation:
r -
p(r|Ag) = / S p@)p(rla, Af, A8) | day (2.3)
| a i

Frequency estimation:

p(rlAf) = / S p(@)p(rla, Af, A8)| dag (2.9)
Joint estimation of (AF, 30):
p(rlAf, A6) =) p(a)p(rla, A f, A6) (2.5)

With the exception of a few isolated cases, it is impossible to perform these
averaging operations in closed form, and we have to resort to approximation tech-

niques. Systematically deriving the synchronization algorithms may, therefore, be
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understood as the task of finding suitable approximations. The various algorithms
are then the result of applying these techniques.

There are several ways to classify the synchronizers.

e From the way the data dependency is eliminated, synchronizers are classified

into two main categories:
1. Class DD/DA: Decision-Directed (DD) or Data-Aided (DA)

2. Class NDA: Non-Data-Aided (NDA)

When the data sequence is known, for example a preamble is given during acquisi-
tion, DA synchronization algorithms are performed. Since an additional preamble
at the beginning of each burst is needed that is just used for the synchronization, the
transmission efficiency is degraded. However, it has the obvious advantage that this
estimate is independent of any modulation type, and the efficiency penalty can be
greatly compensated by the performance improvement. Ideally, preamble should be
as short as possible. For example, current trends in satellite communication indicate
that an overhead less than 10% of the burst is acceptable.

When the detected sequence is used as if it were the actual sequence, DD
synchronization algorithms are performed. Its performance can approach that of DA,
especially at high signal-to-noise ratio (SNR). However, all DD algorithms require an
initial parameter before starting the estimation process. This is called the acquisition
process. To obtain a reliable and fast estimate, a preamble may be used.

NDA algorithms can only be obtained by either exactly or approximately av-
eraging the received signals to remove data dependence. It tends to be specific to
particular modulation format, and turns out to have some performance degrada-
tions because of ignoring a reliable estimate of date, especially ai low SNR. In the
meantime, the estimation time will not be as short as when a preamble is used.

However, it does not require a priori knowledge of the transmitted data information

13



as in DA, and is free of acquisition time problem as in DD. These two advantages
outweigh the DD /DA algorithm and NDA algorithms become the practical interest

points for fast and efficient estimation.

e From the realization structure points of view, as shown in Figure 1.3, esti-

mation algorithms can be classified as Feed-Forward (FF') or Feedback (FB)

synchronization methods.

1. FF algorithm derives the estimate from the received signal before it is corrected

in the phase rotator.

2. FB algorithm derives an error signal e = 9 — 9. It is called FB because it
derives an estimate of the error and feed a corrective signal back to the phase

rotator and gets a recursive estimation.

e In addition to these common classifications, we should also mention that the

carrier synchronizers can also be classified by,
1. timing-directed (De), where timing € has already been established
2. non-timing-directed (/N De) method

Joint estimate of timing and carrier parameters is also practical [11], but we focus
on perfect De algorithm as what we have assumed in Chapter 1. Actually, De
is not only reasonable but also useful when the frequency offset is not excessively
large. Therefore, the derived structure is suitable for normalized frequency offset
|AfTs| < 15%. This is not a severe restriction because the normalized frequency
offset is commonly less than 10% [16].

As indicated in Chapter 1 by references [7, 11, 17], it has been indicated that
the sample sequences are sufficient for ML estimation. We should further restrict the
estimated parameters in such samples to be slowly varying. Such that the time scale

over these parameters change is much longer than a symbol period. Thus, we can
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Figure 2.1: Description of Observation Windows in Single Burst

consider the synchronization parameters as approximately piecewise constant and
estimate these parameters over segments of K >> 1 symbols as shown in Figure

2.1.
The joint probability density function of a set of K samples passing over the

AWGN channel is given by:
K-1

p(-,’—_}la, Af, A9) — (’R’No)-% e"’NLoEk=o Ire—s(k:AF,A0F (2.6)

As stated earlier, synchronization algorithms can be systematically derived by
finding suitable approximations to remove the “unwanted” parameters in the ML
function. The result of these approximations is an objective function L(a, Af, A6).
Taking logarithm of both sides of (2.6), neglecting the constant part and with only
the inner product part left,

max {a.rgg}'&, Inp(7|a, Af, AO)}

K —
= max {argzy gz [In (2No) ¥ — 2L e — s(k: Af, A0)]7] }
Omitting the constant part,
= min {argz; g [ SIS Ire — s(k: £,0)112] }
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= min {argz; 55 [SE (irel? + [s(k; AF, AO)[* — 2R {rs” (k; Af, A9)})] }
Omitting parts common to all,

= max {args; 5 [SEIR (res” (5 A1, 09))] }

= max { argx; x5 [Ef;??R {agrreI2rATE+AG) H } (2.7)

Thus, we get the objective function:

K-1
L(a, Af,06) = > R {ajre fCraskrany (2.8)
k=0

Maximizing this objective function is the same as the operation of ML estima-
tor as in (2.6). We will mainly use (2.8) to derive various ML estimation structures.
There exist a variety of algorithms for maximum search of the ML function, such
as parallel search, processing, and error feedback system [7]. The choice depends
mostly on the bit rate and technology available. It should be indicated that syn-
chronization literature is so vast as to comprise over 1,000 technical papers. So, we
can only discuss the main categories, which is sufficient enough for us to obtain the
synchronizer principle.

As noted by Gardner [24], there are mainly three strategies to finding the max-
imum of ML function with respect to the estimated parameters. The first method
of maximization actually reduces to a tracker. At the maximum, the derivative of
the objective function reduces to zero. Therefore, an error signal is obtained and a.
digital closed-loop tracker is resulted, and a FB structure is needed.

The second method of maximization is by direct computation. This method
also involves setting the derivation of the objective function to zero, usually making
some simplifying assumption, and directly solving for the estimation. With such
method, a FF structure can be obtained.

The third is using a brute force search technique. Values over the entire space of

the estimated parameters are substituted into the ML function, and the estimation
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is selected as the one which produces the maximum. We can foresee that this
technique has very long acquisition times, owing to the number of computations
which may be required to find the absolute maximum. Presentation and analysis
of such technique is given in [27]- Its theory is simple, but its application is too
complicated. Therefore, if we want to used this strategy, it must be modified to suit
for the realization, as in [8].

Our discussion later on will be mainly based on the estimator topology - namely
FF or FB, taking consideration of whether the additional knowledge is available -
namely DD, DA, or NDA. The third approach of Gardner’s classification is also
included in FF topology when frequency offset estimator is discussed.

2.2 Phase Offset Estimation

The performance of phase estimators can be quite distinguished by the presence
of carrier frequency offset. For the sake of simplicity, the theoretical approach is
done by assuming that frequency recovery has already been accomplished. This is

in keeping with the fact that most phase estimators can cope with moderate residual

frequency error.
e F'B structure

If we try to use decision direction method, it appears that the estimate can be derived
directly from the objective function, and two approaches are readily available. When
detector decisions are exploited in place of true data, closed-loop structures are

unavoidable.

The first approach is easily obtained by replacing a by its estimation and
maximizing (2.8) for one phaser, the DD estimation will be expressed directly,

B0 - giarg B T (2.9)
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Figure 2.2: Simplified Diagram of Phase-Lock-Loop Circuit

Such phasor estimator only needs one synchronized Matched Filter (MF) out-
put sample 7 and a detected symbol ak.

The second approach is a recursive method to compute the zero of the deriva-
tive of the objective function (2.8). Taking the derivative of (2.8) with respect to
A#f and rearranging yields,

d ~— * —-JjA8
mL (a,A8) = ; S {—arrre 749} (2.10)

Where S {} is the imagine part for the inside. They are easily realized by
phase error feedback system, which is the famous phase-lock-loop (PLL) circuit. A
digital PLL circuit is shown in Figure 2.2.

Its general principle can be easily illustrated by its analog counterpart. In
analog case, we use ¢ instead of k in the figure and all processing is realized by analog
circuits. It basically consists of a multiplier, a loop filter, and a voltage-controlled
oscillator (VCO). If the input to the PLL is the sinusoid cos (27 A ft + Af), and the
output of the VCO is then be sin (27rA ft+ 579) . The product of these two signals
is,

e = cos (2rA ft + Af) sin (271’Aft + E@) (2.11)
Lsin (A0 — A9) +Lsin (4mAft + A8 + A0) ’

The loop filter is a low-pass filter that responds only to the low-frequency

component -;-sm (EB - AG) and removes the component at high-frequency 2Af.

In normal operation when the loop is tracking the phase of the incoming carrier, the
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phase error (5\6 - AB) is very small and, hence,
sin (Ea - A0) ~ NG — A6 (2.12)

With the error signal e; being further processed in loop filter, an update of
estimate is performed in the digital integrator. While, the operation of this digital
phase tracker can be expressed as:

B\H,H.l = 5\01‘; +C % e (2.13)

where, C is the coefficient of the digital integrator. This digital phase-lock-loop
(DPLL) performs quite similar to that of the analog one and has been well studied
[5,28]. For a modulated carrier both NDA-PLL and DD-PLL exist [7]. The major
drawbacks of PLL algorithm in practice are long acquisition and hang-up problem.
The latter means that a false estimate appears under certain circumstances and can
last for a long time. We will study a DD-PLL circuit together with a NDA-FF phase

estimator in Chapter 3.
e FF structure

The FF structure is remarkably useful for NDA application on MPSK [7]. NDA
estimate usually results in great performance degradation as in QAM, but for MPSK
signaling, the situation is quite different. There even exist NDA circuits which can
be employed when no reliable data estimate exists, for example, at low SNR.
When fast NDA estimate for MPSK signaling is used, the data dependency
at the MF output has to be removed. Consequently, rx has to be taken to th M-
th power. Replacing this non-linear transformation in (2.8), it becomes: L(Af) =
TE R {rMeIMAY since aM = (e72™/M)M = 1. Taking the maximum of it for

one shot, the estimate becomes:

IMBE _ jerg B ITM (2.14)
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Note that this exponentiation operation causes an M-fold ambiguity. If A
is a solution to maximization, so is A8 + Zm for m = 0,1,2,...... ,M — 1, since
IM(B8+3P) — oiMA® Tt means that all NDA phase estimate systems suffer from an
M-fold phase ambiguity problem, such that an ambiguity resolution method should
be used.

If the noise is added, it is obvious that because of the M-th power operation
for (1.2), there exist rinoise™~*t (for i = 0,1,2, ......, M — 1) terms, which increase
the effect of noise in the mean time. This causes the performance degradation which
is called nonlinear loss. Such loss is not negligible for large M, consequently, this
open-loop digital technique can not be used for all M. Even with small M, as for
QPSK, although small, we can observe this nonlinear loss. To deal with this problem,
Viterbi and Viterbi proposed a new estimator. Begin with (2.14), this algorithm is
generalized to use ™ = F(|ri|)e? 28 +) instead of r = |ry|MeM28() directly
[2].

The Viterbi and Viterbi (V&V) algorithm has been studied extensively [1,16].
Its significant advantage over the previous one is due to the fact that F(|r¢|) can
be chosen to minimize the variance of the estimate. In fact, it has been shown
that the optimum F'(|rx|) produces results that approach the CRLB closely. The
performance of V&V algorithm for QPSK is shown in Figure 2.3. Where, F(|74]|) =
|rk|* 2 =0, 2,4. We can observe that the M-th power operation degraded the variance
performance of the system a lot, especially the original F'(|rx]) = |rk[* operation is
the worst case among all three.

In [3], the computer simulation results show that in a symbol-synchronous
Multi-Frequency-TDMA system, with a properly chosen nonlinearity, the V&V al-
gorithm can still offer excellent performance, so as to further verify the usefulness
of the algorithm.
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Figure 2.3: Graphic Example of the Effect of Non-Linear Factor on NDA Phase
Estimator

2.3 Frequency Offset Estimation

For a large frequency offset, we must first compensate it before the other parameters,
such as phase offset, can be estimated. This implies that frequency offset estimation
algorithms must work independently of the values of the other parameters.

e I'B structure

From the familiar way of maximizing the objective function by differentiating, the
frequency error signal is obtained and the feedback algorithm is obtained in the
same way as described for phase estimation [7]. Using the un-modulated received
MPSK model (1.3) in the differentiated (2.8) by frequency offset, and maximizing

it for one sample increment,

o
NG

o(k) =% [r(k, Af)=S (ks Af)] (2.15)

Af=§fk[k-l
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There are many ways to obtain the final result of such a error signal e(k). For
example, passing the received signal through the frequency matched filter (FMF)
[13], the differential part above can be realized as:

b—Z?r(k; Af) = reur(k; Af) — FRTyr(k; Af)

Using it to substitute into (2.15), the final error signal e(k) can be obtained.
Using the frequency signal in the feedback scheme, the estimated frequency offset
can be adjusted to get an accurate estimation. In [14], such a algorithm is performed.

e FF structure

Feedforward frequency estimation can be performed via spectrum analysis or phase
increment estimation [7]. To be simplified for illustration, the theoretical results are

expressed with un-modulated signal model.
1. Phase increment estimation

‘We treat the frequency offset to be estimated as the argument of a rotating phaser.

Starting for the objective function,
K-1 K-1 ‘
L(a, Af,00) =D R{nesi} = > R {re C@rasera0)} (2.16)
k=0 k=0

After passing through the channel, 7x can be generally expressed as ry =
s(k; Af,A0) + ng. As we know Y = 2rA fk + A6 is increased by an amount of
AY; = 2rAf between sampling instants. A filtering of a phaser e/2% yields an
unbiased estimate of A f.

Since, s ~ e/2™f s,

Also for high SNR, si = 7%,

The objective function will then be expressed as,

L(a,Af) = ey R{e2maIrrr 1}

_ 2.17
SR R {e 2 [rery | & 2wlnria ) o
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The phase increment estimation will then be obtained as,

(2.18)

For the modulated case, the modulation has to be removed at first, then the
same method can apply. This estimator is used in the initial estimate part of the
DA-FB joint estimator. From the same approach, many variations of such kind of

phase increment estimation have been proposed, such as [19],

K
oA f ML = Wm (axg {Z rkr,:_m}) (2.19)

k=m
where, wy, is certain kind of estimator window function to get a good estima-

tion when properly chosen.
2. Spectrum analysis

The Fourier transform of the signal is:

F(Af) = K leo rre" ALk
£ Zico {(zx + jye) [cos (2rAfk) — jsin (2w A fk)]}
= L S5 {[zk cos (2mA £E) + yisin (2n A fE)]
+7 [yx cos (21rAflc) — zi sin (2 A fE)]} (2.20)
= * ico (Ax + jBr)
K ELK—OI A +J% EK.-I
= FI(Af)+3F2(Af)

We have defined a few temporary parameters Ax, Bi, FI (Af), F2? (Af) to

simplify the expression, where,

Ag = [Tk coé (2TAfk) + yrsin (2n A fk)]

By = [yx cos (2TA fk) — zx sin (27A fk))

23



1 K-1 1 K~1

FI(Af) = 74 Z A = y7d Z [zk cos (2TAfE) + yi sin (2w A fK)]
. k=0 k=0
1 K-1 ] K=1

FR(Af) = = Y Be= = Y [yx cos (2r A fk) — zi sin (2wA £F)]
k=0 k=0

and are clearly defined from the derivation. Considering the objective function and
the signal without modulation, a mathematically equivalent form leads to a different
realization of the estimator from (2.8),

#L(a, Af,08) = ¥ Lo R {[rue2ras¥] e=70}
= £ 3285 R{[Ac + jB4] [cos (A6) — jsin (A6)]}
= * Zﬁ_ol {Ak cos (Af) + By sin (A6)}
— (% K1 Ak) cos (Af) + (% S Bk) sin (A9)
FI(Af)cos(Af8) + FR (Af)sin (A8)
= R {F(Af)e 74}

(2.21)

Since, L(a,Af,A8) < |F(Af)|, and discarding the coefficient K, the objective

function is maximized by,
&7 = arg (maxIF(af))) (2.22)
Af

where, Kf is the trial values of unknown frequency offset Af.

In other words, the ML frequency estimate 53‘, is obtained by locating the
peak of the periodic [F(Af)|. It corresponds to a maximum search process, and
can be efficiently performed using Fast Fourier Transform (FFT). Such an FFT
algorithm is merely a kind of implementation for use in practice. Since the signal
amplitude response in frequency domain is related to the signal frequency power
density distribution directly, another implementation method can be the analysis of

the power spectral density function.
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For phase-modulated carriers, the modulation has to be first canceled. When
the M-th exponential function is used,

AF = + arg max|F(MAf)) (2.23)
M MAf

In fact, conventional approach for frequency estimation essentially assumes a
single tone without data modulation usually. As in [9,10], a fast estimation scheme,
which exploits knowledge of training bits embedded in the burst, is proposed. From
the basic ML estimate function of A f, this estimator finds a sample solution by ex-
ploiting the auto-correlation of the received sequences. However, to improve trans-
mission efficiency, novel techniques try to estimate frequency offset using NDA ap-
proach. Paper [11] deals with the frequency estimation of phase-modulated carriers
with known data pattern, and uses a spectrum analysis method. The estimator can
be extended to be used as the joint estimator of timing/frequency/phase estimation.
In [12], an NDA approach spectrum analysis technique is used to estimate the fre-
quency offset directly from the received Minimum-Shift Keying (MSK) or Gaussian
MSK (GMSK) modulation signals. Its performance is much better than that of
other existing methods, but with higher computational complexity. A fully tutorial
review of all existing FF frequency estimators can be found in [20].

2.4 Joint Phase/Frequency Offset Estimation

Many carrier phase/frequency synchronizers are realized by combining two separate
estimators: one for frequency-offset estimation and another for phase-offset estima-
tion [21]. The joint phase/frequency estimators, however, estimate frequency offset
and phase offset together using ML method.

Originally, joint Least-Squares estimator (LSE) is drawn from the sample vari-

ance function of the estimation:
K-1

—_— 1
Var(ry, ax|Af, A8) = 174 E (pr — 2TAfk — AB)? (2.24)
k=0
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if we express rxa} = cxe?¥*, then ¢ = |rraf|, and
wr = arg {rrar} = 2w A fk + Af + &

where,

€k stands for the phase noise, i.e., the phase due to the channel noise,

Var stands for the sample variance.

Here, if ax is used directly, the DA algorithm is performed; if @y is used, then
the DD algorithm is approached. The NDA algorithm can also be done by raising
T¢ to the M-th power first, and the DA algorithm then.

The estimator can be realized either by FF structure, or by FB structure if
the estimated frequency offset Ef and phase offset AB are used for the detection of
k.

Minimizing (2.24) by differentiating with respect to A f and A# separately, we

get,
S k(o — 2mAfk ~ A8) = 0 (2.25)
Y (o —2rAfk— AB) = 0 '
The estimation can be obtained by solving (2.25) as:
21Af = zai—m Lieo kPk — K(K—l) Sheo Pk (2.26)
YV 2(2K+1) - .
Af = K(Ki-i) Zk:o P — K(K-l) Zf:ol ko

This estimation can be shown to be a special case of another joint estimator

derived from the linearized-ML function directly [22]. From (2.8), we get,

&\f ) EB = arg (ma.x 7,50 Zf:-.-ol 4 {rka,‘ce“i(%rAfk-!-A@) }) @ 27)
= arg (maxgy 55 K o cos (o — 2w A Fk — 26))
Maximizing (2.27) by differentiating for A f and A# separately,
S K cksin(py — 2nAfk—Af) = 0 (2.28)

Zi{:-ol kcy sin(px — 27r§flc - EB) =0
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Using Taylors series to expend the non-linear ffunction in (2.28), and neglecting

non-linear part, the function can be linearized,

St o x (o — 2#&7‘[;: - @) = 0 (2.29)
S KL ker x (o — 2nAfk — 2A)
the estimation can be obtained as:
o Ef — SEG ke i e ko Zé'_’o; CkPk
et a-(TEY Eck) (2.30)
AR = T oo SE KoK ke TR ke )

T k2o TS ce— (R ko)
Approximating ¢ = 1 if MPSK is used, (2.30) is approximated to be LSE
in (2.26) exactly. Such joint estimators are supposed to be simple and fast, under
the condition when phase jump can be controlled efffectively and a properly chosen

preamble.

2.5 Cramer-Rao Lower Bound (CRLB)

We have described various ML methods for estimating carrier parameters. During
data transmission, the synchronizer provides estimate which most of the time ex-
hibits small fluctuations about the true value. It mweans that the synchronizers are
always in tracking mode. For such kind of estimate., moment analysis is important
for evaluating the performance of the estimation system.

As what we discuss is ML estimate, it is known that ML estimate is efficient
and consistent. This implies that the ML estimate converges, in probability, to the
correct value of the unknown parameter, for large K. Such that

lim Pr{|$—¢|<u}=1

K—oo

for some small constant p such that it is unbiased. In the mean time,' it has the

minimum variance of the estimation.
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Then, what is the ultimate accuracy that can be achieved in synchronization?
Establishing bounds to this accuracy is an important goal as it provides bench-
marks against which to compare the performance of actual synchronizers. Tools to
approach this problem are available from parameter estimation theory in the form
of Cramer-Rao bounds (CRBs) [25], which give the lower bounds for variance per-
formance of the estimate so as to assess the implementation loss for different kin_d
of synchronizers.

Since any modulation technique is expected to introduce degradation, the
CRLB for the modulated case is higher than the CRLB for the un-modulated carrier.
This fundamental lower limit on the variance of estimated parameters is equal to the

diagonal elements of the inverse of Fisher’s information matrix as shown in (2.31),

Jre J
7 = 7f Jro
Jor Joo (2.31)
_ 28 Am? SRR op STHHE-Lg
T omyhHE1y K

where,
[ is the start point of the estimation in the burst,

Tty = azln{gg;[g#’f’} and p(7|e:, $;) is the ML function in (2.6) with the

un-modulated signal form.

e CRLB for separate phase or frequency estimation

The CRLB for the separate phase or frequency estimation can be obtained directly
from (2.31), where we have supposed that one of the parameters of A f and Aé has

been known such that the terms Jy,4; with 7 # j are zero.

——— 1 _ 3
Var [Af] separate 2 Jarar 47"2K(K—1)(2K_1)%": (2 32)

N 1 — 6 I+K-1,9 .
Var [A@] separate 2 Jasne K2(K2—1)%: k=l k
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Figure 2.4: CRLB of Separated Phase Offset Estimate

In most cases, we cannot expect to know the phase information as what we have
stated in the previous discussion for the frequency estimation. Therefore, we cannot
take advantage of the preceding property of frequency estimate. Consequently, it is
always assumed that the phase is unknown in the estimation of frequency, so that
the CRLB for joint estimation of frequency offset is always used through the thesis.

We also want to mention the influence of symmetry characteristics of the
observation window on the estimation. For example, from the derivation of (2.32),
it is noticed that the bound on the variance of frequency offset is independent of the
initial starting point of the samples. On the other hand, the bound for the variance
of the phase offset is dependent on this initial starting point. In fact there is an

optimum value of [ which produces the lowest bound as shown in Figure 2.4,

= 1
Var |A8 >
ar [ ]separate - 2K 1%’0'
The minimization in the equation is obtain with
K-—-1
l=— 3 (2.33)
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This implies that a phase estimator employing discrete time observation will
have minimum variance for the phase at the middle of the observation window. This

optimum point is used later on.

For QPSK signaling, §= = 2 can be substituted directly in the formula
directly.

e CRLB for joint phase/frequency estimation

For the joint phase/frequency estimation, the CRLB is obtained from the inverse of
J,

J—l

JATAf  gafae
JAIsS  Jasas

6N,
I E, KA K+1)(K—~1)

—WK(K _ 1) 27r2K(K—31)(2K—1)

[ K —rK(K —1) } (2:34)

From (2.34), the final expression for CRLB depends only on the signal-to-noise

ratio and the observation window size K. It is expressed as:

Af > JAfAf = ___ 3
Var [Af] joint  — J 2"2K(K2—1)Tv": (2 35)
YN AN _ 2K -1 )
Var [& ]jm > J =

e CRLB for low SNR

CRLB for un-modulated carrier is a good approximation for higher SNR ratios but
actual estimation techniques show significant departures for noisier modulated sig-
nals. With increased use of channel coding and packet transmission, tighter bounds
at low SNR ratios are useful. Since in applications involving burst mode transmis-
sion or limited observation intervals, the estimation of synchronization parameters
is often carried out over a block of PSK symbols, [18] derives new lower bounds for
BPSK and QPSK.

CRLBoeu () = =7~ (2.36)

CRLB
F(#)
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where,

CRLB stands for the lower bound for the un-modulated carrier case,

F-1 (2—1};&) is the ratio of the CRLB for random signal to the CRLB for an
un-modulated carrier of the same power. This different is different for BPSK and

QPSK signaling. Define ¢2 = 2—’}%, then for BPSK,

2) — o o (1+7f e_%g_dA,I
Fs ( )-—/_mta.nh )

and for QPSK,

Faey= o oo () G vame () ) s (228 won (39) o) 52
. TooTT® (cosh(-l—‘s—‘—l)zﬂosh(%g-)z)
(=)

= drfdn®

22

xe

(2.37)

where, 7 = ne™7® and superscripts I and @ denote the real and imaginary parts
respectively. In [6], it has been verified that the rotated noise 7! and 79 are again
independent variables with the same distribution as nf and n®.

The difference between between BPSK and QPSK bounds and un-modulated
case can be shown in Figure 2.7.

This result will be used in our performance evaluation in the combined NDA-
FF synchronizer. - As the NDA-FF frequency estimation can work under very low
SNR, the traditional method of using CRLB for un-modulated carrier is not enough

for the evaluation there.
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Chapter 3

Non-Data-Aided Feedforward

Estimation Technique

From the discussion of last chapter, we know that both feedforward structure and
feedback structure can realize carrier synchronization. In this chapter, a fully FF
structure digital phase/frequency synchronizer is presented. It is realized by com-
bining Rife and Boorstyn (R&B) [8] frequency estimator and Viterbi and Viterbi
(V&V) phase estimator in cascade.

This FF algorithm is also NDA, which recovers the reference parameters form
a block of the received symbol and has highest transmission efficiency. Such a NDA-
FF algorithm suits coherent receivers operating in both burst-mode and continuous-
mode environment. Since it can provide accurate synchronization and is free of
hung-up problem of feedback schemes, it is the most preferred estimation method
for fast and efficient estimation. Meanwhile, a DD-FB phase estimation technique is
studied in this chapter to be compared with the NDA-FF one, so as to give numerical
result for testing FB algorithm.
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Figure 3.1: Simplified Block Diagram of the NDA-FF Synchronization Unit

3.1 Presentation of Techniques

As we have stated, this carrier phase/frequency estimation algorithm is a combined
scheme. Both the phase offset estimation technique and frequency offset estimation
technique fall under the category of feedforward estimators. They are appropriate
for burst-mode TDMA systems. Its block diagram is shown in Figure 3.1.

The synchronization unit follows the procedure as follows:

1. Frequency estimator delays the whole length of a burst and uses the whole

burst information to obtain the frequency-offset estimate 57 .

2. Frequency offset estimation is used to subtract the frequency offset in the
received signals so as to reduce the frequency-offset to a small value which

phase estimator can tolerate.

3. The phase offset estimator estimates the phase offset Ad using the frequency

adjusted received signals from step two.

We should notice that phase offset estimation with frequency offset exiting does
not deal with pure A#, but with phase offset having frequency influence inside,
which requires that the phase estimator be tolerable to certain frequency error. In
the following, we will present and analyze the phase offset estimator and frequency

offset estimator separately, and describe their combined characteristics.
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3.1.1 Phase Offset Estimator

In this section, we will study two phase estimators: one is V&V NDA-FF phase
offset estimator, the other one is a DD-FB phase offset estimator. The former will

be emphasized more in the following analysis.

3.1.1.1 Presentation of Techniques

e NDA-FF algorithm

Starting with the polar form of the received signal as shown in (1.3), after phase being
multiplied by M to remove the dependence on the modulation and the magnitude
being passed through some nonlinearity F’ (|rk|), the result is then re-converted back
to rectangular form, yielding,

e = F (jrel) 20
F (IT’CD ej(21rAko+MAO+Mek+M9k)

(3.1)

= F (|rx|) cos (PrAfRM-MASHMeEL) | G (|ry|) sin (2ASM+MAs+MeL)

F (I"'Icl) ej(21rAko+MA0+Ms,,)

To obtain the estimation which minimizes the estimation variance, we redefine the

observation window to make it symmetric about the estimated point. Such that,

T;c = F (|r&]) cos (21rAf(k—-l-N)M+MA0'+Mek) + 5F (|r4|) sin (21rAf(k—z—N)M+MA0' +Mek)

(3.2)

where,

N =X,

[ is the start point of the observation window,

k is the estimation point in the observation window.

Because of the redefinition of the observation window, A8’ = A9+27Af (I + N).
The estimation MA# for MAG' is then found by averaging the K complex samples

36



T+, and determining the corresponding argument of this mean. If the noise were

absent, Mer = 0 and r, would be given by

T;c — F(rel) ej(21rAf(k—l—N)M+MA8’) (3.3)

Therefore,

e 1 +K-1
MAF = arg [E 2 r;]

k=l
!
__11(_ Zlk-;I[(—l F(lrkl) sin (ZWAf(k—l—N)M'f—'MAO )
A = '1117 arctan 1 oI+K—1 27A flk—I— N)M+-MA
K 2okt FlreD COS( Yj (3.4)

I4+K~1 "

1 of e Tii i}
= i arctan T KT 7
82{}—(- k=t Tk

In the meanwhile, if we use the trigonometric identity,

z sin () + y cos (e )]

« -+ arctan [E] = arctan - ,
T zcos (o) — ysin ()

we can also reduce the above equation (3.4) to,

7 ' L K= pir ) sin(2x A f(k— I~N)M)
AG" = A +y;arctan [%zﬁ,@ FllreD) cos(zvrAf(k——z—N)M)]

= Ad
The last equality is due to the fact that the numerator of the arctan function
argument tends to zero if we set the estimation as the middle poimt of the observation
window. Such property is attributed directly to the symmetry oif the frequency error

for samples at opposite ends of the observation window,

F (\/17) sin (27 f (k — N)M) = —F (\/E—) sin (27 f (N — k) M) (3.5)

For convenience, we always suppose K is an odd number. Such mproperty also means
that only the middle point of the estimation is unbiased in a cbservation window.
In practice, if the accuracy is precise enough for the detection - of the data symbol,
we can still use one estimation for the whole burst, and neglect #he bias problem for
all the points.

According to (3.4), the block diagram is easily shown as im Figure 3.2.
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Figure 3.2: Block Diagram of V&V Phase Estimator

e DD-FB algorithm

The digital PLL circuit originates from the analog PLL, which remains an important
algorithm in estimation area. We want to use it to show the general properties of

decision-directed system, since the other DA-FB joint estimation algorithm in next

chapter also involves the DD operation.

The general structure of PLL has been shown in Figure 2.2. We want to use
the second approach (2.10) to realize the function [4]. A procedure to make the

summation vanish is as follows.

1. ax is replaced with the decision @ from the detector.

2. The generic term in the summation is computed setting Af equal to the current

estimate §c.

3. The result is used as an error signal to improve the phase estimate, as shown

in (2.13) and the e is formally expressed as:

er =< {’d‘,:rke‘ja;} (3.6)

Referring to (2.13), as ex — O, A® = A6 . The function diagram is shown in Figure
3.3. In implementation, to obtain a better error signal, the loop filter is drawn before

the error generator, and the detail block diagram is shown in Figure 3.4.
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Figure 3.5: Effect of Kyco on Acquisition Time of the DD-FB Phase Estimator

Unlike feedforward system, the feedback algorithm always requires acquisition
time to bring the loop into lock. A proper chosen coefficient Kyco can adjust the
acquisition speed as well as the stability of the system. The influence of Kyco is
shown in Figure 3.5 and Figure 3.6, and the acquisition time in this system is about
60 symbols. It shows that the small Kyco can give stable estimation but with long
acquisition time, on the contrary, the larger Kvco gives short acquisition time but
with fluctuate estimation. |

Without proper choice of Kyco, the loop can easily loose lock, as shown in
Figure 3.7. This phenomenon happens in both zero-frequency offset and nonzero-
frequency offset circumstance. The reason for us to show the result in nonzero-
frequency offset case is that we also want to show the influence of the frequency
offset on the feedback structure phase estimator, which is different from that of the

feedforward phase estimator, as we will see next.
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3.1.1.2 Analysis of Techniques

In this section, we discuss the performance of the NDA-FF estimator and its prop-
erties. Meanwhile, we will show the difference between the characteristics of the
NDA-FF and DD-FB phase estimators.

e Moment analysis of NDA-FF phase estimator

The algorithm has been derived in (3.4). In fact, as soon as the noise is considered,

F (\/lv“_) sin (27 f (k — N) M + Meg) # —F (\/E) sin (270 f (N — k) M + Mey)
(3.7)

and as a result, the final estimate would be a function of both noise and

frequency error.

?
Z? . }1? ;c-(;llf-l F(rg|) sin (2rf(k—l-N)M+MAO +Mek)
= —=arctan
M El HK-1 p(1r ) cos(zwf(k-x—N)M+MAo’+Mq,)

TI('ZL-;II{-I F(lrel) sin(Z’l’f(k—l—N)M'f'M‘k) (3.8)

— / 1
= AF +gparctan [%Zi‘.;‘f“ F(jril) cos(PrFR=1=MM+Mcy. )

_ AG + degradtion(f, |r| , ex)

Finding the variance of the degradation turns out to be equivalent to finding
the pdf of the degradation part in the above equation. Define degradtion(f, [ri|,ex) =
8, where § is a random variable. Its probability density function fs5(6) can be de-
rived as in Appendix. From f5(6), the mean and variance of the estimates can be

obtained.

Since, FE [Z? ] = A + E[§]. Notice from the f5(8) that it is a nonlinear
symmetric function. Since it is symmetrically distributed about § = 0, E [§] = 0.
Consequently, F [&7 ] = A@'. For such an unbiased estimate, we can find its

variance as,

Var [AF] = E [(Z{? - a9) 2] = E [5?] (3.9)
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Figure 3.8: Theoretical Variance of NDA-FF Phase Estimator for Zero Frequency
Offset

where, E [62] = f_%_ 625 (6) d&, and it can numerically integrated as in Figure
3.8. The simulation result can also be shown in Figure 3.9. The reason why we use N
instead of K = 2N + 1 is that we want to emphasize that the estimate is unbiased
only for the middle symbols. In the computer simulation, differential encoding
technique is used to compensate the phase ambiguity problem. To compare all the
phase estimators fairly, we use differential encoding technique for every estimator
from now on.

We have already seen the effect of nonlinearity function in Figure 2.3. It is
seen that 2 = 0 and ¢ = 2 result in almost the same performa.nce, such that ¢ =0 can
be implemented in application in order to reduce the implementation complexity.

We can compare the variance performance of NDA-FF phase estimator with
DD-FB phase estimator in Figure 3.10. Here, the sliding-window type NDA-FF
estimator is used to obtain the unbiased phase estimation for all the points, and to

compare with DD-FB algorithm easily. In practice, there is no need to do so and
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Figure 3.9: Simulation Result of Variance Performance of NDA-FF Phase Estimator
for Zero Frequency Offset

one estimate from a block can be used for the whole block. This is called block-
estimate in the thesis. The difference between the two estimators in Figure 3.10 can

be contributed to two factors:

1. As stated in Chapter 2, NDA algorithm should be worse than data-aided case

because of the scanty of the data information.

2. Although they are using the same length of smooth filter, the feedback struc-
ture uses the received signals’ information recursively. Therefore, the observa-
tion window length is far larger than the symbol number used in the smoothing

filter.

e Phase ambiguity for phase estimation algorithm

For MPSK, Gray Code is applied. If only Gray Code is used, its modulation can be
shown as in Table 3.1. For such encoding scheme, since s(k; A8) = /E,ei(80+6:) jf
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| Input data bits (DB) a, | Gray coded symbol phase 65
00 w/4 or 0
01 3w/4 or w/2
11 57/4 or 7
10 7 /4 or 3w/2

Table 3.1: General Gray Coding without Differential Encoding
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Figure 3.11: Cause of Phase Ambiguity

the estimate of A is wrong, the data phase detection will be definitely wrong, and
so does the data bits decoded.

As stated in Chapter 2, for the non-data-aided algorithms, since the modula-
tion is removed by the nonlinear transform, phase ambiguity becomes their common
problem. The nonlinear transform in fact multiplies the phase of received symbols
by M. The influence of the multiplication process which causes the phase ambiguity
can be shown graphically in Figure 3.11, where we use M = 4 for QPSK.

This phase ambiguity on phase estimation will then push the data phase de-
tection by 2”7’" for m = 0, 1, 2, 3. Such that wrong decisions are directly made in the
decoding procession of Gray Code. The probability of such wrong decision has been
derived in detail [16]. According to [2,16], there are, generally, three kinds of method
to solve phase ambiguity problem. First, is to use the forward error-correction coding
and decoding through use of a transparent code. Second, is unique word preamble.
The third is differential encoding method. Since we want to use a whole NDA al-

gorithm, we choose differential encoding technique, and the corresponding decoding
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| Previous DB | Current: DB | Difference of DB | Encoded symbol phase |
00/01/11/10 | 00/01/11/10 00 Zor 0
00/01/11/10 | 01/11/10/11 01 3 or Z
00/01/11/10 | 11/10/0:0/01 11 5 or
00/01/11/10 | 10/11/0:1/00 10 X or 3

Table 3.2: Gray Code with Differential Encoding Technique

technique is used at the receiver end. The procedure of differential encoding is shown
in Table 3.2.

By differential encodings, it can be seen that the decoding of data is independent
of the phase ambiguity since the Af has been deleted by the differential operation
when decoding. The drawback of such technique is approximately doubling of the
bit error rate, since each symmbol demodulation error gives rise to two successive

transition errors upon differemtial decoding.
e Sensitivity to frequency offset

As stated in the frequency ofiset estimation part in Chapter 2, the frequency offset
makes the whole phase offset a rising line instead of straight horizontal line as
in zero frequency offset case. For the phase estimator, it is a increasing carrier
phase 9 = 2w A fk + A0 instead of the constant Af to be estiina.ted, along with a
typical trajectory of the feedforward carrier phase estimate A6 which is restricted
to the interval (—Z, Z). Cycle slips may occur in the successive blocks of phase
estimation: obviously the es€imation algorithm cannot handle a carrier frequency
offset, as shown in Figure 3.1 2, where QPSK signaling is applied.

Cycle slipping is a highily nonlinear phenomenon. It particularly destructive
to operations in which every cycle counts. Especially, when a cycle slip occurs,
it will last for long time until the condition change and make the stable point for
the whole circuit changed to- another position. It implies that a single cycle will
make a series long error, and course a big bit error. An exact theoretical analysis is

not possible for many cases, so that one must resort to approximations. Computer
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simulations provide an alternative to theoretical analysis; however, under normal
operating conditions cycle slips should have a probability of occurrence which is
at least a few orders of magnitude smaller than the decision error probability for
perfect synchronization, which implies that computer simulations of cycle slips are
extremely time consuming [7].

For the PLL circuits, many literatures have provided the characteristics of cycle
slipping problem. Frequency of cycle slip is a steep function of signal-to-noise ratio
[17, 36]. Its expected time to a skipped cycle can also be approximately calculated
in theory and by experimental results [35].

Cycle slipping phenomenon is a problem not only for FF phase estimator
[30], but also for all estimation schemes using angle measurements. Normally, the
feedforward estimates resulting from the successive blocks are to be post-processed in
order to obtain estimates that follow the dynamics of the synchronization parameter
to be estimated. The task of the post-processing is to unwrap the estimate. For
the NDA algorithm, we follow the following procedure: the newly estimated phase
offset has to be compared with the previous estirnated phase offset, an additional
offset of 47 must be added whenever the phase difference is outside the range +-.

It sounds to be very reasonable, but in fact, it only works when the signal-to-
noise ratio is high. When the SNR is low, with noise being too large, very frequently,

such an unwrapping scheme can make successively wrong unwrapped estimates if
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one estimate is wrong, as shown in Figure 3.13.

Such phenomenon can be shown directly in the simulation as shown in Figure
3.14. In the test, whenever the first cycle slip occurs, we say cycle slip happens in the
estimation of that burst. The test repeats for 10° times to calculate the occurring
rate of cycle slip. It shows that occurring rate for all the bursts is very high when the
SNR is low. We also notice that cycle slips happen more frequently when frequency
offset increases. [2] has verified that the NDA-FF estimator is in fact affected by the
factor A f K because of the mixed phase offset 9y = 2r A fk+ A8 changing too much
in an estimation block. With this big frequency offset, the slowly varying condition
for the phase estimator that what we assumed in Chapter 2 is no more valid. From
the theoretical analysis and simulation results, it is shown that if |AfK]| > 0.05,
this NDA-FF estimator cannot work even for high SNR. Such a fact is very different
from the DD-FB phase estimator, which has a better tracking ability because of its
feedback structure and can tolerate lager frequency offsets than the NDA-FF phase
estimator. It is reflected on the bit-error rate (BER) clearly, as shown in Figure 3.15

and Figure 3.16.
e Bit-Error (BER) performance

For coherent detection for differentially encoded MPSK, [5] gives the complete
derivation for the BER performance. The bit error probability for QPSK is,

o Ey _ Ey l 3 [Ep _ l s [Eb
Pg (M = 4) -—erfc‘/No e'rfcz‘/No + 2erfc ‘/No 8erfc ‘/No (3.10)

which we call “Lower bound” in the simulation result figures later on.

The difference of the BER performance for the two estimators is due to the
feedback and feedforward topology. For DD-FB phase estimator with nonzero fre-
quency offset, at low SNR, the noise is the most important interference. Thus, the
difference between the two curves in Figure 3.16 is very small. Meanwhile, at high

SNR, when noise is very weak, frequency offset is the main cause of degradation,
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which makes the difference between the two curves larger. On the other hand, for
NDA-FF phase estimator, the feedforward structure is always calculating the phase
estimate value, instead of trying to catch the slope as the feedback structure does.
Therefore, with small frequency offset, the BER performance of the FF is better
with high SNR. However, such advantage will diminish when the frequency offset is

larger than what the FF structure can tolerate because of the effect of cycle slipping.

3.1.1.3 Summary
From the above analysis of the NDA-FF phase estimator. We can draw the following

conclusion:

e the FF structure gives no acquisition problem, which permits the NDA-FF
phase estimator perform fast and efficiently at both continuous-mode and

burst-mode condition, and gives performance comparable to linear estimators

e the NDA-FF phase estimator is not only fast, but also simple, as shown in
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[ Register | Real Multi. | LU (or CORDIC)
DD-FB 2K +2 10 3
NDA-FF (Sliding-window) | 2K +4 4 3
NDA-FF(Block-estimation) 4 4 3

Table 3.3: Complexity Comparison for NDA-FF and DD-FB Phase Estimator

Table 3.3 of the complexity comparison for their main functions, where the
same size of registers, same precision of real multiplication(Multi.) and lookup

table (LU) for both estimators are assumed

e despite all the above advantages of the NDA-FF algorithm, it has phase am-
biguity problem, and thus, requires the addition of processing techniques; it is
also very sensitive to frequency offset, which implies that some other processing

must be done to restrict the frequency offset into a very small range

3.1.2 Frequency Offset Estimator

According to the current literatures, most of the phase estimators perform under
certain restriction of frequency offset. Since frequency offset is unavoidable in the
telecommunication system, considerable research has been done in the area of fre-
quency offset estimation. [8] has proposed a estimation scheme that estimates the
parameters of a single-frequency complex tone from a finite number of noisy discrete-
time observation. Its frequency offset estimation has been compared with that of
many other frequency estimators [20] and been proved to have the best performance
in terms of minimum operating SNR-threshold. In this section, we modify this

algorithm to make it suitable for the estimation of MPSK type format.
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3.1.2.1 Presentation of the Technique

As derived in Chapter 2, it is known that the spectrum analysis provides a way to

determine frequency offset. Rewrite (2.22) to study it closely,
——— 1
Af = s—argmax|F(MAf)|
M MAf

Our goal is not only to estimate Af in the absence of any information on
the received phase-modulated symbols, which is NDA-FF, but also decrease the
complexity for Fast Fourier Transform (FFT) calculation. To this end, four-step

procedure are followed and is shown in Figure 3.17:

1. Passing the demodulated samples through the non-linear device,

T;c — F(l"'lcl) ejM(21rAflc+A6'+0k) =F (Irkl) ejM(21rAﬂc+AB) (3'11)

where, F (|7¢|) is the stimulated suggestion from the NDA phase estimator to

optimize the variance.

2. Passing 7, through a D-step decimation filter (with Hamming window inside
to restrict the frequency band in order to avoid aliasing [32]) to obtain fewer

points #x to use in the FFT calculation.

3. Comparing the amplitude in frequency domain for each decimated point to

obtain a coarse frequency offset estimate

A} = ——arg max |F(MDAF)| (3.12)
MDAf

1
MD
4. Using a maximum search scheme around the coarse frequency offset value to

obtain a accurate frequency offset estimate.

The fine search can be done by many methods, such as the interpolating pro-

cession and secant method [34].
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Figure 3.17: Block Diagram of Modified NDA-FF Frequency Estimator

This algorithm uses an estimation period equal to the burst length, and es-
timates the frequency offset for the whole burst. It requires estimating the carrier
frequency offset from the complex data stream prior to phase correction and symbol

detection, and the data has to be delayed by a burst length to find the estimation.

3.1.2.2 Analysis of Techniques

Frequency estimators have special characteristic, such as the threshold, outlier. In
this section, the property of NDA-FF frequency estimator will be analyzed. Pro-
vided an unlimited resolution of the spectrum analyzer in the above structure, its
performance should not be measured in terms of an the variance or estimation bias
alone. An additional performance measure for a maximum seeking algorithm is

whether or not and how often the estimation error exceeds a given threshold.
e Moment analysis
The non-linear transform gives the result as,
r; =F (lrkl) eI M(2m A fh+ A6+8) + n;c =F (lrkl) eI M(2mAfk+A06) + n; (3_13)

To analyze the frequency offset, we use Af to stand for the modulation-removed
frequency offset MAf (since decimation is used to decrease the complexity of the

algorithm - it is optional in the application, we do not consider the D-factor in the
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moment analysis). Use the polar form,
1.;: = F (|&)) ej(2vrAf’k+MA8) +’Uk6js;‘ (3.14)

where, we let {&;} be a set of independent random variable uniformly dis-

tributed over [—m, 7).

Thus,

F(f)= %ej(MAa) > " [F (Irkl) €728 + yye—iCmkA—e)) (3.15)
k

where, 8 = (f' ~ Af') and % = g, — A9 — 2rAf k. Since the ;s are inde-
pendently, uniformly distributed, in effect so are ~ys.

From the above formula, it is seen that |F(f')| is not a function of the phase
offset MA@, which can also be observed in the simulation, such that the frequency
estimation is independent of any given phase offset value. Thus, without loss of
generality, let B be the value of 8 in the range of [—3,1) that maximize |F (f')].
The ML estimate Z? will then be obtained:

Af =Af +piB  modp; (3.16)

where, py = 1 is the period of Af'. Observe that |F(f’)| is an even function
of the pair (8,v). The statistics of —v is the same as 7. Thus the statistics of —3
must be the same as that of E Hence, F {E } = 0. Therefore, when SNR is high

enough,
E{Z?} =Af (3.17)
However, when SNR is low, Z]? may depart from A f very far away and cause
“bias” problem when evaluating its expect £ {Z? } , which we will discuss later on.
The variance performance above the SNR where large error may happen can

approach the CRLB as closed as desired by increasing the number of search step. It

means,

Var [ZT] =CRLB (3.18)

56



-1/2 o 172 =~
B
pef
g--' //——ll\-/‘ ....... -
a .5 Pa
o 72 1 o3

Figure 3.18: Relationship of pdf of E and pdf of Zj?

However, with the estimator working under the SNR which large error may hap-
pen, the variance of the estimation is definitely very large because of the biased

estimation.
e Threshold and outliers

At low SNR, there is usually a range of SNR where the mean-squared error (MSE)
rises very rapidly as SNR decreases. The SNR. at which this effect is first apparent
is called the threshold. It is necessary for the estimator to work above this threshold
so that no outliers, whose frequency offset estimation value is very far away form
the real frequency offset estimation value, occurs.

If the estimator works below the threshold, outliers occur, and the outcome
of the estimation is biased. It is because we choose Z? according to E, such that
their pdf are related to each other, as illustrated in Figure 3.18.

This relative-ship creates the “bias” problem. The pdf of E is even about zero
itself. However, because of the shift of Af', the Af is even about Af except for
the part from 2Af' to py when Af" < Z£ (or for the part from zero to 2Af — py
when Af > 2L). Consider the situation when Af < B If Pr [2A f < E? < pf]
is small, which is the situation when the SNR is large enough, then the estimate is
unbiased. If Pr [2A f < Z? < pf] is significant then the estimate is biased.in the
direction of 22£_ fAf > ’—’21, the preceding explanation reply with the corresponding

modification according to Figure 3.18. That is, as outliers occur, the estimate can
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E|Af — Af

AfF
0 5
7 9
pr -

Table 3.4: Frequency Estimate Value in Low SNR

easily have values in the following directions shown in Table 3.4, which gives the
character value with Af = 0,%,p,. Clearly, we expect to make large frequency
estimation errors if A f'is closed to zero or py.

This phenomenon of this “bias” problem can be observed in the computer
simulation, as shown in Figure 3.19 and Figure 3.20, where we did the simulation of
estimation for 2 x 10° times. If the SNR is high enough for the frequency estimator
to do estimation as in Figure 3.20, i.e., if the estirnator operates above the threshold
of the estimator, all the estimations are around the real frequency offset value, such
as -1—{3 symbol rate in the figure, and its expect is unbias; however, if the SNR. is too
low as in Figure 3.19, i.e., if the estimator operates below the threshold, the large
departure of outliers, such as the two outliers —10~2 symbol rate and —5 x 10—
symbol rate in the figure, always go to the same direction and the expect of the
outcome is bias.

Fortunately, the threshold has already been very low from our simulation re-
sults. Our operation later on, such as phase estimation, should be normally higher
than that. Therefore, we care less about the frequency estimation below the thresh-

old.
e Estimation range and precision

IF( f )l is a periodic function of normalized frequency with period 1. Thus, its max-

imum lies in the interval :i:%. After the nonlinear transform and decimate process,
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Figure 3.21: Linearity Characteristics of NDA-FF Frequency Estimator

the estimation range reduce to,
M|DAfl < 3
IAfl < B

For example, in our simulation for QPSK signaling and for 8-step decimation,

(3.19)

the estimation range reduces to (—g;, &), as shown in Figure 3.21.

As we can see, the estimation range has been greatly reduced. Therefore, in
Chapter 5, we do effort to increase the estimation range while trying to keep the
same estimation precision.

The precision of this estimator is very high depending on the precision of the
maximum search scheme. With the scheme used in this thesis, after coarse search
from 128-FFT, we divide each X into 15 sections to do fine search. Therefore, the

128

precision can reach 1z5. In the mean time, with such a 2-step search scheme, the
complexity of maximum search is dramatically reduced. Its complexity is discussed
in [20], where it has been throughly compared with all other present FF frequency

estimators.
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Figure 3.22: Effect of Non-Linear Factor on Frequency Estimator
e Other considerations

We have used F (|rx|) function in the processing of the received signal. In the

simulation, we have tried to use
F(lr]) = (Irel)®  where, i =0,1,2,4 (3.20)

The effect of this factor can be shown in Figure 3.22, and Figure 3.23. With
proper choice of the non-linearity, the threshold can be obtained with the possible
lowest value. Studying Figure 3.22 more closely shows that for QPSK, ¢ = 1 has the
lowest variance, and the threshold is just 1.2dB. The reason for better performance
of 2 = 1 is that it limits the noise most effectively and causes no loss of the received
symbol information. On the other hand, 7 = 0 causes too much loss of information,
and 7 = 2 and ¢ = 4 enhance the noise effect too much. However, 2 = 1 will causes

more implementation complexity than ¢ =0 and 7 = 2.
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Figure 3.23: Close Look of Threshold with Properly Chosen Non-Linear Factor

Of course, we can also use as much as information in the FF'T computation,
where we can use fewer step-decimation than 8 as what we used in the above algo-
rithm, or do not use decimation filter at all. In the meanwhile, the high frequency
filter should also be used corresponding to the number of step in the decimation
operation. It should be noticed that the complexity of the whole estimator will be

also increased because of the larger number of FFT points operation.

3.1.2.3 Summary

From the analysis of last section, we draw the following conclusions about this NDA-

FF frequency estimator:

e The FF structure is efficient and is very suitable for burst-mode transmission.

e The FFT analysis method gives the most accurate estimation with the lowest
threshold compared with all other available FF frequency estimators.
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Figure 3.24: Variance Performance of the NDA-FF Carrier Synchronizer

e The drawback of it is its high complexity and long delay to get the estimate,
but along with the highly advanced digital signal processing techniques and

hardware, it can all be compensated.

3.2 Simulation Results

The simulation results for variance performance and bit error performance are pre-
sented in Figure 3.24 and Figure 3.25 to illustrate how the combined estimator
performs.

We observe that the phase estimation variance performance is between the
CRLB with observation window size of K = 73 and K = 584. It is because the

simulation is done by a sequential scheme, where the whole burst symbol information
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Figure 3.25: BER Performance of NDA-FF Carrier Synchronizer

is used to estimate the frequency offset at first, and then the whole burst is divided
into 8 blocks and the phase offset is estimated for each block. Furthermore, in the
variance performance figure, the CRLB for the low SNR is used. Otherwise, the
CRLB of K = 73 and the estimation curve will cross.

The theoretical lower bound for BER performance is from equation (3.10).

3.3 Summary

As expected, it is shown from the performance figures that:

e With the two high-performance NDA-FF frequency estimator and NDA-FF
phase estimator, the final NDA-FF estimator can work efficiently.

e With frequency offset being reduced to an extremely small value by the fre-
quency estimator, the phase estimator can work as good as zero frequency

offset case, such that the whole synchronizer can work accurately.
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Chapter 4

Data-Aided Feedback Estimation

Technique

In the last chapter, we propose a full non-data-aided carrier synchronizer with feed-
forward topology. For either the NDA-FF phase estimator or NDA-FF frequency
estimator part, there must be a certain kind of delay applied to obtain the estimation
for the block, which is supposed to lower down the estimation speed and increase
the system complexity. Although we prefer to have the highest transmission effi-
ciency that non-data-aided algorithms can provide, their above disadvantages are
the drawbacks for their use in certain applications. Therefore, we also want to an-
alyze some other estimation principles as discussed in Chapter 2, which are also
commonly used in practice because of their special features which are suitable for
certain applications.

In this chapter, we analyze a joint phase/frequency estimation scheme, which
is supposed to be fast and have a simple structure. It is data-aided estimator with
feedback topology: it uses a preamble to draw the estimation into the estimated
range quickly, and use decision-directed symbol information to help to further refine
the estimation.

In practice, it is usual that a known preamble is inserted at the beginning of a
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frame to aid the receiver in acquiring the carrier. The throughput and power penalty
incurred by the preamble insertion can often be justified by an overall improvement

in system performance and robustness.

4.1 Presentation of Technique

The derivation of the algorithm follows the procedure discussed in the joint phase/frequency
estimate part in Chapter 2. We rewrite (2.28) here to derive it in depth,

S tersin(pe — 2rAFk—Af) = 0

Fr . K7 (4.1)
S kegsin(pr — 2tAfE—A8) = 0

Instead of the simple linearized method as in (2.29), where we obtain the
estimation at (K — 1) th sample, we use the full expression of the Taylor series and

factor out the term (pr — 2#5_71{: - &\6),

St er(or — oA fk —~ Af) [1 — 3i(pe — 2rAfk — AB)? + .. ] =

P DO (4.2)
SK Y ke(pr — 21 fk — AB) [ — L(pr — 2nAfk — AB)? + .. ] -

Since the actual values of phase and frequency offset are unknown, a good
approximation of (4.2) is to use the most up-to-date phase and frequency estimate

AbBk-_11x~1 and A fx_1k—-1, to compute the weights
Crlg-1= {Ek}l};io where, k € [0, K]

here, we define € x_1, named that the weight at kth sample is computed using the

previous 0to (K — 1) s’ estimation of frequency offset and phase offset, as

Chx_1 = Ck [1—%;(%—27r57k-579)2+...]

Pe—2mkAfg_115c—~1~ A8 _11K-1 )
[

(4.3)

= ciSinc (

They are then used to estimate phase and frequency offset at the Kth sample.
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The estimation is similar to (2.30) except the weights c; are replaced by Ciix—15

oA F _ K o kT —19k Toreao Tkl K —1— b KCR[ K —1 Soto Cr|K~1Pk
T K|K-1 — ZK k2 ZK = _ K = z
k=0 KZChix —1 2 ko CR|K -1 (Ek:o cle—l) ( 4 4)
Ad T ot —19k Db BTk -1 — oo Kk —1 9k SR o KChyre—1
KIK-1 =

TE o M eric-1 T o trix—1—(TEo Mx-1)

This approximation is valid if the error, after appropriate phase unwrapping,
is confined to within +m to ensure Cijx_; are nonnegative. This condition is in-
tuitively satisfying because according to the feature of sinc function, signals with
small amplitudes or large prediction errors, or both, will be weighted less, which
lead to better performance.

According to [31], large phase error in the received symbol can seriously de-
grade the performance of the frequency estimation. In the formula derived above,
the sinc function is used to reduce the influence of peak error in the received signal,
since the sinc function is able to make the large error weighted less. To obtain
good performance, we try to restrict the range of error to a certain value so that
extremely large errors can be deleted. The function is realized by a peak-error de-
tector. From the simulation results, we will verify whether sinc function and the
peak-error detector are effective.

As analysis in the NDA-FF' phase estimator, all estimation schemes using angle
measurements with non-frequency offset, phase unwrapping is necessary to remove
=+27m phase jumps, which is difficult at low SNR. As for any unwrapping scheme, the
current measurement has to compare certain previous value - for example the pre-
vious angle measurements in the unwrapping scheme for NDA-FF scheme described
in Chapter 3. We believe that the approximated correct estimation of phase offset
AB and frequency offset 5} from the preamble are better than the measurements
themselves. Therefore, we make the measurement compared with the updated esti-

mation

Pr+1je = 27 Af xix(k+1) + Z&\eklk (4.5)
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Figure 4.1: Block Diagram for DA-FB Joint Synchronizer

Taking consideration of all the features discussed above, according to (4.4),
we can obtain a turbo-type joint phase/frequency estimation aigorithm as shown in

Figure 4.1.

The estimation is implemented as follows:

1. Use the preamble measurements on preamble of length Kp to compute the
frequency offset for the initial unwrapping. The initial frequency offset esti-
mation follows the phase increment estimation method (2.18) described as in

Chapter 2,

. ; K-1
oTAf = T Z arg {TkTr_1 }

k=1
Since the phase jumps can occur, there are (Kp — 1) possible frequency esti-

mate Zﬁ, which are

Kp—1
—~ 1 . )
2rAf; = 7oy ( Z arg {r(k)r*(k - 1)} +2m) (4.6)
k=1
withi=0,1,---,Kp—1, or let it ranges from both sides of the middle point,
which is ¢ = —%ﬂ, SRR 521’- These Zﬁs are used for phase unwrapping the Kp
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measurement. For each set of measurement, (2.30) described in Chapter 2,

arAf = o ke S =T K ke TS i
T Ko TR e~ (TR kex)

—— K-1 -1 kZCk—ZK:l kck(Pk Zi‘_—l ka

Ae — Zk-_-p CrPk 2£{=p
TS kPer RS ce— (TR kere)

is performed to compute the joint estimation results. These results are sub-

stituted into (2.27) to select the maximum likelihood pair, which is chosen as
the initial unwrapping estimated Ef and AP to do the further estimation.

2. Phase unwrap the next new measurement with the most up-to-date estimate

of A and A.

3. Detect the data phase from the unwrapped phase, make decision, and calculate
the distance between the received symbol and the constellation point. Here,
the peak error with large departure from the constellation point will be deleted

and will not be counted into the computation of the new estimation.
4. Use (4.4) to compute the new estimated [&} and Ad.

5. Repeat step 2 to 4 until the end of a burst.

4.2 Analysis of Technique

We have added the peak-error detector and sinc function in the estimator. From
the simulation result shown in Figure 4.2, we cannot see significant improvement
with either of them although there are a few difference in the simulation curves.
However, if we observe the simulation curves closely, we find for different ranges of
signal-to-noise ratio, the estimator with the added function performs differently.

It is obviously that the algorithm described in (4.4) is not as simple as what
is in (2.30). Such as for the Kth estimation of frequency offset and phase offset, in
(2.30), it is just a forward computation: the weight ¢ is an additional computation

with new measurement, where each new additional measurement is only used to

69



£
i

10 1 i ) 1 ] — 1
: — Lower Bound
= ==+ Peak error range = 099
8 ~—— Peak eror range = 0.99 without ch
g 10° -—- Peakerror range = 1
5 - - "
] : : :
E .
Y
X
<. -0
e 1¢ e i .
] :
> :
10-12 1 1 1 1 1 I 1 I
1 2 3 4 5 6 7 8 ] 10
Signal-to-noise ratio: EbNo in dB
10°

= Bound
2| ---- Peakerrorrange =099 )
— Peak error range = 0.99 without

-—- Peak efror range = 1

..............................

1
4 5 6 7 8 9 10
Signal-to-noise ratio: EbfNo in dB

Figure 4.2: Comparison of Estimator with Different Functions

updated and store the cumulative sums z,ff:O Ck, Z,Icio kcy, 2,[::0 k2cy, Zf:o Ck Pk,
Z,‘:(:O kcxpr. However, for (4.4), the updating of the weight Sxjx—1 has to be recalcu-
lated, as a result, the cumulative sums Zf:o Crik—1 Zf:o kCrirc-1, Zf:,, kzékl K—1»
Zf:(, Cr{K—1Pk> Z,{;O kCrirx—1%x have to be updated for every estimation.Therefore,

to obtain a simple implementation, we can only use the algorithm from (2.30) eval-

uate its performance.

e Moment analysis
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As we know, phase measurement can be expressed as:

Cp = (271'Afk + A0 + Ek) (4,7)

Define Aw = 27 A f to simplify the notation. Substitute ¢r = (Awk + A8 +&x)

into (2.30),
ZZ _ EK—I kck(Awk+A0+€k) EK ~1 Ck_z: kck ELQ ck(AWk"l‘Ag-i-ek)
g K s c""(zf——ol kee)” (4.8)
5\6 _ ZK ! cr(Awk+A0+e;) Z ! R2er— Z: kck(AWk+A9+Ek) ZK-I kex .
Tilo ke TESS %—(Z““ kex)

Use 3" for S"n-} for simplicity,

( AwS Bcp+A8Y kep+3 kcke;,) Y- ker(AwS ker+AGY cp+3Y crek)

Aw = S k2 3 cp—(3 kep)® (4.9)
AD = (Aw T ker+A0F i+ 3 crer) T k2ce—(Aw T k2er+A0 T ke + 3 kerer ) 5 ke :
- S k2c 3 ce—( ker)®
Define,

F = Z kaEk

The above equation can be derived as,

Aw = (LwC+HAOB+F)A—B(AwB+AJALE)
P (4.10)

Af = (AwB+AIA+E)C—(AwC+AIBHF)B .
D
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Therefore,

-~~~ _  2w(AC-B?)+(AF-BE)
[}f a AG(AC’-BzI)J-f-(EC—FB) (4.11)
A8 = yo)
Such that,
Z; = Aw+ AJ kcrer—B 3 crer
b (4.12)

D C> crer—B S kcre
A6 = Af+ SZcm-Bilkacs

It is easy for us to find the pdf of €. Since the phase noise sequence g is
identically independent distributed, it has zero-mean with variance o2, its pdf can

be derived according to Appendix,

F)= [ firuen el cw) dire (413)

Such that,

fex) = %e‘fﬁf + _ 1 cos (g) e~ U5 [1 +erf (

Wi cos(s))] (4.14)

202
Which means,

E{eic;} = o2, fori=j

= 0, otherwise

but for the pdf of cx part, we will find it is very complex involving some terms that

unsolvable. Therefore, we turn to use computer simulation to see their results, as

shown in Figure 4.3 and Figure 4.4. It shows that for the estimations above the

threshold, both phase estimation and frequency estimation are unbiased. For the

extreme case, as in the lest-square-estimation (LSE) case, where all c; are supposed

to be 1, it is easy to verify that it is unbiased, and the variance of the estimations
can also be obtained.

The variances of the two estimation are:
Var {E} _ E{AchkekgBchek }2

Var {5\9} = E {Czcksk"DBZkCi@k }2 (4.15)

72



Estimated { (% symbol rate)

Estimated p (rad)

05 T ; T T T T T
R S

O.3-~~- ------------ Seeesnenens e "SEUTIREIS -1

Preamble « 50 : : : :

Fix Phase Offset = -pdzdrad : H :

SNR = S.SdBEb'No : : : : H
02 eoeesre PUTIRREREAN .t D oennenens Dereeeesy s Teesemenee -
L% § U foneenneneees Broseenennd ............ ............................................... i
B e s s e
.01 SO U S, L O SRR R 4
YA TR — A RSN SHMNERROS SV S——
=03 emennng p e R ot St R Foeeeeenoene [EETTITIIRR: Ireesneeanas Feeeneonnns -

on R l , s ;'

o
%}

-0.4 -03 -02 0.1 [} 0.1 02
Given f (3% symbol rate)

Figure 4.3: Mean of Estimated Frequency Offset

04

0.8 T T T T T T T

T oo R S T e oo
04} -emeennn s Pr eznble-'so----------: ------------ eneenenns Beresenenee o eereennns Temeeenes
Fix Frequency Offset = -!I10$ymbol rate H :
SNR = 5.508 Eb/No : : : :
O e e Ee e e e A e N

L]
.
v
'
v
N
.
.
.
.
‘
i}
i}
v
'
B
i
i
?
"
.
.
i
v
B}
-
.
Il
i
]
.

P IR e A ] e S— R R S
Y] R ST DU ; ..........

o : .' : s : I
0.8 0.6 -0.4 -02 0 02 0.4 0.6
Given p (rad)

Figure 4.4: Mean of Estimated Phase Offset

73

0.8



|
|
|

i
3

Fregany ™ eptot o)

1o i i O S H . i e i
] 2 3 . 5 8 7 ] 9 10 O" 2 3 4 ] 8 0
SHEBMoe®

abue
L

&
5
abo i

Figm:'e 4.5: Variance Performance for the Joint Estimation in the Preamble

74



SNR (£ in dB) | Preamble | No. of Outliers
6 50 0
6 40 0
6 30 12
5 60 0
5 50 0
5 10 2
1 70 0
1 60 0
1 50 1

Table 4.1: Outliers Number Changing with SNR and Preamble Length Out of 10°-
Burst Runs

e Preamble

The variance performance for the preamble is shown in Figure 4.5.

The simulation results show that the variance of estimate is very close to CRLB
in the preamble part, so that the joint estimator can draw the initial unwrapping
estimates to a rational range very quickly even with very few preamble bits and low
signal-to-noise ratio. If the estimate from the initial part is accurate enough, it will
enable the following phase unwrapping, and therefore, for the continuous estimate
to be very accurate. The simulation result is summarized in Table 4.1, the statistic
is obtained from 10%-burst runs and each burst has 584 symbols. It shows that there
is trade-off between preamble length and signal-to-noise ratio.

We can see although the estimation from the initial part is very close to CRLB
from very low threshold, the whole estimation does not approach CRLB from very
low threshold corresponding. The reason for that is because the initial estimate
from the preamble is not accurate enough although it approaches CRLB. For a long
enough burst, such as the 584-symbol burst in our simulation, a 0.05% symbol rate
frequency offset can make the total phase offset over 2w at the end of the burst.
Occasionally, when the initial estimate is not very accurate, and the noise happens

to be large so as to make wrong data detection, the whole estimate for the burst
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can be destroyed. Since such kind of phenomenon happens randomly, it is difficult
to be compensated.

In the meanwhile, we should notice that the fewer measurement in the initial
state requires for initialization at higher SNR to obtain an accurate enough initial
value for the next stage of estimation. We find in the simulation that the initial
estimation has significant influence on the estimation on information symbols later
on. The penalty of the transmission power can be fully compensated for its fast and
accurate joint estimation.

We should also remark that although a phase increment frequency offset al-
gorithm has been used in the initial estimation, its performance has nothing to do
with the performance of this DA-FB estimator. In the simulation, we notice that
z’l\fi in the frequency estimation set given by the phase increment estimator differ
from each other with big difference. It is with the DA-FB that draw the coarse
initial unwrapping frequency offset to the approximately accurate value. This can
be illustrated as in Table 4.2 from the computer simulation. In this table, it is
seen that although the peak ML value in ¢ = 10 computed from (2.27) using the
corresponding estimation pair (57,-,&9{), which is chosen as the start value for
DA-FB estimation, is quite lager than the others, its frequency offset estimation
value Af;; = 0.600766 is still quite different from the estimation after the DA-FB
estimated value A f,, = 0.095941.

e Bit Error performance

To be consistent with the simulation result of NDA-FF estimator of last chapter,
all the simulations are performed with differential encoding technique. The BER.
performance is shown in Figure 4.3.

It shows that with a sufficiently long preamble, the estimation can be accurate
enough for the estimator to get good bit error performance which is very close to

the theoretical lower bound as of (3.10). It is obvious that its threshold of frequency
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i Af; A f;after DA-FB Estimate | ML Value
0 | -2.706173 -0.418933 3.484550

1 | -2.375480 -0.398032 -0.463417
2 | -2.044786 -0.338166 1.978206

3 | -1.714092 -0.280786 4.837123

4 ] -1.383398 -0.215830 0.059202

5 | -1.052704 -0.158325 -0.873094
6 | -0.722010 -0.124084 1.525104
7 | -0.391316 -0.071701 4.040230

8 | -0.060622 -0.022575 7.016372

9 | 0.270072 0.024329 6.736557
10 | 0.600766 0.095941 25.622028
11 | 0.931460 0.165117 5.150429
12 | 1.262154 0.212289 4.268384
13 | 1.592848 0.261351 4.324929
14 | 1.923542 0.320186 3.487827
15| 2.254236 0.350207 -0.520309
16 | 2.584930 0.411618 -1.843230
17| 2.915624 0.462576 2.808113
18 | 3.246318 0.527611 -2.525526

Table 4.2: DA-FB Function in the Initial State with Preamble=20 and Given Fre-
quency Offset =10% Symbol Rate
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Figure 4.6: BER Performance of DA-FB Joint Estimator

offset estimation part with preamble less than 10% of burst length is higher than
the NDA-FF frequency offset estimator.

e Other considerations

1. The estimation range of this joint estimator is very broad. For example, nor-
mally in the simulation, we limit the frequency estimate to 0.4 to avoid phase
ambiguity. It implies that the estimation range can almost reach (—3,1),
which is the whole repeat period of the normalized frequency A f.

2. The complexity of this estimator is low. For the main part of the estimation,
the computation required for the evaluation of (2.28) is ten multiplications

and eight additions.

4.3 Summary

From the analysis of the DA-FB joint estimator in this chapter, we conclude:
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e Although the use of preamble reduces the transmission efficiency, it can give

fast estimation at low complexity.

e The estimation range of the frequency offset is almost across the whole period
of Af. Such a dramatically large estimation range is fascinating, so that in

next chapter, we try to make use of this advantage .
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Chapter 5

Further Improvement of Techniques

In Chapter 3 and Chapter 4, we studied two carrier phase/frequency offset estima-
tors. In this chapter, we want to take advantages of both of the two synchronizers
to obtain a better estimation scheme. Our work will be mainly on the frequency
offset part. Two kinds of improvements will be made in the following,

e The spectrum analysis method NDA-FF frequency estimator is combined with
the DA-FB frequency estimator to obtain both larger estimation range and
lower threshold, after the frequency correction, either NDA-FF phase offset
estimator or DD-FB phase offset estimator can be used for the phase estima-

tion.

e Effort will be made to decrease the number of outliers of the NDA-FF fre-

quency estimator.

At first, we should have a close look at the two carrier synchronizers to study the ad-
vantages and disadvantages between them for separated frequency offset estimation

and phase offset estimation. Then, the improved schemes can be obtained.
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5.1 Comparison of Proposed Techniques

The comparisons are in terms of implementation complexity, transmission efficiency,
estimation range, threshold for frequency estimator, and acquisition time for phase

estimator.

5.1.1 Frequency Offset Estimator
e Complexity

Compared with all the FF frequency offset estimators, NDA-FF frequency estimator
has the highest complexity and longest estimation delay. According to the charac-
teristics of the FFT computation, we need more points to obtain more accurate
estimation in the coarse frequency estimation part, which is in conflict with the
complexity consideration. On the contrary, the DA-FB has a very simple implemen-

tation structure and low computation complexity.

e Transmission efficiency

NDA structure gives the highest transmission efficiency. On the other hard, the low
complexity DA-FB estimator has the drawback of its low transmission efficiency,
and power and bandwidth waste. Although it is proved that such penalties can
be compensated by its fast estimation, we still want to have as high as possible

transmission efficiency.
e Dstimation range

It has been throughly discussed that the NDA-FF frequency estimator has very
limited estimation range because of the non-linear operation to remove modulation

and the decimation operation to reduce the computational complexity, which is

1
IAfl < 5375
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where, M is the modulation factor and D is the decimation factor.
While the DA-FB estimator can almost reach the whole range of the frequency
offset itself, which is
1
[Af] < 3
e Threshold

Among all the FF frequency estimators, the NDA-FF frequency estimator has the
lowest threshold. We have also shown from the simulation, that the DA-FB algo-
rithm also has a higher threshold than the NDA-FF one.

We also notice the initial estimation part in the DA-FB algorithm has vari-
ance performance that approaches the CRLB closely even with very short preamble.
However, with further estimation with this initial estimate, it was shown that the
initial estimation is still not accurate enough to gain a low threshold for the whole

estimation.

5.1.2 Phase Offset Estimator

e Complexity

From Table 3.3 and explanation of last chapter, we conclude that the DA-FB algo-
rithm has lower complexity, while the DD-FB has higher complexity.

e Transmission efficiency

Still, it is the NDA-FF has the highest transmission efficiency. If we do not use any‘
additional preamble to help the DD-FB algorithm to get short acquisition time, DD-
FB algorithm also has the same efficiency as the NDA-FF algorithm does. While,
the DA-FB algorithm always has lower efficiency.

e Acquisition
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As the feedforward structure, the NDA-FF algorithm never meet acquisition time
problem because its estimation is always obtained by direct calculation. Meanwhile,
DD-FB and DA-FB algorithm all have acquisition time problem because of their
feedback structure. The advantage of the DA algorithm is that its acquisition time
has been shortened by the additional preamble information. If a few preamble bits

can be added to the DD algorithm, its acquisition performance can be improved.

5.2 Further Improvement of Techniques

As stated at the beginning of this chapter, the further improvement of the techniques

is mainly on the frequency offset estimation.

5.2.1 Scheme 1: Combination of NDA-FF and DA-FB

e Presentation of the scheme

The combined scheme is shown in Figure 5.1. The combination scheme works as the

following steps:

1. use certain preambles and follow the procedure as in the initial part of the

DA-FB scheme stated in part 4.1 to give a coarse frequency offset estimation
Af 1

2. use Zﬁ to reduce the frequency offset in the received signal samples, after

which there is still a small frequency offset Af, left,
3. use NDA-FF scheme stated in part 3.1.2.1 to estimate Z\fz ,

4. the result of the addition of Z\fl and K\fg is the final frequency offset estimation
value.
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Figure 5.1: Block Diagram of the Combination Scheme of NDA-FF and DA-FB

In fact, when we combine these two algorithms together, the transmission must have
preamble so we cannot call NDA-FF as NDA-FF. Meanwhile, since we just want to
use the initial estimation part of the DA-FB algorithm, where there is no necessary
for us to estimate data phase and there is no more DD function in this part of the
algorithm.

e Analysis of the combined scheme

We have analyzed in detail the performance of the estimators separately in the last
two chapters. So, now we concentrate only on their threshold value. We want
to see whether the estimate range has been increased with a low threshold, and
how long the preamble needs to be to reach this estimate. The reason for us to
use the frequency offset equal to -10% symbol rate is just for the purpose of being
consistent reason as what we used in Chapter 4, as well as a given large value to
be estimated. If other given frequency offsets are used, the result will be the same.
The corresponding simulation figures are shown in Figure 5.2 - Figure 5.5. Table
5.1 concludes the result of the simulation from the figures.

A few conclusions can be drawn as follows:

1. For a properly chosen preamble length, the estimated range has been greatly
increased with a low threshold for both the NDA-FF frequency offset estima-
tor and DA-FB frequency offset estimator. However, we find that the DA-FB
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Preamble

SNR (2 in dB)

Estimated Value (% symbol rate)

No. of Outliers

20

2

-10%

3

20

3

-10%

15

4

-10%

15

5

-10%

0
1
0

Table 5.1: Threshold Effect of the Combined Estimator
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algorithm works properly above the threshold of the NDA-FF algorithm which
is just 1.2dB. Therefore, the threshold is only decided by the DA-FB estima-
tor. Whenever the DA-FB estimator can give estimation which leaves residual

frequency offset

1
A< Im’
which is in the estimation range of the NDA-FF algorithm, the whole estima-
tor can work accurately. It is seen from Table 5.1 that the threshold of the
combined scheme is higher than the separate NDA-FF scheme, but greatly
lower than the separate DA-FB scheme with short preamble. For preamble
length of 20, the threshold is only 3dB, but the estimation frequency offset

range has been increased to +0.4.

2. As was discussed in Chapter 3, because the maximum search method has been

used for the NDA-FF frequency estimator, its variance performance can be as
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close as possible to CRLB. Since it is always with the maximum search method
to estimate the remaining small frequency offset part, the estimation of this
part can be as accurate as possible. It means that the whole estimation can
approach the real value as close as possible, such that its variance performance

can approach CRLB as close as possible after the SNR. larger than threshold.

. The subsequent phase offset estimator can either use the NDA-FF one or
the DD-FB one since there is already preamble in the transmitted signal.
The known received symbol can help the DD-FB estimator to shorten the
acquisition time and get into lock quickly. As we stated, the DD-FB algorithm
has a “better” variance performance than that of the NDA-FF algorithm, but
also with a little more complexity than the block-estimation method in the

latter estimator.

. The complexity of the combined estimator has increased compared with the
separated DA-FB algorithm. As we have discussed in Chapter 4, the com-
plexity of the DA-F'B algorithm is not high, especially we just use the initial
part of its estimation scheme. The main part which gives high complexity
is still the NDA-FF estimation part. Therefore, compared with the NDA-FF
frequency estimator, the complexity of the combined one is almost the same

as that of the NDA-FF one.

5.2.2 Scheme 2: Improvement of NDA-FF

NDA-FF frequency estimator can give very low threshold. When the estimator works

under the threshold, outliers may occur. The reason for us to say “may” is that it

really occurs very occasionally when the working SNR approaches the threshold.

If certain error-detection coding technique, such as CRC, is used, the receiver can

ask for retransmission of the burst which has encountered outliers. Such kind of

technique is very efficient if the outliers are really few. Our objective here is to
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propose a scheme which can provide as few outliers as possible when the estimator

working under threshold occasionally.
e Presentation of the algorithm

Let us see the amplitude response of the non-linear transformed signal after the
decimation filter closely as in Figure 5.6. We find the peak amplitude which corre-
spond to the given frequency offset is greatly higher than the other points nearby,
even for the ones right besides it. However, in the occasional cases when the outlier
happens, this obvious difference disappears. The peak amplitude appears randomly
with large departure to the biased direction.

However, we notice that in our algorithm in Chapter 3, we just used one set
of 8-step decimated signals in the coarse search part. These signals can represent
partly the received information, such that there is still information loss. In the
simulation, we found that when the outlier occurs, there are such estimation results

from the eight sets of decimated signals as shown in Table 5.2, which are selected
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[ Set O | Set 1 [ Set 2| Set 3 | Set 4 | Set 5| Set 6 | Set 7
All correct -37 -37 -37 -37 -37 -37 -37 -37
All wrong -1 1 -1 -1 -1 ] 1 -1
Half correct, half wrong -8 -37 -37 -37 -8 -8 -37 -8
More correct, few wrong 1 -1 -37 -37 -37 -37 1 -37
Few correct, more wrong | -37 -8 -8 -8 -8 -8 -1 -8

Table 5.2: Close Look to Outliers (A = —%, Af = —33ssymbol rate, Af =4Af
for QPSK)

from the printed simulation result directly. Where,

1 37
—msymbol rate ~ T8 <4 <38

because of 128-FFT calculation, QPSK signal model, and 8-step decimation. —1
and —8 are happened to be certain kind of random outlier value that always go to
one direction according to the real frequency offset value.

From the Table, we find there are five kinds of possible results from the eight
sets’ simulations, as stated in the first column. Such phenomenon suggests that we
can correct the estimation from the “more correct, few wrong” situation. We can
use a. selector to select the “more correct” value. The selector deletes the values that
depart far away from the average of eight sets, and use the remaining average value
as the coarse search result. Therefore, an improved algorithm is proposed as shown
in Figure 5.7, where we try to use all 8 sets of information. However, for all the

other situations with wrong search result, the selector cannot correct it.
e Analysis of the scheme

Running the program for a few times, we can find that the outliers can be decreased.
For example, at ’—1\";:- = 1dB, where we used to have 2-8 outliers during 10% burst
estimation, the outliers are normally smaller than 5 with the newly improved scheme.
The improvement of this scheme is small.

We also noticed that the complexity of the algorithm has been greatly increased

because of the eight sets of FFT computation.
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Chapter 6

Conclusions and Suggestions for

Further Research

6.1 Conclusions

The major objective of this research was to develop fast and efficient phase error
and frequency error estimation techniques. To do so, we studied the Maximum
Likelihood estimator class, analyzed and simulated various estimation scheme from
non-data-aided to data-aided and decision-directed, from feedforward structure to
feedback structure, and from the combination phase/frequency synchronizer to joint
phase/frequency synchronizer. We have made effort to study closely all the various
schemes, and to improve them not only individually, but also when they are used
combined with one another so as to exploit all of their advantages to compensate
their drawback characteristics.

For the phase estimator, we mainly studied the NDA-FF and DD-FB algo-
rithms. The NDA-FF has the highest transmission efficiency, approximate good
performance of the FB estimator, and can get fast estimation. These make it very
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suitable for the burst-mode transmission as well as continuous transmission. How-
ever, its special phenomenon of phase ambiguity asks for addition processing tech-
niques, such as phase unwrapping and differential encoding, which is supposed to
degrade its performance. On the contrary to this disadvantage of NDA-FF algo-
rithm, the DD-FB estimator is free of such drawback and also has the same high
transmission efficiency for continuous transmission methods. The main drawback
for DD-FB algorithm is its feedback topology which asks for long acquisition time.
The acquisition time can be too long (such as 60 bits in the simulation result in
Chapter 3) to be acceptable for many short burst TDMA systems. Therefore, in the
circumstances where the burst length is long enough, the DD-FB algorithm can be a
good choice for the phase estimation algorithm. Meanwhile, if we do not care about
the highest transmission estimation efficiency, a few preamble can be added to help
the acquisition. This makes it more suitable for the burst-mode transmission.

For the frequency estimator, we mainly studied the NDA-FF and DA-FB algo-
rithms. As all the FF estimators, although with the highest transmission efficiency,
this algorithm has limited estimation range because of the modulation removal pro-
cess and high implementation complexity. The main advantage is its low threshold.
On the other hand, the DA-FB algorithm has a simple implementation structure
and very broad estimation range, but with low transmission efficiency and high
threshold. These advantage and disadvantage factors are studied, and an improved
algorithm is obtained to get a broad estimation range estimator with the threshold
a little higher than the NDA-FF frequency estimator subject to proper choice of
preamble.

For the phase/frequency estimator, the combined NDA-FF algorithm has been
proven to have accurate estimation for both phase estimate and frequency estimate,
but with long delay for getting the estimation. While the joint DA-FB estimator is
much simple and fast, and can give accurate estimate with properly chosen preamble.

With sufficient long preamble, the joint DA-FB estimator can get the estimate as
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NDA-FF estimator can reach, where we say this in terms of both the accuracy and
the lowest working SNR.

With all the above analysis and studies, we see that there is always trade-off
factors between various algorithms. The choice in practice will be done according

to different necessity in the implementation.

6.2 Suggestions for Further Research

The performance of the combined NDA-FF and DA-FB phase/frequency offset syn-
chronizer have received the bulk of attention in this thesis. The aspects which remain

to be studied further are categorized into three major headings:

e Channel model

The results presented in this thesis are applicable to linear channels with no ISI.
First, since band limitation can introduce ISI, the effects of this form of interference
should be studied. This ISI will invalidate the assumption of Gaussian noise (nf and
n?) in some circumstance. The ISI would further introduce dependence between the
successive samples of received signal, and making the simulation and analysis results
quite different from what we have now. As consequence, further work should be done
under the condition of band-limited channel. Second, the nonlinear channel model

can also be the subject of further investigation.

e Implementation

The thesis contains a trade-off among the complexity and computing burden on one
hand and the effect of quantization on the performance of the algorithms on the
other hand. For all of the comparisons we have made in this thesis, there are just
for the core part of the estimation algorithm. The detail of the complexity will be
proved by the implementation itself. It should be studied for the totality of the
estimation algorithms considered, using detailed design and synthesis.
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e Signaling format

The study in this thesis is centered around the MPSK signaling format. How-
ever, some of the ideas can be transplanted to other signaling formats, such as for
offset-PSK, which is also a popular format in the telecommunication systems. It
is expected that with a minor change of the algorithm, the estimator can perform
equally good for certain other signaling formats.
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Appendix: Probability Density
Function of the Degradation for
NDA-FF Phase Estimator

We have known the characteristics as follows:

re = /Eref@rAfk+ao+oy) 4 o
areI@TATKTA0) 4

= s(k; Af, A8) +ny
= Sk + i
and
re = s+ js2 +nl + jn2
= Tk + JYk
= A CEA
= |ri|exp[—7 (2nAfk+ A8 + 6k + =1)]

To find the f5(6), we must find fx, y; (zk,yx) at first.

We first note that the random variable nf and nf are Gaussian. Their mean

and variance are determined by using properties of n (¢). That is, E[n (t)] = 0 and
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E[n(t1)n(t2)] = %6 (t; — t2), where & (£) is the Dirac delta function. Therefore,

E[ni]=E [ng] = 0
L k=
E [ninf} = 0

Given the transmitted symbols {a;}, sI and s9 are constant. As a result, X; and
k k

Yy are Gaussian, with moments

E[Xi|{acll = sk
Var [Xi[{ax}] = 2%
ElYi{a}] = 5%
Var([Yel{aedl = %
E[XiYil{a}] = sis?
Cov[XyYel{ax}] = O

Since X and Y; are Gaussian and uncorrelated, they are also independent. This

ensures that their joint pdf can be written as:

ka,Yk (xk, ykl {ak}) = fXg (xkl {ak}) fYk (ykl {ak})
__S=k22N-*;§vkL2 +__"£’k_;§ Vi ("Ile !2;'0{ 2 22]
= L e
wNo

(z)?+@e)? | fzx+sZve g,

- N, L N, N, ]
1 e[ o _f. L-4
7rNo

—00 < Tk, Y < OO

Since the samples are independent for different k, the joint pdf of all random Xk
and Yx denoted by vector X and Y respectively, is given by,

fxy (z, yl {ak}) = 5;;11(—1 [xeve (z&, ykl {ak})
LT -.Q
e
= 1I'No 6

—00 < VI, yr < 00
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Using the polar form and substitute &; inside,

Zk = |ri| cos (gx)

Y = [ri| sin (ex)
also with the use of Jacobian transformation, which is

fxy (z(Irl,€),y(rl.#))

fire(rl. €)= T(z.9)
where,
arl  alr|
J(z,y) = Z ZZ
oz By
the final result of the transformation is,
re])? Tk} cos(¢,
iaten (rel el {an}) = o~ H-+ A= ]

03]1‘1;[(00

- < g <00

Notice that the above is not explicitly dependent on the modulation. Furthermore,
the same pdf is obtained for all the symbols in the observation window. Therefore,
we may rewrite the pdf without the modulation condition, and without the k'th

sample subscript. That is:

l:_.(.lilc)i+ 7| r| cos(e) _%] 0 < ,TI < oo
firte (rl el {ax}) = d2kel © \Ff ' <

T <e<0

2E,
No

From the definition of §, which is,

[% Zf;’,(_l F (|rg|) sin (27rAf(k—l-N)M+Mek) ]

L ST F(Iril) cos (27Af(k—1=N)M+Mey)

was made.

with the substitution v =

6= —Alz arctan

Since |rx| and e are independent from |r;| and ¢; for (k 5% j), both numerator and

denominator of the arctan function are sums of independent random variables. By
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the central limit theorem (CLT), these sums, denoted as £ and 7, can be assumed

to have Gaussian distribution. That is,

6 = & arctan [-Z-]

+K— . —— I+K—
E = % k‘;ll'( IF(!TI:I) sin (21rAf(k 4 N)M-{-Mek) — % Zk-;l IA([C)
n = _Il{. L-;I[{—l F (lrkl) cos (27|’Af(k—l—N)M+M€k) — % Z;:;If—l B (k)

The moments of 4 (k) and B (k) are shown below,

E [A (k)] —_— ) [F (Irkl) sin (21rAf(k—l-—N)M+Mek)]
= sin(2rAf(k—~1— N)M) E[F (|r«|) cos (Mey)]
+cos (2rAf (k— 1 — N) M) E [F (|r|) sin (Mex)]

Owing to the independence of the random variables, we can drop the subscript in the
expectations. In addition, E [F (|ri|)sin (Meg)] tends to zero. In fact, for general
nonlinearity g (|r|) and even R,

Elg(rhsin(Be) = [ [ g(rl)sin (Re) fine (7] ) dd =0
Using this result in the last equality yields

E[A (k)] =sin (2TAf (k- — N) M) E [F (|r]) cos (Me)]

Similarly,
Var[A (k)] = Elarh]
. B[F2(|rf) cos(2Me)] cos(4m A f(k—I—N) M)
—sin? (2rAf (k~ 1 — N) M) E2[F (|r]) cos (Me)]
E[B (k)] =cos(2rAf (k—1— N) M) E [F (|r|) cos (Me)]
Var B (k)] = BlFrn] F22(|r|)

_ E[F2(|r|) cos(2Me)] cos(4w A f(k—1—N) M)
2

—cos? (2rAf (k-1 — N) M) E2[F (|r|) cos (Me)]
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E[A(k),B (k)] = E [F2(|r]) cos (2Me)]si;1(47rAf (k—1— N)M)

If we note that all samples are independent, then the moments of £ and 7 can be

easily determined.

Eff]=0

Varlg] = EIl“z(lrl)|

- 2K
E|F?(|r 2M.
__EB[FY 2;:8( &) Sk (2Mz)
2 T
_E2[F(| |%;{05(2M€)] [1 ~ Sk (2M8)]

E[n] = E[F (|r]) cos (Me) Sk (Me)]

Couvl¢,n] =0

where, Sk (2Me) = %%f{'z:rr_?{ﬁ%

Such that £ and 7 are independent Gaussian random variables with moments

kq = En), 0f = Var[n), pe = E[£], and 6 = Var[€]. Their joint pdf can be

written as,

207 3

Frie (1 €) = =— L]

2w o0

We can now apply the following transformation,

Zy
Zy = €% +n?

1
74 arctan [%]

therefore,

= 2psin(Mz;)

= zpcos(Mz)
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The pdf of Z; and Z, is given by [33], such that the final result of f5(d) is given by:

fs(8) =

for—%$5<%.

~uZ/u2
Me "€ onC¢
2r o2 sinz(M6)+a§ cos2(MJ)
o2 cos2(M &)
I {3
{1 + V2o, ﬁ\/:rg sin®(M8)+o7 cos?(M6)
o cos2(M$)
exp 2a2 o2 smz(M 8)+oZ cos?(Mé)
gz c 2 cos2{M6)

[1 +erf (TL \/ e CORT: msz(M‘”)] ’
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