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ABSTRACT

Transcoding of MPEG Compressed Video

Hani Sorial

Many video services use pre-encoded video for the distribution of video programs to end users. The transmission of compressed video over channels with different capacities may require a reduction in bit rate if the transmission media has a lower capacity than the capacity required by the video bitstream, or when the communication network is congested. The process of converting a compressed video format into another compressed format is known as transcoding. This thesis addresses the specific transcoding problem of bitrate reduction of a previously compressed MPEG video.

Fully decoding a compressed video then re-encoding it at a lower bit rate, as a second generation video, has two disadvantages. First, it is not an efficient solution in terms of implementation complexity, delay and cost. Second, errors are introduced in the repeated compression/decompression of MPEG video, known as multigeneration. In this research, five mechanisms contributing to the continued degradation in multigeneration of MPEG video are identified: Pixel Domain Quantization (PDQ), Pixel Domain Clipping (PDC), Compression Control Parameters Variation (CCPV), Motion Vector Re-estimation (MVR) and Error Propagation due to Motion Compensation (EPMC). The degradation caused by each mechanism is
illustrated and quantified by experiments.

Next, the research addresses transcoding of MPEG compressed video. Two methods to reduce the requantization errors in transcoding are proposed. The first method assumes Laplacian distributions for the original DCT coefficients. A Laplacian parameter for each coefficient is estimated at the transcoder from the quantized input DCT coefficients. These parameters are used in transcoding to improve the quality of the transcoded video. The second method, selective requantization, is based on avoiding critical ratios of the two cascaded quantizations (encoding versus transcoding) that either lead to larger transcoding errors or require a higher bit budget. The experimental results show that both methods improve the quality of the transcoded video.

Moreover, the thesis addresses the problem of multi-program video transmission over heterogeneous networks and provides a joint transcoder for transcoding multiple MPEG video bitstreams simultaneously. It is shown that joint transcoding provides better picture quality than independent transcoding of each sequence at a constant bitrate. Furthermore, joint transcoding minimizes the variation in picture quality between the sequences, as well as within each sequence. Consequently, joint transcoding results in a better utilization of the channel capacity.
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Chapter 1

Introduction
1.1 Introduction

Many video services use pre-encoded video for the distribution of video programs to end users. The transmission of compressed video over channels with different capacities may require a reduction in bitrate if the transmission media has a lower capacity than the capacity required by the video bitstream, or when the communication network is congested. The process of converting a compressed video format into another compressed format is known as transcoding. This thesis addresses the specific transcoding problem of bitrate reduction of a previously compressed MPEG video. Thus, throughout the thesis, the word transcoding will denote rate conversion of compressed video.

There are different approaches to bitrate reduction of compressed video including frame dropping, reducing the spatial resolution of the video, discarding high-frequency DCT coefficients, requantizing the DCT coefficients, and full decoding/re-encoding of the video. Usually, it is more advantageous to perform the rate conversion in the compressed domain, using partial decompression of the video bitstream. This reduces the computational complexity and delays as compared to fully decode the video and re-encode it at a lower bitrate. The former approach is adopted in this thesis.

Furthermore, in situations where a compressed MPEG video is subject to full decoding/re-encoding cycles, known as multigeneration of the video [1, 2], and in addition to the computational complexity involved in the MPEG encoding algorithm, the picture quality degrades at each cycle even though there is no manipulation of the image data and the compression factor is kept the same in each cycle. Errors in multigeneration of MPEG video result from different mechanisms associated with the MPEG encoding algorithm. This thesis identifies those mechanisms and
quantifies the degradation caused by each mechanism [3, 4].

In this thesis, bit-rate conversion of MPEG compressed video is achieved by partial decompression of the video bitstream, then requantizing the DCT coefficients. Rate conversion of the compressed video involves two subsequent quantizations: the first in encoding, and the second in transcoding. In general, cascaded quantizations lead to extra degradation in the video quality as compared to direct quantization of the original video with the second quantizer. However, it is possible to reduce the extra errors by providing requantization methods for efficient transcoding [5, 6]. This thesis presents two methods to reduce the requantization errors in transcoding [7, 8].

Moreover, in a multi-program video transmission environment, when several video sequences are transmitted over a fixed communication channel, transcoding may be necessary if the channel has a lower capacity than the bandwidth required by these sequences. A straightforward approach would be to transcode each sequence at a constant bitrate such that their total bitrate meet the channel capacity. However, since scene complexities among different programs usually vary significantly with time, joint transcoding of these sequences using a joint bit-allocation between sequences according to their relative scenes complexity is more efficient in terms of overall output video quality than independent transcoding of each sequence at a constant bitrate. In general, while independent coding of multiple programs at a fixed rate may lead to large variations in picture quality between the programs, recent studies has shown that joint encoding achieve a more uniform picture quality and is more effective for compression of multiple video programs [9, 10, 11, 12]. This thesis extends this approach and provides a joint transcoder for transcoding multiple MPEG compressed sequences transmitted over a fixed communication channel [13].
1.2 Organization of the Thesis

This thesis is organized as follows:

Chapter 2 covers background material related to the work presented in this thesis. The chapter presents an overview of digital video compression standards and of the common methods used by these standards to achieve compression such as transform coding, motion compensated prediction, and entropy coding. Furthermore, the chapter discusses other methods used to flexibly support different transmission bandwidth and receivers with different display capabilities, such as layered coding. Next, a brief discussion of object-based coding, a technique that provides an object-layered representation allowing coding, access and manipulation of individual audio-visual objects in the scene is provided. The chapter further presents various figures of merit used to evaluate the performance of video compression systems including subjective and objective measures of picture quality, and factors that influence the video quality such as visual complexity, encoding parameters, and multigeneration of video. Other factors that affect the performance of video compression systems such as encoding and decoding delays, robustness and implementation complexity are briefly discussed. Finally, various picture impairments that may occur in a video compression system are presented.

In situations where bitrate conversion of MPEG compressed video is necessary, a straightforward approach is to decompress the pre-encoded video then to re-compress it as a second generation video at a lower bitrate using a cascaded decoder/encoder system. In addition to complexity, this approach introduces multigeneration errors in picture quality due to the repeated compression/decompression of MPEG video. Chapter 3 studies the errors that result from multigeneration of
MPEG video and identifies the mechanisms that cause degradation in video quality. Experiments are provided to illustrate and quantifies the errors introduced by each degradation mechanism. This chapter is a part of the contributions of this thesis [3, 4].

Chapter 4 addresses the specific transcoding problem of bit-rate reduction of a previously compressed MPEG video. The chapter starts by presenting the different approaches to bit-rate conversion of MPEG video, contrasting transcoding to other rate conversion approaches such as scalable coding and full decoding/re-encoding of the video. The chapter discusses the importance of transcoding in providing flexibility in transmission bit-rates in situations such as network congestion, or when the transmission channel has a lower capacity than the capacity required by the pre-encoded video. Next, the chapter presents issues related to transcoding that will be addressed throughout the thesis such as transcoder structure, requantization and rate control.

An important issue in bit-rate conversion of compressed video is to provide requantization methods for efficient transcoding. Chapter 5 proposes two methods to reduce requantization errors in transcoding. The first method, assumes Laplacian distributions for the original DCT coefficients. A Laplacian parameter for each coefficient is estimated at the transcoder from the quantized input DCT coefficients. These parameters are used to reconstruct the original DCT coefficients prior to the requantization process at the transcoder. The second method, selective requantization, is based on avoiding critical ratios of the two cascaded quantizations (encoding versus transcoding) that either lead to larger transcoding errors or require a higher bit budget. Experiments are provided at the end of this chapter to illustrate the improvement achieved in picture quality by using each requantization method. This chapter is a part of the contributions of this thesis [7, 8].
Chapter 6 discusses the problem of multi-program video transmission over a fixed communication channel and addresses the situations where the communication channel has a lower capacity than the capacity required by the video bitstreams. The chapter presents a joint transcoder for transcoding multiple MPEG video bitstreams simultaneously and shows that joint transcoding reduces the variation in picture quality between the video sequences and within the individual sequences, as compared to independently transcoding each sequence at a constant bitrate. An important issue in joint transcoding is the joint bit-allocation method. The chapter provides detailed formulation on the joint rate control used in this work. The chapter also presents a joint bit-allocation method to implicitly minimize the quality variation between the jointly transcoded sequences. Moreover, the interaction of the joint transcoder with channel traffic is discussed. A comparison between joint transcoding and independent transcoding concludes that joint transcoding outperforms independent transcoding, even in the presence of channel traffic. Experimental results support the conclusions provided in this chapter. This chapter is a part of the contributions of this thesis [13, 12].

Finally, Chapter 7 concludes the thesis and summarizes the contributions provided in this work. The chapter also discusses future research directions in transcoding of compressed video.
Chapter 2

Digital Video Compression Standards: An Overview
2.1 Digital Video Compression Standards

Video sequences contain a large amount of data and require large storage capacity and transmission bandwidth. However, this data contains considerable redundancies and therefore compression is possible. The main goal of video compression is to offer savings in transmission and storage resources.

Digital video is compressed by reducing the redundancies in both spatial and temporal directions [14, 15, 16]. Spatial redundancy is expressed by the existing correlation between neighboring pixels in one frame, while temporal redundancy is represented by the correlation between consecutive frames in the sequence.

Furthermore, the Human Visual System (HVS) is less sensitive to coding errors in higher frequencies than those in lower frequencies [14, 17]. Thus compression techniques can take advantage of this psycho-visual property so that picture information corresponding to higher frequencies is quantized more coarsely, and therefore a lower bitrate can be achieved.

Many standards for digital video compression exist and cover a wide range of applications including multimedia CD-ROMs, TV broadcasting, interactive distance education and entertainment, video conferencing, and multimedia database services.

The International Telecommunication Union (ITU) developed H.261 and H.263 standards [18, 19] for audiovisual services such as video conferencing. H.261 was designed for data rates which are multiples of 64Kb/s. These data rates (64-1920 Kb/s) suit ISDN (Integrated Services Digital Networks) lines. The H.263 was developed for low bitrate communication, with emphasis on bitrates below 64Kb/s.

The International Organization for Standardization (ISO) established the Moving Picture Experts Group (MPEG) in 1988 to generate standards for digital video and associated audio. MPEG developed the MPEG-1 and MPEG-2 video
coding standards in 1992 and 1994, respectively [20, 21]. MPEG-1 was intended for coding of moving pictures and associated audio for multimedia and CD-ROM applications at up to about 1.5 Mbit/s. MPEG-2 was designed to be backward compatible to MPEG-1. It provides higher quality video (4-300 Mbit/sec) necessary for applications such as HDTV (High Definition Television) and SDTV (Standard Definition Television) broadcasting, TV production, and DVD (Digital Video Disc). MPEG-2 is also known as ITU-T Recommendation H.262 [21].

MPEG has finalized the MPEG-4 standard [22, 23] in October 1998. Unlike the above standards which deals with “frame-based video”, MPEG-4 however codes objects separately. It is designed to provide an efficient coding of video over a wide range of bitrates, to offer a new kind of interactivity, and to integrate objects of different natures (e.g. natural video, graphics and text). Its targeted applications are mainly Internet multimedia, interactive video, video conferencing, videophone, wireless multimedia, and database services over ATM (Asynchronous Transfer Mode) networks [24].

MPEG is developing another standard, MPEG-7, targeted for July 2001. MPEG-7 is concerned with the standardization of a “Multimedia Content Description Interface” which will allow the description, identification and access of audiovisual information [25]. It is intended to provide complementary functionality to the other MPEG standards.

This chapter presents an overview on current digital video compression technology, with emphasis on the common methods used in video compression standards. The organization of this chapter is as follows. Section 2.2 presents common methods used in video compression standards, specifically, transform coding, motion compensated prediction, and entropy coding. Section 2.3 discusses scalable coding, a technique that allows for a layered representation of the coded bitstream. Scalable
coding can be used as an alternative approach to bitrate reduction of MPEG compressed video in a prioritized Transmission such as ATM networks. In the case of network congestion, lower priority ATM cells may be discarded to reduce the bitrate of the video. Using this approach however for transmission of MPEG-2 compressed video can provide only a limited number of transmission bitrates as compared to transcoding which can flexibly provide a wide range of transmission bitrates. Next, Section 2.4 discusses various figures of merit used to evaluate the performance of video compression systems. Section 2.5 presents various picture impairments that may occur in a video compression system. Finally, Section 2.6 concludes this chapter.

2.2 Methods Used in Video Compression Standards

All video compression standards discussed above share common methods to achieve compression: a DCT (Discrete Cosine Transform) based method used to reduce the spatial redundancy within a video frame, and a Motion Compensated Differential Pulse Code Modulation (MC-DPCM) method used to exploit the temporal redundancy between frames. In addition to these lossy compression methods, run-length coding and variable length coding (VLC) are used to achieve further lossless compression.

Figure 2.1 shows a Motion Compensated DCT (MC-DCT) based encoder structure used in video compression standards [18, 19, 20, 21]. The encoding process may begin with some preprocessing which may include color conversion, format translation (e.g., interlaced to progressive), pre-filtering and subsampling. These
operations however are not specified in the standards [16].

Two types of coding are used: *intraframe* and *interframe*. In intraframe coding, the compression algorithms employ DCT coding techniques on $8 \times 8$ blocks to explore the spatial correlations between neighboring pixels. In interframe coding, a hybrid motion compensated prediction followed by transform coding of the remaining spatial information is used to achieve high data compression.

Next section describes block-based transform coding with emphasis on the discrete cosine transform which is used in current video compression standards.

### 2.2.1 Transform Coding

In transform coding [17, 26], a block of dependent pels (picture elements) is transformed into a set of less correlated coefficients. Usually, the transform is linear and orthogonal. The transform coefficients are then uniformly quantized to achieve
compression. Further, the transformation usually provides energy compaction into few transform coefficients, which is a desirable property for signal compression [15].

The motivation for why transform coding has relatively good capability for bitrate reduction comes from the following:

- Not all transform coefficients need to be transmitted to maintain good image quality.
- Coefficients that are coded need not be represented with full accuracy.

In addition, as the transform coefficients are generally related to the spatial frequencies in the image, compression techniques can take advantage of the psycho-visual property of the human visual system by quantizing more coarsely the higher-frequency coefficients.

In order to illustrate transform coding, consider the linear transformation of an $N \times N$ block of data $x$. Assuming a separable $2-D$ transformation, this can be written as:

$$X = A^T x A$$

(2.1)

where $A$ is an $N \times N$ transform matrix also referred to as transformation kernels or basis functions, and $X$ is an $N \times N$ matrix of transform coefficients. Note that $A$ is an orthogonal matrix.

Lossy transform-based compression methods usually achieve compression by quantizing the transform coefficients and discarding those that are less important. If $\hat{X}$ represents the $N \times N$ matrix of quantized coefficients at the receiver, then the reconstruction of $x$, denoted by $\hat{x}$, is given by the inverse transform:

$$\hat{x} = A \hat{X} A^T$$

(2.2)
The optimum transform in a mean-square sense, is one that minimizes the mean square reconstruction error for a given number of total bits. This is the Karhunen-Loève Transform (KLT) [26, 27]. However, the basis functions of the KL transform are image dependent and of relatively high computational complexity. A solution to data dependency is to use statistical image models (e.g. first order Autoregressive model AR(1) [26]).

The discrete cosine transform is seen to be close in performance to the KLT, with the advantage that its basis functions are image independent. In practice, the DCT is widely used and is the basis of all image and video compression standards.

DCT-based Coding

The choice of the DCT [17, 28, 29, 30] in video compression standards comes from the important benefits it offers:

- The compaction efficiency of the DCT is close to that of the KLT for images with high inter-pixels correlation coefficient. It was shown that for a first order Autoregressive signal (AR(1)), as the correlation coefficient between adjacent samples approaches one, the basis functions of the KLT become the basis functions of the DCT [31].

- The DCT basis is image independent. This avoids the additional complexity needed to determine the basis, as well as the requirement of constant updating for non-stationary signals [15].

- Computations of the DCT can be performed using fast algorithms. This is desirable from both hardware and software implementation viewpoint.

- The DCT is an orthogonal transform. The two-dimensional DCT of an $N \times N$
data block is defined as:

\[ X(u, v) = \frac{2}{N} C(u)C(v) \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} x(i, j) \cos \left( \frac{(2i + 1)u\pi}{2N} \right) \cos \left( \frac{(2j + 1)v\pi}{2N} \right) \]  

(2.3)

\[ i, j, u, v = 0, 1, 2, \ldots, N - 1 \]

and

\[ C(u), C(v) = \begin{cases} 
\frac{1}{\sqrt{2}} & \text{for } u, v = 0 \\
1 & \text{otherwise} 
\end{cases} \]

where \( x(i, j) \) are the data values and \( X(u, v) \) are the transform coefficients.

The inverse DCT is given by

\[ x(i, j) = \frac{2}{N} \sum_{u=0}^{N-1} \sum_{v=0}^{N-1} C(u)C(v)X(u, v) \cos \left( \frac{(2i + 1)u\pi}{2N} \right) \cos \left( \frac{(2j + 1)v\pi}{2N} \right) \]  

(2.4)

Note that the transformation kernels are separable. Typically, a two-dimensional DCT is performed on 8 \( \times \) 8 image blocks in two steps, by applying a one-dimensional DCT first to the rows then to the columns. More details on the DCT can be found in [28, 29, 30].

Next section reviews the basics of predictive coding.

### 2.2.2 Predictive Coding

In order to describe predictive coding, consider first Pulse Code Modulation (PCM), the most basic compression method. PCM consists of sampling an analog signal and quantizing each sample using a scalar quantizer of finite set of quantization levels. PCM quantizes the data independently. However, in order to get greater compression, the dependencies between neighboring pixels in space and time need to be exploited. A well known method that takes advantage of data dependencies is differential PCM (DPCM).
DPCM

The basic idea of DPCM [26] is to estimate the present data value based on previously encoded data. The prediction error (the difference between the actual sample and the predicted sample) is then coded and transmitted.

To illustrate DPCM, consider the simplest case where the prediction is based on the previous $M$ quantized samples of an input image. Assuming a linear prediction, this can be expressed as:

$$\hat{x}(n) = \sum_{m=1}^{M} a_m \hat{x}(n - m)$$

(2.5)

where $\hat{x}(n)$ is the predicted value of $x(n)$, $a_m$ correspond to the prediction filter coefficients, and $\hat{x}(n - m)$ are the previous quantized samples. The prediction error $d(n)$ is defined as:

$$d(n) = x(n) - \hat{x}(n)$$

(2.6)

and the prediction gain [26] is given by:

$$G_p = \frac{\sigma_x^2}{\sigma_d^2}$$

(2.7)

where $\sigma_x$ and $\sigma_d$ are the variances of the input signal and the prediction error signal, respectively.

Next section presents motion compensated prediction, a main coding method in video compression standards [14].

2.2.3 Motion Compensated Prediction

Motion compensation uses the same idea as the above, but the prediction is more complicated. Here, a temporal prediction is formed using temporally adjacent samples; which are determined through the process of motion estimation [16, 32].
Motion-compensated prediction takes advantage of the strong correlations between consecutive frames in a sequence. A current frame could be predicted from a past reference frame (forward prediction) and/or a future reference frame (backward prediction).

There are three main picture types that may be used in video compression. *Intra* coded pictures (*I*-pictures) are coded without reference to other pictures (i.e., without motion compensation). They are useful to provide access points in the coded sequence. *I*-pictures are coded with a relatively moderate compression. *Predictive* coded pictures (*P*-pictures) are coded more efficiently than *I*-pictures using motion compensated prediction. They may be predicted from past *I* or *P* frames and are used as references for further prediction. *P*-pictures can propagate coding errors. *Bidirectionally* predicted pictures (*B*-pictures) provide the highest degree of compression. They are coded using motion compensated prediction from either the past and/or future *I* or *P* pictures. *B*-pictures do not propagate errors because they are never used as reference pictures. They are also useful in predicting uncovered areas that do not appear in previous pictures.

Note that in video compression standards, the organization of picture types is flexible and depends on the application.

**Motion Estimation**

One of the most computationally intensive operations in video compression is the motion estimation process involved in a motion compensated prediction coding system [16]. In a real scene, the motion is complex. However, most motion compensation techniques use simple block-based motion estimation methods [15, 16]. These methods assume that the motion is *translational* and moves in a plane that is parallel to the camera plane, therefore excluding zoom and rotational motion. They also
Figure 2.2: Block-based motion estimation process.

assume that the illumination is spatially and temporally constant so that matching can be done based on pixel intensity between frames. Further, it is assumed that occlusion of one object by another [33], as well as self-similarity of objects are relatively small.

Figure 2.2 illustrates the block-based motion estimation process. A current frame is divided into blocks. The location of each block is given by the \((x, y)\) coordinates of its left-top corner. To predict a block in a current frame, a search region \([-d, d]\) around the original location of the block is identified in the reference frame. This region is then searched for the best matching block. Let \((x + i, y + j)\) be the location of the best match. The vector from \((x, y)\) to \((x + i, y + j)\) is referred to as the motion vector associated with that block. Typically, the motion vector is expressed in relative coordinates, that is; it is simply expressed as \((i, j)\).

Note that block-based motion compensation methods assume that the motion is constant within a block. The smaller the block size is, the more valid this model becomes, but with increasing overheads for the transmission of motion vectors [15, 16]. Block-based motion compensation is implemented in all current video compression standards [15].
Best-match Criterion

For each block in a current frame, the corresponding best matching block in the reference frame is calculated by minimizing a cost function. Two widely used cost functions [34] are the Mean Square Error (MSE) defined as:

$$MSE(i, j) = \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} [S_c(x + m, y + n) - S_r(x + m + i, y + n + j)]^2$$  \hspace{1cm} (2.8)

and the Mean Absolute Difference (MAD) defined as:

$$MAD(i, j) = \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} |S_c(x + m, y + n) - S_r(x + m + i, y + n + j)|$$  \hspace{1cm} (2.9)

where $S_c$ and $S_r$ are $M \times N$ blocks in current and reference frames, respectively; and $-d \leq i, j \leq d$.

The best match is given by the coordinates $(i, j)$ for which the cost function is minimized. These coordinates also define the motion vector. The MAD is more attractive than the MSE due to the reduced computational complexity [15].

Search Algorithms used in Block-based Motion Estimation

In order to find the best match with a maximum displacement of $d$, an exhaustive search would require $(2d + 1)^2$ calculations of the cost function. Generally, a full search is computationally expensive but guarantees finding the optimum match. Several techniques have been proposed in order to reduce the computational complexity involved in the search. Three known techniques are the 2D-logarithmic search, the three-step search and the conjugate direction search. More details on these techniques can be found in [34]. Note that these techniques are heuristic and do not guarantee to find an optimum match.
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Since the true displacements between frames may not be at integer pixel resolution, fractional pixel accuracy could result in a better motion compensated prediction. This is achieved by interpolating the frames before applying motion compensation. MPEG video compression standards permit motion vectors to be specified at least to a half-pixel accuracy [16].

2.2.4 Quantization

In video compression standards, the DCT transform is performed on $8 \times 8$ blocks of data. Equation 2.3 gives the two-dimensional DCT coefficients $X(u,v)$. As stated earlier, these coefficients are related to the spatial frequency content of the data block. The coefficient $X(0,0)$ is known as the DC coefficient of the block and is the average of the input block samples. Other coefficients are known as the AC coefficients of the transform.

The 64 DCT coefficients are uniformly quantized. The quantizer step size that is used for each coefficient is specified in a quantization table. This table is part of the information that must be transmitted to the decoder. The quantization process [15] is defined as a division of each DCT coefficient $X(u,v)$ by its corresponding entry from the quantization table $Q(u,v)$, followed by rounding to the nearest integer.

$$X_Q(u,v) = \text{Round} \left( \frac{X(u,v)}{Q(u,v)} \right)$$  \hspace{1cm} (2.10)

At the decoder, inverse quantization [15] is performed as

$$\hat{X}(u,v) = X_Q(u,v)Q(u,v)$$  \hspace{1cm} (2.11)

A set of quantization tables that are derived from psycho-visual experiments [35] are given in MPEG-2 standards [21].

Next section presents the different coding decisions for macroblocks.
2.2.5 Macroblock Coding Modes

In block-based MC-DCT coding standards, motion compensation and coding decisions are performed on a macroblock basis. A macroblock is a unit (typically 16 × 16) that contains blocks of data from the luminance component (Y component) and from the spatially co-sited chrominance components (Cb and Cr components) [21]. There are three chrominance formats for a macroblock, namely, 4:2:0, 4:2:2, and 4:4:4 formats. These formats are shown in Figure 2.3.

Within a single I, P, or B picture, macroblocks can be coded differently. I-pictures are coded without motion compensation. Each macroblock may be coded using a different quantizer scale (Mquant). In general, the encoder may decide to change Mquant to prevent possible buffer overflows or underflows.

The encoding decision for macroblocks in P and B pictures are summarized in the following:

- Decide if you want to code the macroblock as intra-type or inter-type macroblock. In some cases it is better to code a macroblock in P and B pictures as an I-macroblock. This may happen if motion estimation fails due to a high temporal activity.

- Decide if a macroblock need to be coded or not. If after quantization, all coefficients in the macroblock are zero, then the macroblock is skipped.
• Decide if some of the blocks within a macroblock may be skipped. A coded block pattern is used to indicate which of the blocks within a macroblock are coded.

• Decide if the quantizer scale needs to be changed.

More details on macroblock coding can be found in [16].

2.2.6 Entropy Coding

Entropy coding is the last stage in the encoding algorithms of video compression standards [18, 19, 20, 21]. It is a lossless compression stage following the quantization of the DCT coefficients. Entropy coding consists of two main steps: run-length coding (RLC) and variable-length coding (VLC).

Before entropy encoding, extra processing is applied to the DC coefficient \(X(0, 0)\). This coefficient represents the mean value of the input block. Usually there is a high correlation between DC coefficients of adjacent transform blocks. Thus, in order to take advantage of this correlation, the difference between the quantized DC coefficients of adjacent blocks is computed. This value is then coded instead of the original quantized value.

Run-length Coding

After quantization of the DCT coefficients, and since in general images tend to have low-pass spectrum, the non-zero DCT coefficients will tend to cluster at low frequencies and a large number of high frequency coefficients are likely to be zero. The quantized DCT coefficients are ordered in a zig-zag scan [16, 20, 21] such that non-zero coefficients will tend to be sent first. There will normally be a large run of
zero coefficients at the end of the scan. An end-of-block marker is usually used to eliminate the need to transmit these coefficients.

Each AC coefficient is represented by its value and the run-length of zero valued coefficients that occur before it. The run/value combinations are mapped into codewords. Usually these codewords have a peaked distribution and are further compressed using VLC.

**Variable-length Coding**

Variable-length coding [17] is a lossless compression technique that can achieve a reduction in the average number of bits per codeword by assigning shorter codes to codewords having high probability of occurrence and longer codes to codewords having lower probability [17].

The average codeword length will be

\[ C_{av} = \sum_k C_k P_k \quad (2.12) \]

where \( C_k \) denotes the \( k \)th codeword length and \( P_k \) is its probability of occurrence.

A fundamental result due to Shannon [36] establishes the entropy \( H \) of the source as a lower bound for the average number of bits per source symbol needed to code a discrete source, i.e.,

\[ C_{av} \geq H \quad (2.13) \]

and

\[ H = - \sum_k C_k \log_2 P_k \quad (2.14) \]

as \( \{P_k\} \) becomes highly concentrated, the entropy becomes smaller, and a variable length coding technique is more advantageous.
In video compression standards, the codewords representing the run/value combinations of the quantized DCT coefficients are usually coded using Huffman code [37, 38]. The code satisfies the prefix rule, which states that no code forms the prefix of any other, that is, the code is uniquely decodable once its starting point is known.

2.2.7 Rate Control

An important feature supported by video compression standards is the possibility of generating both constant and variable bitrates to suit different applications such as storage of video and real-time transmission. The rate control algorithm however is not part of the standards and is thus left to the implementers to develop efficient strategies.

In constant bitrate (CBR), the picture quality may vary depending on its content. Variable bitrate (VBR) however is meant to provide constant quality coding [21].

Rate control is based mainly on a buffering technique. An output buffer control the quantization of macroblocks depending on the buffer fullness. Many researchers proposed algorithms for bitrate control. One well known rate control algorithm is described in the Test Model document, version 5 (T. M5) [39]. The algorithm consists of three main steps, a target bit allocation which estimates the number of bits available to code the next picture, a rate control that uses a “virtual buffer” to set the reference value of the quantization parameter for each macroblock, and an adaptive quantization which modulates the reference value of the quantization parameter according to the spatial activity in the macroblock in order to derive the actual value of the quantization parameter used to quantize the macroblock. More
details on the $TM_5$ rate control algorithm are available in [39].

More details on bitrate control can be found in [40, 41, 42].

2.3 Scalable Coding

Scalable coding [14, 16, 21, 43, 44, 33, 45] allows for a layered representation of the coded bitstream. It provides interoperability between different services and flexibly supports receivers with different display capabilities.

In scalable coding, it is also possible to assist concealment techniques by arranging the coded video information such that the most important information have a higher priority level in transmission [21]. A loss of less important information can then be effectively concealed. The main challenge in prioritizing the data layers is to reliably deliver video signals in the presence of channel errors, such as cell loss in ATM-based transmission networks [14]. In case of network congestion, scalable coding can provide a limited number of transmission bitrates. However, this approach is not as flexible as transcoding which can provide a wide range of bitrate reductions for MPEG compressed video.

Scalability allows a simple video decoder to decode and produce basic quality video while an enhanced decoder may decode and produce an enhanced quality video. This is possible because in scalable coding, the video is coded as two or more layers, an independently coded base layer and one or more enhancement layers coded dependently. Scalable coding offers a means of scaling the decoder complexity if processor and memory resources are limited. Scalability is implemented in MPEG-2 and MPEG-4.

There are four basic modes of scalable coding: data partitioning, SNR scalability, spatial scalability, and temporal scalability. These basic schemes can be
combined to form a hybrid scalability scheme [16]. In the following, a two-layers scalable coding is assumed: a base layer and an enhancement layer.

- **SNR scalability**: provides two layers with the same spatial resolution but different video quality. The highest quality video is reconstructed by decoding both the base and enhancement layers. SNR scalability is based on frequency (DCT-domain) scalability technique. At the base layer, the DCT coefficients are coarsely quantized to achieve moderate image quality at reduced bitrate. The enhancement layer encodes the difference between the non-quantized DCT-coefficients and the quantized coefficients from the base layer with finer quantization stepsize.

SNR scalability has been primarily developed for video applications that support multiple quality levels in prioritized transmission media.

- **Spatial scalability**: has been developed to support displays with different spatial resolutions. It provides two layers of different spatial resolutions. A lower spatial resolution video can be reconstructed from the base layer. The enhancement layer uses the spatially interpolated base layer to provide a video stream at the full spatial resolution. Spatial scalability is based on a classical pyramidal approach for progressive image coding [46, 47].

Spatial scalability is useful for many applications including embedded coding for HDTV/SDTV systems, allowing a migration from SDTV services to higher spatial resolution HDTV services [14].

- **Temporal scalability**: allows layering of video frames. The base layer is coded by itself and provides the basic temporal rate. The enhancement layer is coded using temporal prediction with respect to the base layer. The two
layers combined together give the full temporal resolution of the video.

Temporal scalability can be used in stereoscopic video for receivers with stereoscopic display capabilities [48, 49]. Layering can be achieved by providing a prediction of one of the images of the stereoscopic video (e.g., left view) in the enhancement layer based on coded images from the opposite view in the base layer [14].

- **Data partitioning:** splits the bitstream into two layers, called partitions. For example; the first partition may include address and control information and low-frequency DCT coefficients, while the second partitions contains the high-frequency DCT coefficients. The first partition may then be provided the highest transmission error protection.

Data partitioning can be implemented with a very low complexity compared to other scalable coding schemes [14].

More details on scalable video coding can be found in [16, 21, 43, 44].

### 2.4 Figures of Merit

Various figures of merit may be used to evaluate the performance of video compression systems. Subjective and objective measures are used to rate the video quality of different video codecs (coder/decoder). Furthermore, by understanding the factors that influence the quality of video in a compression system, higher video quality can be achieved. Other important issues from a practical viewpoint are delays, robustness and error concealment, implementation complexity and cost.

Detailed discussion of the various figures of merit comes next.
2.4.1 Video Quality Measures

Video quality measures are useful in rating the performance of a video compression scheme and in providing a certain quality of service (QoS). There are mainly two types of quality measures: subjective and objective.

Subjective measures [17, 50, 51] are the result of human observers providing their opinion of the video quality. These measures are the most reliable quality evaluations since the end user is usually a human viewer. They use rating scales such as goodness scales and impairment scales. Goodness scales rate video quality on a scale ranging from excellent to unsatisfactory. Impairment scales rate the video on the basis of the level of degradation in the video when compared with the original or reference video. Although subjective measurements are the most representative video quality measures, they are costly and time consuming.

Objective measures are performed using mathematical equations. A common objective measure is the peak signal-to-noise ratio (PSNR) [17] given by

\[
PSNR = 10 \log_{10} \frac{255^2}{M \sum_{m=1}^{M} \sum_{n=1}^{N} (x(m,n) - \hat{x}(m,n))^2} = 10 \log_{10} \frac{255^2}{MSE} \tag{2.15}
\]

Where \( x(m,n) \) and \( \hat{x}(m,n) \) are the original picture and its reconstructed version, respectively, of size \( M \times N \).

For video sequences, the PSNR is averaged over the total number of frames.

Two important measures for video sequences are the minimum PSNR (\( PSNR_{\text{min}} \)) for all frames and the PSNR variation (\( PSNR_{\text{var}} \)) between the frames. For a sequence of \( L \) frames, \( PSNR_{\text{min}} \) and \( PSNR_{\text{var}} \) are given by

\[
PSNR_{\text{min}} = \min \{PSNR(l)\} \quad \forall \ l \tag{2.16}
\]

and

\[
PSNR_{\text{var}} = \frac{1}{L} \sum_{l=1}^{L} \left(PSNR(l) - \overline{PSNR}\right)^2 \tag{2.17}
\]
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where $\overline{PSNR}$ is the average PSNR over the $L$ frames. An efficient coding scheme should maintain certain minimum picture quality ($PSNR_{min}$) as well as a constant quality (minimum $PSNR_{var}$) throughout the total length of the sequence.

The mean-squared error (MSE) is also a common objective measure and is given by the denominator of Equation 2.15. Another variation on the MSE is the mean-absolute difference (MAD) [16].

Although objective measures like MAD, MSE and PSNR have many practical uses, they may not provide a good measure of the perceptual distortion of images [52]. This is because these measures do not take into account the properties of human perception. Thus, they can not indicate the type of artifacts presented in degraded images, as well as the location of these impairments. Moreover, equal values of MAD, MSE or PSNR for two degraded images do not necessary imply similar subjective quality.

For illustration, Figures 2.4 and 2.5 show the PSNR for two degraded versions of frame No. 11 of Susie sequence. In Figure 2.4, artificial errors have been introduced in two adjacent $8 \times 8$ blocks on the same line. In Figure 2.5, low pass filtering has been used to remove some of the high spatial frequency content of the picture. Although the PSNR is greater in Figure 2.4, the subjective quality of Figure 2.5 is better.

The drawback in the objective measures together with the complexity and time consumption of the subjective tests let researchers devoting their time to study the human visual system in order to find objective measures of subjective goodness. More details on this can be found in [53, 54, 55, 56, 57].
Figure 2.4: Artificial errors introduced. PSNR = 37.72 dB

Figure 2.5: Low-pass filtering. PSNR = 35.35 dB
2.4.2 Factors Affecting the Video Quality

There are several important factors that influence the video quality in a compression system. By understanding the impact of each of these, higher video quality can be preserved [58]. Furthermore, a knowledge of these factors allows rating the overall performance of compression systems. Among these factors are the following.

- **Visual complexity:** The number of bits required to compress sequences to a given level of quality varies depending on the visual complexity of the sequences. High detailed sequences with fast motion require more bits than low detailed sequences with moderate motion.

- **Luminance and Chrominance resolutions:** Reducing the resolution of the source video is one of the easiest ways to reduce the data rate in compression. MPEG-1 [20] for example scales images to SIF (Source Input Format) resolution, with luminance resolution of $352 \times 240$ for NTSC (National Television System Committee) and $352 \times 288$ for PAL (Phase Alternating Line) and SECAM (Sequentiel Couleur avec Memoire).

Another common data rate reduction is to subsample the chrominance components even more than the luminance. This takes advantage of the fact that the human visual system is more sensitive to changes in the luminance than changes in the chrominance. For example, MPEG-2 Main profile/Main level (MP@ML) subsample the chrominance by a factor of 2 both in the horizontal and vertical directions with respect to the luminance [21]. This is known as a 4:2:0 video format. While this may be appropriate for home TV viewing, it is inadequate for post-production and editing [58, 59]. Digital video effects and chroma keying require the preservation of more color detail.
• **Bitrate and GOP structure:** In order to estimate the video quality of a compression system, one must know both the bitrate and the frequency of occurrence of the intra-pictures \(I\) and the non-intra pictures \(B\) and \(P\). In MPEG, a group of picture (GOP) structure commonly defines these frequencies. For example, MPEG-2 MP@ML typically uses a GOP structure of 15 frames as \(IBBPBBPBBPBBBPBB\). This is commonly referred to by two indices: \(N\), the GOP length, and \(M\), the distance between \(I/P\) frames; i.e., \(N = 15, M = 3\).

\(P\) and \(B\) pictures take less bits to compress than \(I\)-pictures. Thus, for a given bitrate longer GOP structures result in higher video quality. Table 2.1 illustrates the relation between the visual complexity of the sequence, the GOP structure, the bitrate (or compression ratio), and the average PSNR. The length of each sequence is 90 frames (each 704 samples/line and 480 lines/frame), with a frame rate of 30 frames/s and a 4:2:2 chroma format. The sequences are coded using the 4:2:2 profile/Main level (4:2:2@ML). The original test sequences are shown in Figure 2.6, Figure 2.7, and Figure 2.8 in order of visual complexity. Table Tennis has the lowest complexity, while Mobile & Calendar has the highest visual complexity. Notice that for a given bitrate and a GOP structure, the PSNR is higher for lower visual complexity sequences. Furthermore, longer GOP structures result, in general, in a higher PSNR.

• **Motion estimation search range:** Motion estimation also influence the quality of the compressed video. A larger search range results in general in a better estimation and a lower residue which will require less bits to compress. Thus for a given bitrate, an efficient motion estimation algorithm will result, in
Figure 2.6: Frame No. 30 of Table Tennis

Figure 2.7: Frame No. 15 of Flowers

Figure 2.8: Frame No. 15 of Mobile
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Table 2.1: PSNR (in dB) of the 4:2:2 profile/Main level for different visual complexity sequences (Y-component) at various bitrates.

<table>
<thead>
<tr>
<th>Bitrate</th>
<th>Compression factor</th>
<th>GOP structure</th>
<th>PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Tennis</td>
<td>Flowers</td>
</tr>
<tr>
<td>40 Mb/s</td>
<td>4.06</td>
<td>I-only</td>
<td>41.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>44.57</td>
</tr>
<tr>
<td>30 Mb/s</td>
<td>5.41</td>
<td>I-only</td>
<td>39.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>42.03</td>
</tr>
<tr>
<td>20 Mb/s</td>
<td>8.11</td>
<td>I-only</td>
<td>35.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>38.91</td>
</tr>
</tbody>
</table>

In general, in a higher video quality. However, a larger motion estimation search range requires more computational power, hence, a more complex encoder.

- **Multigeneration:** In some applications, such as a studio environment or an image/video distribution network, it is necessary to compress and decompress images many times. This process is known as multigeneration [4, 3, 1, 2]. In a motion-compensated DCT compression scheme like MPEG, multigeneration result in further degradation of the pictures, even though there is no manipulation of the image data and the compression factor is the same in each cycle.

Shorter GOP structures reduce the degradation in multigeneration. However, higher bitrates are needed to maintain a certain level of video quality. MPEG2 4:2:2 profile/Main level (4:2:2@ML) provides bitrate up to 50 Mb/s which allows the use of short GOPs (e.g. I-only, IB), thus retaining editing flexibility and quality sufficient for multiple generation of post-production and distribution [21, 60].

Although longer GOP structure result in higher video quality, they usually suffer more degradation when the video goes through multiple generations.
Figure 2.9: Multigeneration of Flowers at 40Mb/s (compression ratio of 4.06) for two different GOP structures.

This is illustrated in Figure 2.9 which shows the relation between the GOP structures and the degradation caused in multigeneration of the video. The PSNR of the sequence Flowers (Y-component) is shown for two GOP structures: I-only, and IBB. The sequence is coded at 40Mb/s, 4:2:2 profile/Main level. Notice that longer GOP structures result, in general, in a higher PSNR at the first generation. However, their degradation through multigeneration is higher.

More details on the degradation mechanisms in multigeneration of MPEG video can be found in [4, 3].

2.4.3 Encoding and Decoding Delays

Most of the computational delays at the encoder depend on the motion compensation algorithms used. On the other hand, an all I-frame coder eliminates the need for motion compensation at the expense of the reduced compression. Large encoding delays may not support real-time applications such as video conferencing.
Decoding delays are also important in real-time video applications. For example, B-frames impose a decoding delay as their prediction depend on future frames. This dependency affects the decoding order of the frames [15]. The decoder must first decode the future frame on which a current B-frame depends on. This also requires additional memory to store the future frame.

In H.261 video compression standard [18] used in video conferencing, B-type macroblocks are not allowed.

2.4.4 Robustness and Error Concealment

Error concealment is an important component of any error robust video codec. The effectiveness of an error concealment strategy highly depends on the concealment method used as well as the ability of the decoder to detect and localize the error, and to resynchronize after an error detection. The goal of error concealment is to recover the missing data at the decoder by utilizing the remaining redundancies in the compressed video bitstream.

In a prioritized Transmission such as ATM networks [24], scalable coding may be used to assist concealment techniques. For example, encoded video data may be partitioned into low-priority data such as high-frequency DCT coefficients, and high-priority data such as addresses, motion vectors and low-frequency DCT coefficients. In the case of network congestion, lower priority ATM cells may be discarded. At the decoder, Lost data can be reconstructed using temporal and spatial interpolation techniques [61, 62].

Error concealment is an area of active research. More details can be found in [61, 62, 63, 64, 65, 66].
2.4.5 Complexity Issues

In addition to providing high perceptual quality, video codecs must also be competitive in terms of implementation and cost. Video compression standards are by nature asymmetric, where the encoder is more complex than the decoder. Further, these standards specify only the decoder and the bitstream, allowing for enhanced encoders as long as they produce a compliant bitstream.

Complexity is reflected by the number of words of memory and combinational logic required to implement the compression algorithm [15]. A common complexity measure is the total number of operations per second and is expressed in \textit{MOPS} (million operations per second). This measure is an important factor in designing architectures of video processors [16].

Many applications, such as SDTV/HDTV require real-time video compression. The ability of compression algorithms to make significant use of parallelism is an important factor in improving the process speed, especially when the coding algorithms are computationally intensive. Parallel video compression algorithms can be implemented using either hardware or software approaches [67]. Hardware approaches include the design of special architectures to accelerate computations [68], while software approaches may use parallel supercomputers [69, 70].

2.5 Video Compression Impairments

There are several types of picture impairments that may occur in a video compression system. Among these are:

- \textbf{Blocking}: is a typical artifact in a block-based DCT compression system which is characterized by the appearance of block edge effects and a visible
discontinuity between adjacent blocks, especially in low detail areas of the image [17]. Blocking (or tiling) is usually caused by quantization error in lower DCT coefficients, especially at coarse quantization levels.

Two Approaches to reduce the effect of blocking artifacts are given in [71, 72].

- **Blurring**: is characterized by the loss of sharpness in regions of rapid luminance variation (high detailed regions). It may result when a large percentage of the high-frequency DCT coefficients is set to zero and not transmitted [17].

- **Smearing**: is a localized distortion over a sub-region of the image, characterized by reduced sharpness of edges and spatial detail.

- **Edge busyness**: is characterized by spatial distortion concentrated near the edge of objects.

- **Jerkiness**: is the perception of a nonuniform motion of objects in a scene due to the loss of temporal resolution. That is, smooth and continuous motion is perceived as a series of distinct images.

- **Mosquito noise**: is a distortion characterized by moving artifacts around edges (edge busyness associated with movement).

For illustration, Figure 2.10 shows a zoomed image from frame No. 11 of Susie sequence. Blocking and blurring artifacts for this image are shown in Figures 2.11 and 2.12, respectively.

### 2.6 Summary of Chapter 2

In this chapter, an overview of different methods used in video compression standards has been presented. The main stages in the coding algorithms of these standards
Figure 2.10: Original Image

Figure 2.11: Blocking artifact

Figure 2.12: Blurring artifact
include an MC-DCT based coding followed by entropy coding of the quantized DCT coefficients. Scalable coding has been also presented as a mean of providing a layered representation of the coded bitstream. This allows interoperability between different services and may assist concealment techniques. In case of network congestion, scalable coding can provide a limited number of bitrates in transmission of MPEG-2 compressed video. However, transcoding is a more reliable approach that provides flexibility in transmission bitrates.

As evaluating the performance of video compression systems is an important factor from a practical viewpoint, it was necessary to discuss various figures of merit including subjective and objective measures, factors affecting the video quality, delays, robustness and error concealment, implementation complexity and cost. The discussion also included different types of picture impairments which may occur in a video compression system.
Chapter 3

Multigeneration of MPEG

Compressed Video
3.1 Introduction

In some applications, such as a studio environment or an image/video distribution network, it is necessary to compress and decompress images many times. This process of repeated compression-decompression of images is known as multigeneration [3, 4, 1, 2]. In a video postproduction and distribution network, multigeneration maybe unavoidable. In common practice, the video may pass through 3 to 5 generations [58]. Under a compression scheme like MPEG, reconstructed images suffer further degradation at each generation, even though there is no manipulation of the image data and the compression factor is the same in each cycle.

Erdem and Sezan [1] studied the degradation in image quality caused by multiple generations. They used the theory of generalized projections to explain why multigenerations of I, P, and B pictures in MPEG video saturate. Horne et al. [2] have presented multigeneration of MPEG-2 4:2:2 profile for studio environment. They concluded from experiments that the profile is robust in multigeneration, providing a good quality in professional studio and post-production applications. Such applications usually use high bitrates and short group of pictures (GOP) structures (e.g. I-only, IB, etc.) to maintain an image quality sufficient for multiple generations.

In situations where bitrate conversion of MPEG compressed video is necessary, a straightforward approach is to decompress the pre-encoded video then to re-compress it as a second generation video at a lower bitrate using a cascaded decoder/encoder system. This approach however is not an efficient solution in terms of implementation complexity and delay, as the MPEG encoding algorithm is computationally extensive. Moreover, multigeneration errors are introduced from the
repeated compression/decompression of MPEG video. Multigeneration errors result from different mechanisms in the MPEG algorithm. However, these mechanisms have not been widely explored. This chapter studies the mechanisms that cause degradation in video quality in a multigeneration environment and quantifies the degradation caused by each mechanism.

A more efficient solution to the problem of bitrate conversion is to transcode the compressed video to the desired bitrate by partially decoding the video then performing the rate conversion by requantizing the DCT coefficients. This is the topic of this thesis and is addressed in detail in subsequent chapters.

3.2 Mechanisms that cause Continuous Degradation in Multigeneration

This chapter presents five mechanisms that contribute to the continued degradation in multigeneration: Pixel Domain Quantization (PDQ), Pixel Domain Clipping (PDC), Compression Control Parameters Variation (CCPV), Motion Vector Reestimation (MVR) and Error Propagation due to Motion Compensation (EPMC). The chapter also presents other factors that affect the video quality in multigeneration such as group-of-pictures (GOP) structures, changes in picture types between generations, and type or visual complexity of the sequence. Another problem that contributes to the degradation in quality in multigeneration of video is the finite precision of hardware components in real codecs. This precision usually depends on many factors such as registers length, speed, chip area and cost. In a multigeneration environment, finite precision may introduce errors at each generation. However, the study of this problem is beyond the scope of the thesis.
The study of the above degradation mechanisms in multigeneration of MPEG compressed video is a part of the contributions of this thesis [3, 4].

3.2.1 Pixel Domain Quantization (PDQ)

The MPEG compression algorithm uses a DCT coding techniques on 8 × 8 image blocks to explore the spatial correlation between neighboring pixels. To study the effect of Pixel Domain Quantization (round-off) on multigeneration loss, each 8 × 8 block of data is thought of as a vector in \( R^{64} \). The block is transformed into the DCT domain. If finite precision arithmetic effects are neglected, the vector represented by the DCT coefficients and the one represented by the original data are precisely the same, albeit represented in different co-ordinate systems. The DCT coefficients are then independently quantized. In the following, it is assumed a flat quantizer (i.e., all coefficients are quantized with the same step size).

Quantization may be thought of as partitioning \( R^{64} \) into hypercubes aligned in the direction of the length 64 DCT basis functions. All data vectors that pointed to a point in a particular hypercube are moved to the center of the cube by quantization. In decompression, the quantized DCT coefficients are passed through an inverse DCT. At this point the only degradation is that done by the quantizer in the DCT domain. However, in decompression another quantization takes place, this time in the pixel domain (due to round-off). Normally this quantization is much finer than that in the DCT domain and it is ignored. However in high quality compression the ratios of these two quantizations may become comparable.

In this second quantization the \( R^{64} \) space is partitioned into a second set of hypercubes, distinct from the first, perhaps by their size but certainly by their orientation. Quantization moves the data vector from where it was after DCT
quantization to the center of the particular hypercube it is in, in this second set of hypercubes (see Figure 3.1).

In multigeneration, this second quantization (in the pixel domain) is critical: it moves the data vector again. In the next generation, in the DCT domain the data vector will not start out at the center of one of the DCT hypercubes but will be somewhere else, possibly out of the hypercube that it was at the center of after the last DCT quantization.

The interaction of these two quantizers contributes to the progressive degradation of the image. This degradation will stop when one of the two types of quantization moves the vector but not enough to take it out of the hypercube it was at the center of, in the other domain. Among the two overlaid grids of hypercubes, there will occasionally be pairs (one center from each grid) that lie in each others obliquely aligned hypercubes. When the vector lands on one of these “trapping” pairs it will remain there forever. Until it encounters one of the trapping pairs the block will wander around \( R^{64} \).

**Distance Moved by Quantization**

To evaluate the distance moved by quantization, consider a 64-dimensional hypercube centered at the origin of size \( Q \) in each dimension. Quantization moves the data vector to the center of the hypercube. The maximum distance moved is one from a corner of the hypercube to the reconstruction point (i.e., the origin). Thus, in \( R^{64} \), a flat quantizer with step size \( Q \) will move the vector at most a distance

\[
\sqrt{\sum_{i=1}^{64} (\frac{Q}{2})^2} = 4Q
\]

It will take as little as \( Q/2 \) to move into an adjacent hypercube.

Let \( Q_1 \) and \( Q_2 \) denote the step sizes of the finer quantizer (i.e., in pixel domain)
Figure 3.1: Pixel Domain Quantization (PDQ): Two dimensional quantization grids are shown for illustration purposes. $V_0$: Original data vector in the pixel domain. $V_1$: Quantized data vector in the DCT domain (compression). $V_2$: Quantized data vector in the pixel domain (decompression).
and the coarser quantizer (i.e., in DCT domain), respectively. If \((Q_2/2) \geq 4 Q_1\), i.e., if the coarser quantizer has a step size 8 times or greater than the step size of the finer quantizer, then it will not be possible for the finer quantizer to move the data vector far enough to exit the coarser quantizer's hypercubes. Thus, there will be a trapping pair for every hypercube in the coarser quantization grid.

In order to evaluate the distance moved in the first DCT quantization, consider again a 64-dimensional hypercube centered at the origin of size \(Q\) in each dimension. Let \(\mathcal{E} = (\mathcal{E}_1, \mathcal{E}_2, \ldots, \mathcal{E}_{64})\) be a random vector, representing the quantization error of the DCT coefficients in each direction, uniformly distributed in this hypercube. Here \(\mathcal{E}_1, \mathcal{E}_2, \ldots, \mathcal{E}_{64}\) are i.i.d. with a uniform distribution on \([-Q/2, Q/2]\). If \(D\) is the distance of \(\mathcal{E}\) from the origin, i.e., the distance moved by quantization, then

\[
D^2 = \sum_{i=1}^{64} \mathcal{E}_i^2
\]  

(3.1)

The Summation of i.i.d. random variables tend to a Gaussian distribution as the number of terms increases (\(\geq 30\)). The mean value of \(D^2\) is

\[
\mu_{D^2} = E\{D^2\} = \sum_{i=1}^{64} E\{\mathcal{E}_i^2\}
\]  

(3.2)

The value of \(E\{\mathcal{E}_i^2\}\) can be evaluated from

\[
E\{\mathcal{E}_i^2\} = \int_{-Q/2}^{Q/2} \mathcal{E}_i^2 f(\mathcal{E}_i) d\mathcal{E}_i
\]  

(3.3)

where \(f(\mathcal{E}_i) = \frac{1}{Q}\) for \(-\frac{Q}{2} \leq \mathcal{E}_i \leq \frac{Q}{2}\). This leads to

\[
E\{\mathcal{E}_i^2\} = \frac{Q^2}{12} \quad \text{for} \quad i = 1, 2, \ldots, 64
\]  

(3.4)

Thus, from Equations 3.2 and 3.4 the mean value of \(D^2\) is

\[
\mu_{D^2} = \frac{16Q^2}{3} \approx 5.33Q^2
\]  

(3.5)
Next, the standard deviation of $D^2$ is evaluated.

$$Var\{D^2\} = \sum_{i=1}^{64} Var\{\varepsilon_i^2\} = \sum_{i=1}^{64} (E\{\varepsilon_i^4\} - E^2\{\varepsilon_i^2\})$$  \hspace{1cm} (3.6)

The term $E\{\varepsilon_i^4\}$ can be evaluated as

$$E\{\varepsilon_i^4\} = \int_{-Q}^{Q} \varepsilon_i^4 f(\varepsilon_i) d\varepsilon_i = \frac{Q^4}{80}$$  \hspace{1cm} (3.7)

Equations 3.4, 3.6 and 3.7 lead to

$$Var\{D^2\} = \sum_{i=1}^{64} \left( \frac{Q^4}{80} - \frac{Q^4}{144} \right)$$  \hspace{1cm} (3.8)

yielding

$$Var\{D^2\} = \frac{16Q^4}{45}$$  \hspace{1cm} (3.9)

Thus the standard deviation of $D^2$ is $\sigma_{D^2} = \sqrt{\frac{16Q^4}{45}} \simeq 0.6Q^2$.

Thus, a 95% confidence interval for the value $\mu_{D^2}$ gives

$$\bar{\mu}_{D^2} = \mu_{D^2} \pm 1.96\sigma_{D^2} = (5.33 \pm 1.17)Q^2$$  \hspace{1cm} (3.10)

Thus, there is a 95% chance that $D^2$ would lie in the range from $4.2Q^2$ to $6.5Q^2$.

Note that $D^2$ represents the squared error introduced by quantization. Clearly from the analysis above, $D$ (Euclidean distance) lies in the range from $2.05Q$ to $2.55Q$ with 95% confidence. This is supported by experiments. Next, the distance moved in second and subsequent quantizations is considered.

The vector representing the original data starts out at the center of a hypercube in the pixel domain. This vector is denoted by $V_0$. The first quantization moves the vector to the center of a hypercube in the DCT domain. Let this vector be
$V_1$. Going back to the pixel domain in the next decompression, the vector is moved again (due to PDQ) to the center of a hypercube in the pixel domain. This vector is denoted by $V_2$ (See Figure 3.2). The amount moved by the first quantization is $D_1 \triangleq \|V_1 - V_0\|$ and was evaluated above using statistical arguments. Let the distance moved by the second quantization $D_2 \triangleq \|V_2 - V_1\|$. Since quantization selects the nearest reconstruction point, the second quantization moves $V_1$ to the closest hypercube center in the pixel domain. Since it chose $V_2$ over $V_0$ it is clear that $D_2 \leq D_1$ (See Figure 3.2). Note that equality holds when $V_0 = V_2$, i.e., In the case of a trapping pair.

Subsequent quantizations will result in non-increasing distortions by similar arguments. Thus PDQ distortion is non-increasing. As the distance moved by quantization is getting smaller in each generation, the chances that a vector moves out of the hypercube it was at the center of in the last generation is smaller, thus leading the data vector to a trapping pair. This accelerates the saturation of degradation in multigeneration.

**Example 3.2.1.1: Distance Moved by Quantization**

In this example, 30 frames (each 704 × 480) from the sequence Table Tennis (Figure 3.3) are used to illustrate the average distance moved by quantization in multigeneration. In each generation, each 8 × 8 block of data is transformed to the DCT domain. The block is then quantized/inverse quantized and transformed back to the pixel domain using an inverse DCT transform. The distance moved by quantization is evaluated for each block through 12 generation. The average distance is then computed by summing all distances and dividing them by the total number of image blocks. Figure 3.4 shows this average distance versus number of generations when both quantizers, in the DCT and pixel domains, are flat and have a quantization step sizes of unity.
Figure 3.2: Distance moved by quantization. Two dimensional quantization grids are shown for illustration.
Note that the average distance moved in the first DCT quantization agrees with the result obtained above using statistical arguments, and that the distance moved by quantization through multigeneration is non-increasing. These experiments have been also repeated using different DCT quantization step sizes and results agree with the above. As the square of the distance represents the squared error introduced by quantization, the non-increasing property of that distance contributes to the saturation of degradation in multigeneration.

*Example 3.2.1.2: Profile of how long blocks take to saturate*

This example uses 30 frames (each $704 \times 480$) of the Table Tennis sequence (Figure 3.3) to illustrate the effect of PDQ on multigeneration saturation. Both quantizers, in the DCT and pixel domains, are flat and have $Q = 1$. Each frame is divided into $8 \times 8$ blocks. Multigeneration is achieved by compressing and decompressing each block until saturation is reached. Figure 3.5 shows the number of blocks (in percentage) and the corresponding number of generations at which multigeneration saturates. All the blocks saturate at less than 13 generations.

In this experiment, multigeneration saturation is slower than in the case where
the two quantizer step sizes are unequal. This can be seen in Table 3.1 where the same experiment were repeated for a DCT quantizer's step size of 2 and 8. Note that when the ratio of the DCT to the pixel domain quantizers is greater or equal to 8, multigeneration saturates at the second generation. This result is consistent with the previous discussion in this chapter (in this example however, multigeneration also saturates at the second generation for the quantizers ratios 4 and 6). Note that it is not the size of the step size of each quantizer which determines the saturation behaviour; but instead the ratio of the DCT quantizer to the pixel domain quantizer. The worst case is when the two quantizers have equal size. This is illustrated in Table 3.2 using equal step size of 8 for both quantizers and comparing the results to the case of $Q = 1$ in Table 3.1. The saturation behaviour is similar in both cases.
Figure 3.5: PDQ: Percentage of blocks that saturate versus generations for 30 I frames of Table Tennis. Both DCT domain and pixel domain quantizers have \( Q = 1 \).

Table 3.1: PDQ: Percentage of blocks that saturate versus generations for 30 I frames of Table Tennis, for different DCT quantizer step sizes.

<table>
<thead>
<tr>
<th>Number of generations</th>
<th>( Q = 1 )</th>
<th>( Q = 2 )</th>
<th>( Q = 8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.05</td>
<td>0.001</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>17.51</td>
<td>97.172</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>35.45</td>
<td>2.817</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>27.80</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>12.81</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3.2: Effect of DCT domain to pixel domain quantizers ratio on multigeneration saturation. For illustration purposes, both DCT and pixel domain quantizers are flat-8. Results are compared to the case of $Q = 1$ in Table 3.1.

<table>
<thead>
<tr>
<th>Number of generations</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of blocks (%)</td>
<td>0.18</td>
<td>12.13</td>
<td>34.65</td>
<td>30.928</td>
<td>15.43</td>
<td>5.17</td>
<td>1.24</td>
<td>0.23</td>
<td>0.04</td>
<td>0.002</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### 3.2.2 Pixel Domain Clipping (PDC)

In practice, data values are clipped in both pixel domain and DCT domain to a specified precision limit. For example, in MPEG-2 standard [21], data are clipped to the range $[-2048 : +2047]$ in the DCT domain, and to the range $[0 : +255]$ in the pixel domain. To study the effect of PDC on multigeneration, PDQ is ignored in the analysis.

Consider the quantization of the DCT coefficients. The quantizer step size of the $(i, j)$th DCT coefficient includes two terms: a quantization coefficient $q(i, j)$ (from the quantization matrix) which defines a minimum step size for the particular DCT coefficient, and a quantization scaling parameter $qscale$ used to control the output bitrate. Let $V$ be a 64-dimensional vector representing the reconstructed data in the pixel domain at the current generation, and let $V^c$ be the data values after clipping. Let $B_{i,j}$ be the $(i, j)$th DCT basis vector. Define the clipping error as the difference $V - V^c$. Thus, the term $B_{i,j}^T (V - V^c)$ represents the change in the $(i, j)$th DCT coefficient, at the next generation, due to clipping in the pixel domain at the current generation. Let $qscale \times q(i, j)$ be the quantizer step size for the $(i, j)$th DCT coefficient. Thus, if

$$|B_{i,j}^T (V - V^c)| > qscale \frac{q(i, j)}{2} \quad (3.11)$$

then in the next generation the quantized DCT coefficient will move (depending
on the value of the left term in equation 3.11) an integral multiple of the step size $qscale \times q(i, j)$.

**Example 3.2.2.1: Pixel Domain Clipping**

![Figure 3.6: Original Lena.](image)

![Figure 3.7: Original Peppers.](image)

The effect of PDC on the DC coefficient is illustrated in this example. The test image Lena shown in Figure 3.6 is used. Multigeneration of an $8 \times 8$ data block of Lena (line 321 to 328, samples 177 to 184) is presented in Figures 3.8 and 3.9 for the first and second generations, respectively. The DCT coefficients of the data block are quantized with the default intra quantization matrix specified in MPEG2 video standard [21] and with $qscale = 2$. In Reconstruction, an inverse DCT is performed followed by a quantization (rounding) in the pixel domain. The reconstructed block contains negative values which are then clipped to zero. PDC error in the first generation is shown in Figure 3.8.(d). Note that the sum of the clipping error equals $-73$, and with $q(0,0) = 8$ and $qscale = 2$ for this example, the condition in Equation 3.11 is satisfied for $i, j = 0$. Thus in the next generation, the quantized DC coefficient will move an amount that is integral multiple of 16. In this example, as $\frac{-73}{8} = -9.125$, the DC coefficient will move to the adjacent higher quantization
cell.

The generation error due to PDC is evaluated by subtracting the reconstructed data block in the second generation from its corresponding block in the first generation. This is shown in Figure 3.9. Note that the data values in Figure 3.9.(b) are shifted from their corresponding values in Figure 3.8.(c). by a constant value of 2 as only the DC coefficient has changed between the two generations. As the sum of clipping error in the second generation (Figure 3.9.(c)) is $-54$, Equation 3.11 does not hold and there will be no further changes in the value of the DC coefficient. In fact, the block saturates after the second generation.

**Pixel Domain Clipping: Example 3.2.2.2**

An $8 \times 8$ data block (line 169 to 176, samples 49 to 56) of Peppers image (Figure 3.7) is used, with flat-16 quantization matrix and $qscale = 1$. In the first generation, the left-hand-side of Equation 3.11 equals $8.86$ for $i = 0, j = 1$, and the inequality is satisfied. In the next generation, the corresponding lower-frequency AC coefficient moves to the next quantization cell. Further, Equation 3.11 is satisfied for the DC coefficient. This results in a generation error shown in Figure 3.10.(b). The loss in PSNR for the $8 \times 8$ block is evaluated as $PSNR^{(1)} - PSNR^{(2)}$ where the subscripts 1 and 2 denote first and second generations. This loss is $2.6$ dB. Here, the PSNR is evaluated over the $8 \times 8$ block and not over the entire image. Note that in Examples 3.2.2.a. and 3.2.2.b. the DCT domain to pixel domain quantizers ratios are greater than 8. Hence PDQ does not contribute to the generation loss.

Clipping has a tendency to affect lower-frequency DCT coefficients. Clipping error is impulsive, meaning that the error energy is spread out among all frequencies. However, when multiple pixels are clipped in the same block, they are usually all clipped in the same direction. Thus clipping error will have a DC bias. This coupled with the smaller quantization step sizes of low frequency coefficients, results in most
<table>
<thead>
<tr>
<th>23</th>
<th>16</th>
<th>6</th>
<th>3</th>
<th>3</th>
<th>8</th>
<th>76</th>
<th>160</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>15</td>
<td>7</td>
<td>8</td>
<td>4</td>
<td>15</td>
<td>128</td>
<td>163</td>
</tr>
<tr>
<td>13</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>33</td>
<td>154</td>
<td>169</td>
</tr>
<tr>
<td>14</td>
<td>12</td>
<td>8</td>
<td>5</td>
<td>10</td>
<td>65</td>
<td>166</td>
<td>165</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>4</td>
<td>8</td>
<td>24</td>
<td>113</td>
<td>152</td>
<td>150</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>6</td>
<td>11</td>
<td>56</td>
<td>135</td>
<td>132</td>
<td>139</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
<td>31</td>
<td>44</td>
<td>84</td>
<td>121</td>
<td>113</td>
<td>126</td>
</tr>
<tr>
<td>56</td>
<td>51</td>
<td>66</td>
<td>73</td>
<td>88</td>
<td>85</td>
<td>97</td>
<td>115</td>
</tr>
</tbody>
</table>

(a) Data block samples

\[
\begin{array}{cccccccc}
448 & -352 & 190 & -44 & 0 & 0 & 0 & 0 \\
-96  & -32  & 88  & -96 & 0 & 0 & 0 & 0 \\
0    & 88   & -52 & -54 & 58 & 0 & 0 & 0 \\
0    & 0    & 54  & 0    & 0  & 0 & 0 & 0 \\
0    & 52   & 0   & 0    & 0  & 0 & 0 & 0 \\
0    & 0    & 0   & 0    & 0  & 0 & 0 & 0 \\
0    & 0    & 0   & 0    & 0  & 0 & 0 & 0 \\
0    & 0    & 0   & 0    & 0  & 0 & 0 & 0 \\
\end{array}
\]

(b) Quantized DCT coefficients

\[
\begin{array}{cccccccc}
22 & 19 & 23 & 19 & -1 & 4 & 74 & 156 \\
-9 & 5  & 16 & 9  & -4 & 24 & 107 & 187 \\
-17 & 6 & 13 & -4 & -4 & 49 & 134 & 196 \\
10 & 20 & 9  & -13 & 8  & 77 & 142 & 169 \\
32 & 22 & -3 & -12 & 35 & 109 & 148 & 144 \\
32 & 12 & -6 & 9  & 65 & 125 & 147 & 140 \\
36 & 21 & 21 & 48 & 81 & 103 & 119 & 131 \\
51 & 44 & 57 & 82 & 83 & 69 & 82 & 113 \\
\end{array}
\]

(c) IDCT + Quantization

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
-9 & 0 & 0 & 0 & -4 & 0 & 0 & 0 \\
-17 & 0 & 0 & -4 & -4 & 0 & 0 & 0 \\
0 & 0 & 0 & -13 & 0 & 0 & 0 & 0 \\
0 & 0 & -3 & -12 & 0 & 0 & 0 & 0 \\
0 & 0 & -6 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

(d) Clipping error (Clipping to [0 – 255])

Figure 3.8: PDC: First generation of an 8 × 8 data block of Lena (no PDQ effect).
464  -352  190  -44   0   0   0   0
-96   -32   88  -96   0   0   0   0
 0   88  -52  -54  58   0   0   0
 0   0   0   54   0   0   0   0
 0   52   0   0   0   0   0   0
 0   0   0   0   0   0   0   0
 0   0   0   0   0   0   0   0

(a) Quantized DCT coefficients

24  21  25  21  1   6  76  158
-7   7  18  11  -2  26 109  189
-15  8  15  -2  -2  51 136  198
 12  22  11 -11  10  79 144  171
34  24 -1  -10  37 111 150 146
34  14 -4  11  67 127 149 142
38  23  23  50  83 105 121 133
53  46  59  84  85  71  84 115

0   0   0   0   0   0   0   0
-7   0   0   0   -2  0   0   0
-15  0   0   -2  -2   0   0   0
 0   0   0   -11  0   0   0   0
 0  -1   -10   0   0   0   0
 0   -4    0   0   0   0   0
 0   0    0   0   0   0   0
 0   0    0   0   0   0   0

(b) IDCT + Quantization

(c) Clipping error (Clipping to [0 – 255])

-2   -2   -2   -2   -2   -2   -2
 0   -2   -2   -2   -2   -2   -2
 0   -2   -2   0   -2   -2   -2
-2   -2   -2   0   -2   -2   -2
-2   -2   0   0   -2   -2   -2
-2   -2   0   -2   -2   -2   -2
-2   -2   -2   -2   -2   -2   -2
-2   -2   -2   -2   -2   -2   -2

(d) Generation error

Figure 3.9: PDC: Second generation of the 8 x 8 data block of Lena.
Figure 3.10: PDC: Generation error of an 8 × 8 data block of Peppers (no PDQ effect).
clipping error affecting only the DC coefficient.

3.2.3 Compression Control Parameters Variation (CCPV)

In multigeneration, rate control algorithms may use different quantization scaling parameters at subsequent generations (due to a change in the picture activity) for the same data block. A change in qscale can be thought of as resizing the 64-dimensional hypercube of the DCT quantizer. Thus data vectors which already were in trapping pairs at a given generation may escape from their trap, hence slowing down multigeneration saturation and causing more degradation in the picture quality. This is illustrated in Section 3.3.

3.2.4 Motion Vector Re-estimation (MVR)

If motion vectors are re-estimated at each generation, they may differ from the motion vectors used in the first generation. Different motion vectors will result in different reference blocks for predicted data blocks. The re-estimated motion vectors may be optimum in some sense (for instance they may minimize the size of the residue as measured by absolute error for the current generation); however, the first generation motion vectors probably more closely represent the true motion of the objects in the video. Moreover, minimizing the residue may not always lead to fewer bits in picture coding if the residue contains high frequency spikes due to non-smoothness of motion vectors.

Experiments show that using motion vectors of the first generation reduces multigeneration loss. This requires that picture types as well as macroblock types not be altered between generations. Although using the same motion vectors requires storing them for subsequent generations, it has the advantage of reducing the
complexity at the encoder, as well as the generation loss. However, motion vectors may need to be updated when multigeneration involves production manipulations between generations. Erdem and Sezan also suggested that motion vectors should not be altered from generation to generation [1].

3.2.5 Error Propagation due to Motion Compensation (EPMC)

Consider a sequence represented as

\[ I_0B_1B_2P_3B_4B_5P_6B_7B_8I_9 \ldots \]

In this section, the predicted frame \( P_3 \) will be examined through two generations. Here subscripts refer to the frame number, superscripts refer to the generation, hats refer to estimated frames, and tildas refer to reconstructed quantities. Motion estimation of \( P_3 \) from the reference frame \( I_0 \) results in motion vectors \( MV_{30}^{(1)} \). Let \( \tilde{I}_0^{(1)} \) be the reconstructed frame of \( I_0 \) at the first generation. Using \( MV_{30}^{(1)} \) and \( \tilde{I}_0^{(1)} \), an estimate \( \tilde{P}_3^{(1)} \) of frame \( P_3 \) is formed. The residue \( R_3^{(1)} \) resulting from Motion Compensated Differential Pulse Code Modulation (MC-DPCM) is

\[ R_3^{(1)} = P_3 - \tilde{P}_3^{(1)} \]  \hspace{1cm} (3.12)

\( R_3^{(1)} \) is then transformed (DCT) and quantized. Let \( \tilde{R}_3^{(1)} \) be the reconstruction of \( R_3^{(1)} \) at the decoder. The decoder will reconstruct \( P_3^{(1)} \) as

\[ \tilde{P}_3^{(1)} = \tilde{R}_3^{(1)} + \hat{P}_3^{(1)} \]  \hspace{1cm} (3.13)

In the second generation, \( \tilde{P}_3^{(1)} \) is predicted from \( \tilde{I}_0^{(2)} \), the reconstructed version of the reference frame \( \tilde{I}_0^{(1)} \). If \( \tilde{I}_0^{(2)} \) is different than \( \tilde{I}_0^{(1)} \) due to PDQ, PDC or CCPV; or if \( MV_{30}^{(2)} \) is different from \( MV_{30}^{(1)} \) because of motion vector re-estimation (MVR);
or if different modes are chosen: then the estimated frame $\hat{P}_3^{(2)}$ will be different from $\hat{P}_3^{(1)}$. This will result in different residues $R_3^{(2)}$

$$R_3^{(2)} = \hat{P}_3^{(1)} - \hat{P}_3^{(2)}$$  \hspace{1cm} (3.14)

Consequently, the reconstructed frame $\tilde{P}_3^{(2)}$ at the second generation will be different from the reconstructed frame $\tilde{P}_3^{(1)}$ at the first generation, even if no PDQ, PDC or CCPV error is introduced in the transform coding of the residue $R_3^{(2)}$. $\tilde{P}_3^{(2)}$ is given by

$$\tilde{P}_3^{(2)} = \tilde{R}_3^{(2)} + \hat{P}_3^{(2)}$$  \hspace{1cm} (3.15)

Moreover, even if $\tilde{I}_0^{(2)}$ is identical to $\tilde{I}_0^{(1)}$, and the motion vectors $MV_{30}^{(1)}$ and $MV_{30}^{(2)}$ are the same, the residue $R_3^{(2)}$ will still be different from $R_3^{(1)}$, as the frame $P_3$ is not available at the second generation, but only its reconstructed version $\hat{P}_3^{(1)}$ (refer to Equation 3.12 and 3.14). This will yield a reconstructed frame $\tilde{P}_3^{(2)}$ (Equation 3.15) different from $\tilde{P}_3^{(1)}$. This problem recurs in subsequent generations. Note that this error propagation between predicted frames is more of a problem for higher bitrates as the DCT quantizer is finer, possibly leading the residue data vector to a different quantization hypercube in the next generation, in the DCT domain. Similar analysis can be done for B frames.

Thus, the above concludes that in multigeneration, EPMC propagates the degradation, caused by other mechanisms, from reference frames to frames that are predicted from them. Furthermore, even if there was no degradation in reference frames, EPMC still introduces errors at each generation. This is because a predicted frame at a current generation is a reconstruction version of a corresponding predicted frame from the previous generation.
3.3 Experiments

The test sequences used in this section are Table Tennis and Flowers. The sequence consists of 60 frames with a frame rate of 30 frames/s and a color sampling ratio of 4:2:0. The coding bitrates are 5, 10 and 15 Mb/s. The number of frames in a group of pictures (GOP) is 15, with a structure IBPBBPBBBBBPBB. The default intra and non-intra quantization matrices specified in MPEG-2 Video standard [21, 39] are used. The PSNR is used as an objective measure to quantify the amount of degradation caused by each mechanism.

The strategy used in the following experiment is to "turn off" each degradation mechanism and evaluate its effect. Thus, to evaluate the effect of PDQ on multigeneration degradation, the quantization in the pixel domain is turned off and the average PSNR is computed for 20 generations. For PDC, values less than 0 or greater than 255 in the pixel domain are allowed. CCPV and MVR mechanisms are evaluated by using motion vectors and quantization scaling parameters of the first generation for each subsequent generation. As for EPMC, it is tested by turning off PDQ, PDC, CCPV, and MVR mechanisms.

The organization of the subsequent sections is as follows. Section 3.3.1 tests PDQ mechanism. Section 3.3.2 illustrates MVR mechanism. The effect of both CCPV and MVR mechanisms on multigeneration loss is tested in Section 3.3.3. Next, EPMC is illustrated in Section 3.3.4. The simultaneous effect of PDQ, PDC, CCPV, MVR, and EPMC mechanisms is provided in Section 3.3.5.

Other experiments that address different factors affecting multigeneration loss are presented in Section 3.3.6. This section provides results that were presented in a technical report to the Canadian Broadcasting Corporation (CBC) which was supporting me during my NSERC Industrial Postgraduate Scholarship program.
3.3.1 PDQ Mechanism

Figure 3.11 shows the average PSNR of Table Tennis at bitrates 15 and 5 Mb/s for 20 generations. In (a) and (c) all the mechanisms that contribute to the continued degradation in multigeneration are included, while (b) and (d) show the PSNR with no PDQ. Notice that multigeneration average PSNR increases when PDQ mechanism is disabled. The difference in PSNR after 20 generations is 6.77 dB at 15 Mb/s and 0.66 dB at 5 Mb/s. Further, this difference is greater for higher bitrates (lower compression ratios) as the ratio between the DCT domain and the pixel domain quantizers becomes comparable, leading to more interaction between them, and hence further degradation at each generation. This result agrees with Section 3.2.1. Notice the crossover of the 15Mb/s and 5Mb/s curves where all degradation mechanisms are included (curves (a) and (c)). While the bit budget spent on the coded video of curve (a) is 3 times higher than the bit budget spent on the video of curve (c), the quality of both sequences after 20 generation is very close due to multigeneration loss.

3.3.2 MVR Mechanism

Figure 3.12 shows multigeneration average PSNR of Table Tennis at bitrates 15 and 5 Mb/s. In (a) and (c) all mechanisms that cause degradation in the picture quality are included, while (b) and (d) use the motion vectors of the first generation for each subsequent generation. Motion vector re-estimation (cases (a) and (c)) results in a PSNR loss of 0.77 dB and 0.42 dB at the 20th generation, for the bitrates 15 and 5 Mb/s, respectively.
Figure 3.11: Multigeneration of Table Tennis (Y-component). (a) 15 Mb/s, all mechanisms. (b) 15 Mb/s, no PDQ. (c) 5 Mb/s, all mechanisms. (d) 5 Mb/s, no PDQ.

Figure 3.12: Multigeneration of Table Tennis (Y-component). (a) 15 Mb/s, all mechanisms. (b) 15 Mb/s, no MVR. (c) 5 Mb/s, all mechanisms. (d) 5 Mb/s, no MVR.
3.3.3 CCPV and MVR Mechanisms

In this experiment, CCPV and MVR mechanisms are combined. The average PSNR is shown in Figure 3.13 for 20 generations of Table Tennis at 5 Mb/s. In (a) all mechanisms contributing to multigeneration loss are included. Case (b) uses motion vectors of the first generation for subsequent generations. In (c) motion vectors and quantization scaling parameters of the first generation are used through multigeneration. It was observed that using the quantization scaling parameters of the first generation (case (c)) results in an increase in the average PSNR of lower bitrate video (compression ratio $\geq 6:1$) while maintaining the target bitrate relatively constant.

Because the amount of degradation in Figure 3.13.(c). is small, this suggests that CCPV and MVR are the most important mechanisms for the above video compression ratios.

The above experiment were also repeated at 15 Mb/s, however the coding bitrate could not be controlled through multigeneration. as using the quantization scaling parameters of the first generation, the rate control algorithm is disabled at subsequent generations.

3.3.4 EPMC Mechanism

Figure 3.14 show multigeneration average PSNR of Table Tennis at 15 and 5 Mb/s. Curves (a) and (c) show the PSNR when all mechanisms contributing to multigeneration degradation are included, while (b) and (d) show the PSNR when PDQ, PDC, CCPV and MVR mechanisms are disabled (i.e., only EPMC mechanism is in effect).

Although CCPV mechanism is disabled in (b) and (d), the coding bitrates
Figure 3.13: Multigeneration of Table Tennis at 5 Mb/s (Y-component). (a) All mechanisms. (b) No MVR. (c) No MVR, qscale of the first generation.

is found constant through multigeneration. Note that the loss in PSNR after 20 generations (i.e., $PSNR^{(1)} - PSNR^{(20)}$) due to EPMC is 4.5 dB and 0.1 dB for the bitrates 15 and 5 Mb/s, respectively. This leads us to conclude that EPMC results in more degradation for higher bitrates. This result is consistent with the discussion in Section 3.2.5, that is, the degradation caused by EPMC when all other mechanisms are disabled (curves (b) and (d)) results from the fact that the predicted frames at a current generation is the reconstruction versions of their corresponding predicted frames from the previous generation. Moreover, For the curves (a) and (c) in Figure 3.14, All mechanisms, including EPMC, contribute to the multigeneration loss. In this case, in addition to the degradation mentioned above, EPMC also propagates the errors from reference frames to the frames that are predicted from them, thus, acting as an amplifier.
Figure 3.14: Multigeneration of Table Tennis (Y-component). (a) 15 Mb/s. all mechanisms. (b) 15 Mb/s, EPMC only. (c) 5 Mb/s. all mechanisms. (d) 5 Mb/s. EPMC only.

3.3.5 Simultaneous Effect of All Mechanisms

In this experiment, Table Tennis and Flowers sequences are used. The sequence were compressed and decompressed through 20 generations at bitrates (R) of 15, 10 and 5 Mb/s.

Tables 3.3 and 3.4 show the average PSNR when all mechanisms that contribute to multigeneration degradation are included. Note that the loss after 20 generations (defined as $L^{(20)} = PSNR^{(1)} - PSNR^{(20)}$) increases in general with bitrates, that is, higher bit-rates video suffer more degradation through multigeneration.

Although the difference in video quality (measured in PSNR) of the luminance component (Y-component) in Table 3.3 is significant at the first generation for the above bitrates, the quality at the 20th generation is comparable. Further, the PSNR of the chrominance components (Cb and Cr components) in Table 3.3 after 20
generations at 5 Mb/s is higher than the corresponding PSNR at 10 and 15 Mb/s. This behavior however is image dependent and differs for different sequences.

3.3.6 Other Factors Affecting Multigeneration Loss

This section addresses factors affecting the video quality in multigeneration of the MPEG-2 4:2:2 profile. This profile is used in the professional studio and post production environment, and in distribution between TV networks and their affiliates [2, 59].

In the experiments, parameters such as bitrate, GOP structure, quantization matrices and picture types (I, P, or B) are changed, and the multigeneration average peak signal-to-noise ratio (PSNR) is evaluated for 8 generations. Multigeneration characteristics for different visual complexity sequences were also addressed.

GOP Structures and Multigeneration

The shorter the GOP structure is, the lower are the errors introduced by multiple generation of the video. The degradation mechanisms that are affected most by the GOP structures are EPMC (Error Propagation due to Motion Compensation) and MVR (Motion Vector Re-estimation) [4, 3].

In practice, a nonlinear editing system may use MPEG-2 4:2:2 profile with only Intra coded pictures at bitrates 20 to 40 Mb/s [58]. Using only I-frames avoids some of the mechanisms that contribute to the degradation in video quality during multiple generations. Specifically, EPMC and MVR mechanisms. EPMC mechanism dominates the multigeneration loss for higher bitrate video as previously discussed in this chapter. I-frame structure also avoids changes in picture types which results whenever a temporal shift occurs between two generations.
Table 3.3: Effect of all mechanisms on multigeneration average PSNR (in dB) of Table Tennis. The term $R$ denotes the bitrate, and $L^{(20)} = PSNR^{(1)} - PSNR^{(20)}$.

<table>
<thead>
<tr>
<th>Y-component</th>
<th>(PSNR^{(1)})</th>
<th>(PSNR^{(2)})</th>
<th>(PSNR^{(3)})</th>
<th>(PSNR^{(4)})</th>
<th>(PSNR^{(20)})</th>
<th>(L^{(20)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>49.91</td>
<td>47.80</td>
<td>46.36</td>
<td>45.23</td>
<td>39.03</td>
<td>10.88</td>
</tr>
<tr>
<td>10</td>
<td>46.00</td>
<td>44.53</td>
<td>43.58</td>
<td>42.83</td>
<td>39.03</td>
<td>6.97</td>
</tr>
<tr>
<td>5</td>
<td>40.36</td>
<td>39.73</td>
<td>39.49</td>
<td>39.38</td>
<td>38.95</td>
<td>1.41</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cb-component</th>
<th>(PSNR^{(1)})</th>
<th>(PSNR^{(2)})</th>
<th>(PSNR^{(3)})</th>
<th>(PSNR^{(4)})</th>
<th>(PSNR^{(20)})</th>
<th>(L^{(20)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>50.33</td>
<td>48.68</td>
<td>47.53</td>
<td>46.60</td>
<td>41.11</td>
<td>9.22</td>
</tr>
<tr>
<td>10</td>
<td>46.98</td>
<td>45.82</td>
<td>45.05</td>
<td>44.42</td>
<td>40.71</td>
<td>6.27</td>
</tr>
<tr>
<td>5</td>
<td>43.39</td>
<td>43.06</td>
<td>42.93</td>
<td>42.87</td>
<td>42.61</td>
<td>0.78</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cr-component</th>
<th>(PSNR^{(1)})</th>
<th>(PSNR^{(2)})</th>
<th>(PSNR^{(3)})</th>
<th>(PSNR^{(4)})</th>
<th>(PSNR^{(20)})</th>
<th>(L^{(20)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>50.63</td>
<td>49.00</td>
<td>47.86</td>
<td>46.95</td>
<td>41.37</td>
<td>9.26</td>
</tr>
<tr>
<td>10</td>
<td>47.36</td>
<td>46.17</td>
<td>45.39</td>
<td>44.76</td>
<td>41.00</td>
<td>6.36</td>
</tr>
<tr>
<td>5</td>
<td>43.66</td>
<td>43.27</td>
<td>43.12</td>
<td>43.05</td>
<td>42.76</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 3.4: Effect of all mechanisms on multigeneration average PSNR (in dB) of Flowers. The term $R$ denotes the bitrate, and $L^{(20)} = PSNR^{(1)} - PSNR^{(20)}$.

<table>
<thead>
<tr>
<th>Y-component</th>
<th>(PSNR^{(1)})</th>
<th>(PSNR^{(2)})</th>
<th>(PSNR^{(3)})</th>
<th>(PSNR^{(4)})</th>
<th>(PSNR^{(20)})</th>
<th>(L^{(20)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>45.87</td>
<td>44.66</td>
<td>43.83</td>
<td>43.19</td>
<td>38.26</td>
<td>7.61</td>
</tr>
<tr>
<td>10</td>
<td>41.41</td>
<td>40.66</td>
<td>40.29</td>
<td>40.02</td>
<td>37.83</td>
<td>3.58</td>
</tr>
<tr>
<td>5</td>
<td>34.92</td>
<td>34.59</td>
<td>34.51</td>
<td>34.48</td>
<td>34.35</td>
<td>0.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cb-component</th>
<th>(PSNR^{(1)})</th>
<th>(PSNR^{(2)})</th>
<th>(PSNR^{(3)})</th>
<th>(PSNR^{(4)})</th>
<th>(PSNR^{(20)})</th>
<th>(L^{(20)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>45.69</td>
<td>44.76</td>
<td>44.12</td>
<td>43.66</td>
<td>39.58</td>
<td>6.11</td>
</tr>
<tr>
<td>10</td>
<td>41.61</td>
<td>41.01</td>
<td>40.74</td>
<td>40.56</td>
<td>38.86</td>
<td>2.75</td>
</tr>
<tr>
<td>5</td>
<td>36.25</td>
<td>36.07</td>
<td>36.04</td>
<td>36.03</td>
<td>35.94</td>
<td>0.31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cr-component</th>
<th>(PSNR^{(1)})</th>
<th>(PSNR^{(2)})</th>
<th>(PSNR^{(3)})</th>
<th>(PSNR^{(4)})</th>
<th>(PSNR^{(20)})</th>
<th>(L^{(20)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>45.63</td>
<td>44.75</td>
<td>44.14</td>
<td>43.65</td>
<td>39.60</td>
<td>6.03</td>
</tr>
<tr>
<td>10</td>
<td>41.80</td>
<td>41.30</td>
<td>41.06</td>
<td>40.89</td>
<td>39.32</td>
<td>2.48</td>
</tr>
<tr>
<td>5</td>
<td>37.05</td>
<td>36.93</td>
<td>36.92</td>
<td>36.91</td>
<td>36.85</td>
<td>0.20</td>
</tr>
</tbody>
</table>
Figure 3.15: Multigeneration of the MPEG-2 4:2:2 profile for different GOP structures. Flowers at 40Mb/s (Y-component).

Figure 3.15 shows multigeneration average PSNR of Flowers sequence at 40Mb/s. Notice that longer GOP structures result, in general, in a higher PSNR at the first generation. However, multigeneration loss is higher due to EPMC mechanism.

Temporal Shifts

Temporal shifts is the change in picture types between generations. This may occur, for example, after a video editing. In the experiments, temporal shifts are performed after the first and the fourth generations, using a one-frame shift.

Figure 3.16 shows the effect of temporal shifts on multigeneration average PSNR (Y-component) of Table Tennis for GOP structures IBB and N=15, M=3 at bitrate of 30Mb/s. Notice that temporal shifts result in more degradation in multigeneration of the video.
Figure 3.16: Effect of temporal shifts on multigeneration of the MPEG-2 4:2:2 profile. Table Tennis at 30Mb/s (Y-component). Temporal shifts occur after the first and fourth generations.

Flat and Non-flat Quantization Tables

Experiments show that flat quantization matrices perform, in general, better than non-flat quantization matrices in terms of multigeneration average PSNR. This is not surprising, as flat quantization matrices are known to statistically minimize the mean square error. However, the default non-flat quantization matrix given in the MPEG-2 standard is known to be subjectively optimized for the human visual system. As human subjective perception is less sensitive to errors in higher frequencies than those in lower frequencies, the default non-flat quantization matrix quantizes more coarsely the higher frequency DCT coefficients. This may result in better subjective quality of the picture even if flat quantization matrices are superior in terms of peak signal-to-noise ratio.

Table 3.5 compares between flat and non-flat quantization tables. Results are shown for Table Tennis with a GOP structure IBB and for bitrates 20, 30, and 40
Table 3.5: A comparison between flat and non-flat quantization tables. Multigeneration PSNR (Y-component) of Table Tennis using an IBB GOP structure.

<table>
<thead>
<tr>
<th>Generation number</th>
<th>20Mb/s</th>
<th>30Mb/s</th>
<th>40Mb/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>flat</td>
<td>non-flat</td>
<td>flat</td>
</tr>
<tr>
<td>1</td>
<td>38.91</td>
<td>38.19</td>
<td>42.03</td>
</tr>
<tr>
<td>2</td>
<td>38.72</td>
<td>38.01</td>
<td>41.88</td>
</tr>
<tr>
<td>3</td>
<td>38.68</td>
<td>37.99</td>
<td>41.81</td>
</tr>
<tr>
<td>4</td>
<td>38.65</td>
<td>37.97</td>
<td>41.70</td>
</tr>
<tr>
<td>5</td>
<td>38.62</td>
<td>37.96</td>
<td>41.61</td>
</tr>
<tr>
<td>6</td>
<td>38.60</td>
<td>37.95</td>
<td>41.47</td>
</tr>
<tr>
<td>7</td>
<td>38.58</td>
<td>37.95</td>
<td>41.39</td>
</tr>
<tr>
<td>8</td>
<td>38.56</td>
<td>37.95</td>
<td>41.34</td>
</tr>
</tbody>
</table>

Mb/s.

Type of Sequence

Multigeneration loss is sequence dependent and may differ significantly depending on the type of sequence. Results show that sequences which are harder to code due to their higher visual complexity suffer less degradation in multigeneration, or alternatively, sequences which start out at a relatively higher PSNR at the first generation, for a given bitrate, experience more degradation through multigeneration.

Table 3.6 shows the loss $L^{(8)}$ at the 8th generation for three types of sequences arranged from lower (left) to higher (right) complexity: Table Tennis, Flowers, and Mobile. Results are shown for a bitrate of 40Mb/s and for three GOP structures (I-only, IBB, and N=15, M=3). The loss is defined as

$$L^{(8)} = PSNR^{(1)} - PSNR^{(8)}$$

where $PSNR^{(1)}$ and $PSNR^{(8)}$ are the peak signal-to-noise ratios at the first and 8th generation, respectively. In the experiments, the same motion vectors of the first generation are used for each subsequent generations.
Table 3.6: Multigeneration loss (in dB) at 40Mb/s for different type of sequences (Y-component).

<table>
<thead>
<tr>
<th>GOP structure</th>
<th>Multigeneration loss $L^{(k)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tennis</td>
</tr>
<tr>
<td>I-only</td>
<td>1.59</td>
</tr>
<tr>
<td>IBB</td>
<td>1.69</td>
</tr>
<tr>
<td>N=15, M=3</td>
<td>3.41</td>
</tr>
</tbody>
</table>

Lower visual complexity video usually require less bits than high detailed sequences, for the same coding quality. Thus, for a given bitrate, blocks of low detailed video are quantized less coarsely than those of high detailed video. This is equivalent to having a smaller ratio between the DCT domain and the pixel domain quantizers for lower visual complexity video, which results in more PDQ (Pixel Domain Quantization) degradation [4, 3].

3.4 Summary of Chapter 3

This chapter presented five mechanisms that cause the continued degradation of picture quality in a multigeneration environment. Multigeneration error introduced by PDQ is larger for higher bit-rate video. It was observed that PDC mainly affects the DC of the DCT coefficients. For CCPV, it was noticed that using the quantization scaling parameters of the first generation results in an increase in the average peak signal-to-noise ratio (PSNR) of lower bit-rate video. For MVR, multigeneration error is reduced when the motion vectors of the first generation are used for each subsequent generation. For EF-MC, multigeneration errors in reference pictures propagate to frames that are predicted from them. Consequently, EPMC multiplies the effect of other mechanisms. It also results in error propagation between predicted frames from generation to generation.
The experiments showed that PDQ and EPMC are the most important mechanisms for higher bitrates (lower compression ratios) while CCPV and MVR are more important for lower bitrates. The effect of PDC on multigeneration loss, for the sequences used in experiments, is very small. Other factors that affect multigeneration loss such as GOP structure, temporal shifts (changes in picture type), and visual complexity of sequences were also presented. It was observed that while long GOP structures have a higher PSNR at the first generation, they suffer however larger degradation throughout multigeneration than shorter GOP structures. Experiments showed that changes in pictures type during multigeneration introduce more errors and should be avoided if possible. Furthermore, it was also observed that multigeneration loss is sequence dependent and that higher visual complexity sequences usually suffer less degradation in multigeneration.

Moreover, subjective evaluations were conducted by looking at the multigen-erated video. High spatial frequency noise are introduced by multigeneration, especially in flat areas. The noise in B frames is higher than in P frames, while I frames are the least affected.
Chapter 4

Transcoding of MPEG

Compressed Video
4.1 Introduction

The transmission of MPEG compressed video is an important issue in many of today's digital video services. While these services may use pre-encoded video, a lack of flexibility in transmission bit rates may arise due to changes in channel capacity or network demands. In situations such as network congestion, or when the transmission media has a lower capacity than the capacity required by the video bitstream, bit-rate reduction of the pre-encoded video is necessary. The process of converting a compressed video format into another compressed format is known as transcoding. This thesis addresses the specific transcoding problem of bit-rate reduction of a previously compressed MPEG video.

There are different approaches to the problem of bit rate conversion of MPEG compressed video. A straightforward approach is to fully decode the video, then to re-encode it at a lower bit rate. This approach has two disadvantages. First, the MPEG encoding algorithm usually requires high computational power. Thus, this approach is not an efficient solution in terms of implementation complexity, delay and cost. Second, errors are introduced due to the repeated compression/decompression of video [1, 4].

Another approach to bit rate conversion is to use scalable coding techniques [14, 21] where the video is coded as two or more layers, a base layer and one or more enhancement layers. The coded video information can be arranged such that the most important information is included in the base layer. In the case of network congestion, data from the lower priority layer maybe dropped to reduce the bitrate of the video. There are two disadvantages to this approach. First, scalability in MPEG-2 provides only a limited number of possible transmission bit rates. Second, in order to control transmission rates using layered coding, the encoder must
Figure 4.1: A basic video coding system including a transcoder.

take into account the congestion control policy of the network when a connection is set. This however may not be known when the video was first compressed for storage.

A more reliable approach is to transcode the compressed video to the desired bit rate. This is achieved by partial decoding of the bitstream, then performing the rate conversion by requantizing the DCT coefficients. This approach has two advantages over full decompression followed by re-compression of the video. First, since motion estimation is the most computationally intensive operation in the MPEG encoding algorithm, the complexity is significantly reduced by using the same motion vectors in transcoding. Second, this approach avoids some of the errors introduced when the video is fully decompressed and then compressed in a second generation [1, 4]. Figure 4.1 shows a basic block diagram of a video coding system that includes a transcoder. The encoder compresses an input video at a bit rate \( R_1 \), then subject to certain constraints, the transcoder converts this compressed video at a bit rate \( R_2 < R_1 \). Next, the decoder decompresses the transcoded video bitstream for display.

The problem of transcoding has been studied by many researchers [73, 74, 75, 6, 76, 77, 5]. In [73], a two-stage coder for distribution of video at different bit rates is proposed. The first stage of the encoding is computationally intensive. All motion analysis are done in the first stage. The intermediate format resulting from the first stage is then stored and used as the source for distribution through diverse
channels. While transcoding from the intermediate format to a desired bitstream is simpler and more efficient than the single-pass encoding, the intermediate format has a large overhead in storage capacity. In [74], a simple open loop transcoder architecture is presented. Rate-conversion of the compressed video is achieved by requantizing the DCT coefficients. The quantization step required for requantization is determined using the local and global quantization step of a picture. While the proposed requantization method is simple, it does not however take into account the propagation of errors (drift errors) which results from requantizing a motion-compensated compressed video. Another approach for high-quality transcoding is to use a closed loop technique that compensates for drift errors, as proposed in [75, 6, 76, 77]. Compensation for drift errors is performed either in the DCT domain [75, 6] or in the spatial domain [76, 77].

An important issue in bitrate conversion of compressed video is the optimization of the transcoder to improve picture quality. In [6], a Lagrangian rate-distortion optimization algorithm for bit reallocation in transcoding is presented. While the rate-distortion method improves the quality of the transcoded pictures, the optimization algorithm has added computational complexity and may impose extra delay in transcoding. The paper addresses this problem by using one-slice delay instead of one frame delay for a faster transcoder response to network demand. In [77], a detailed discussion of transcoding complexity and performance, including an analysis of the extra distortion introduced by requantization, is provided. It is shown that the complexity of the transcoder may be significantly less than a cascaded decoder/encoder system as several components in the cascaded decoder/encoder system may be combined such as motion vectors. The paper also provides experiments on the extra distortion introduced in transcoding due to the two cascaded quantizations: once in encoding, and once in transcoding. In [5], a study of the
requantization problem in transcoding of MPEG-2 Intra frames with emphasis on designing the quantizer of the transcoder is presented. The paper provides two approaches for adjusting the decision levels of the transcoder's quantizer to improve picture quality. The first uses a mean-squared error (MSE) cost function, and the second uses a maximum a posteriori (MAP) cost function. Both MSE and MAP quantizers result in a higher picture quality in transcoding than the TM5 quantizer [39]. In [78], a motion-vector refinement scheme to improve the quality of the transcoded pictures is presented. This paper also extends the motion-vector refinement scheme to cover the case when a frame-rate conversion is needed and proposes a motion vector composition method to compose an outgoing motion vector from the incoming motion vectors of the dropped frames.

4.2 Issues Related to Transcoding

In this thesis, two types of transcoders were used. The first type of transcoder uses a straightforward requantization method, without compensating for drift errors. The basic structure of a transcoder with no drift correction is shown in Figure 4.2. The advantages of this structure are its lower complexity and smaller memory requirements. This type of transcoder does not require any frame buffer. It is more suitable for low delay and low cost applications, and for video bitstreams having small group of pictures (GOP) structures, which reduce the effects of drift.

The second type of transcoder uses a feedback loop to compensate for drift errors. This method provides a higher quality transcoding, but with more complexity and memory requirements. The extra complexity added is due to the operations required for drift correction, while the increase in memory requirements is due to the frame buffers needed for drift compensation. Figure 4.3 shows the block diagram
of a transcoder with drift correction in the spatial domain. If drift correction is used for $P$ and $B$ picture coding types, then two frame buffers are needed. Memory requirements can be reduced to one frame buffer by performing drift correction only on $P$ pictures, since requantization errors in $B$ pictures do not propagate.

For both transcoding types, the requantization process is done on a macroblock basis. This reduces delay. Furthermore, the motion vectors of the input bitstreams are re-used. This avoids motion estimation, the most computationally intensive operation of the MPEG encoding algorithm. As expected, this significantly
reduces the complexity of the system, as compared to a cascaded decoder-encoder system. Macroblock types may change after requantization. However, changes are limited. For example, a motion-compensated coded macroblock may be changed to a motion-compensated not coded macroblock if all the DCT coefficients are zero after requantization.

A brief discussion of requantization and rate control operations follows.

4.2.1 Requantization and Bit-rate Conversion

In MPEG standards, the DCT transform is performed on $8 \times 8$ blocks of data. The 64 DCT coefficients are uniformly quantized. the quantizer step size that is used for each DCT coefficient includes two components, a quantization coefficient which specifies a minimum step size for the particular DCT coefficient, and a quantization scaling parameter $qscale$ used for bit-rate control. As $qscale$ increases, the quantization of the DCT coefficients is coarser and consequently, the output bit rate decreases. In it's simplest case, The quantization process [75] can be expressed as

$$x_q(u, v) = \text{Round} \left( \frac{x(u, v)}{qscale \times w(u, v)} \right)$$

(4.1)

where $x(u, v)$ is the input DCT coefficient and $w(u, v)$ is its corresponding entry from the quantization table, $x_q(u, v)$ is the quantized DCT coefficient, and $\text{Round}$ denotes integer division with rounding.

At the decoder, inverse quantization [75] may be performed as

$$y(u, v) = x_q(u, v) \times qscale \times w(u, v)$$

(4.2)

where $y(u, v)$ is the inverse quantized DCT coefficient.
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Bit rate conversion can be performed in the compressed domain by requantization of the DCT coefficients. In its simplest case, this can be represented by

\[ x_{q_1}(u,v) = \text{Round} \left( \frac{x_{q_1}(u,v) \times \text{qscale}_1 \times w_1(u,v)}{\text{qscale}_2 \times w_2(u,v)} \right) \] (4.3)

where \( x_{q_1}(u,v) \) is the input quantized DCT coefficient and \( x_{q_2}(u,v) \) is its requantized version, \( \text{qscale}_1 \) is the input quantization scaling parameter and \( \text{qscale}_2 \) is the value required to meet the target bit rate. Usually, the quantization coefficients \( w_1(u,v) \) (encoder) and \( w_2(u,v) \) (transcoder) are the same and can be omitted from Equation 4.3. However, in some cases, the transcoder’s quantization tables may be scaled in order to allow a suitable range for \( \text{qscale}_2 \) such that the target bit rate can be met. Note however that the above equation does not take into account the propagation of requantization errors (drift) due to motion compensation.

4.2.2 Rate Control

The rate control algorithm is not part of the standards and is thus left to the implementer to develop an efficient strategy. In [6], an approach to transcoding optimization and rate control by minimizing a Lagrangian cost has been proposed. This technique allows the selection of a trade-off point between rate and distortion subject to a rate constraint \( R \leq R_{\text{max}} \). However, this method is computationally expensive and cannot be easily implemented on a macroblock by macroblock basis. One well known rate control algorithm is described in the Test Model document, version 5 (TM5) [39]. The advantage of this algorithm is that the operations can be easily implemented on a macroblock basis, and therefore is more convenient for real-time and low delay transcoding.

In this thesis, the bit rate control is based on the TM5. The algorithm consists of three steps, a target bit allocation which estimates the number of bits available
to encode the next picture, a rate control that uses a "virtual buffer" to set the reference value of the quantization parameter for each macroblock, and an adaptive quantization which modulates the reference value of the quantization parameter according to the spatial activity in the macroblock and the average activity in the picture in order to derive the value of the quantization scaling parameter $qscale$ used to quantize the macroblock.

Usually, the activity is computed in the pixel domain and is an important parameter in quantization, as it reflects the relative complexity of different macroblocks within the picture. Since the Human Visual System (HVS) is more sensitive to coding errors in the low-frequency regions of the picture (i.e., low-activity regions), these regions are usually quantized with a finer quantization step size. However, since local activity (over a macroblock) and average activity (over the picture) are not included in the encoded bitstream, they are estimated from local and average quantization parameters, respectively, as proposed in [74]. Specifically, the quantization scaling parameter for transcoding is expressed as:

$$\text{qs}cale_2(j, k) = \text{qs}cale_{ref}(j, k) \frac{\text{qs}cale_1(j, k)}{\text{qs}cale_1(k)}$$

(4.4)

where $\text{qs}cale_1(j, k)$ is the old quantization scaling parameter of the $j$th macroblock in the $k$th picture, $\text{qs}cale_2(j, k)$ is its corresponding parameter for requantization, $\text{qs}cale_{ref}(j, k)$ is the reference requantization parameter determined by the transcoder rate control algorithm, and $\text{qs}cale_1(k)$ is the average quantization parameter over the $k$th picture. The ratio $\frac{\text{qs}cale_1(j, k)}{\text{qs}cale_1(k)}$ is the estimate of the normalized activity for the $j$th macroblock in the $k$th picture. In the experiments, the average quantization parameter of the last decoded picture of the same type is used for $\text{qs}cale_1(k)$.  
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4.2.3 Performance of Cascaded Quantization

Bit-rate conversion of compressed video involves two subsequent quantizations: the first in encoding, and the second in transcoding. In general, cascaded quantizations lead to an extra distortion as compared to direct quantization with the coarser quantizer. However, it is possible to use information available in the compressed video to reduce the requantization errors and achieve a higher transcoding quality.

In the following chapter, two methods for reducing requantization errors in transcoding are proposed [7, 8]. The methods are simple to implement and do not require side information.

4.3 Summary of Chapter 4

This chapter addressed the specific transcoding problem of bit-rate reduction of MPEG compressed video. The chapter discussed the importance of transcoding in providing flexibility in transmission bit-rates in situations such as network congestion, or when the transmission channel has a lower capacity than the capacity required by the pre-encoded video. Two types of transcoders with different complexity and memory requirements were discussed. The transcoder with no drift correction has a lower complexity and does not require frame buffers. It is more suitable for low delay applications and for video bitstreams having small GOP structures. The second type of transcoder has drift correction. It provides a higher quality, but with more complexity. In both transcoder structures, requantization is performed on a macroblock-by-macroblock basis. Moreover, the motion vectors pre-encoded in the compressed video are re-used. These reduces the delay and complexity of transcoding. The chapter also discussed issues related to transcoding such as requantization and bit-rate conversion of MPEG compressed video, and bit-rate control.
Chapter 5

Requantization for Transcoding of MPEG Compressed Video
5.1 Introduction

An important issue in bit-rate conversion is to provide requantization methods for efficient transcoding [5, 6]. In [5], two approaches for adjusting the decision levels of the transcoder's quantizer to improve transcoding quality are proposed. The first uses a mean-squared error (MSE) cost function, and the second uses a maximum a posteriori (MAP) cost function. Both methods use a Laplacian pdf (probability density function) to model the distribution of the original DCT coefficients. The Laplacian parameter for each AC coefficient may be estimated from either the first generation coefficients or the original coefficients. In the latter case, the parameters have to be transmitted as additional side information. However, no algorithm was provided in [5] for estimating the Laplacian parameters from the first generation coefficients. In [6], a rate-distortion method is proposed using a Lagrangian optimization algorithm to derive the quantizer step size for transcoding each macroblock. This method improves picture quality. However, the optimization algorithm has added computational complexity and may impose extra delay in transcoding.

This chapter propose two methods to reduce the requantization errors in transcoding [7, 8]. The first method [7], presented in Section 5.2, assumes Laplacian distributions for the original AC coefficients of the DCT. A Laplacian parameter for each coefficient is estimated at the transcoder from the quantized input DCT coefficients. These parameters are then used in requantization to improve the quality of the transcoded video. The algorithm provided in this work to estimate the Laplacian parameters of the original DCT coefficients is simple to implement and may be adapted to other DCT-based coding schemes.

Section 5.3 presents selective requantization, a second method for improving the transcoding of MPEG compressed video [8]. The proposed method is based on
avoiding critical ratios of the two cascaded quantizations (encoding versus transcoding) that either lead to larger transcoding errors or require a higher bit budget.

Both requantization methods are parts of the contributions of this thesis [7, 8].

5.2 Estimating Laplacian Parameters of DCT Coefficients in Transcoding of MPEG-2 Video

MPEG standards define how quantized DCT coefficients are reconstructed at the decoder, that is, the uniform reconstruction levels of the quantizer. A transcoder however may choose how to map the input DCT values onto a given set of reconstruction levels. Because the distribution of the AC coefficients of the DCT is not uniform, the uniform reconstruction of the input DCT coefficient at the transcoder, before requantization, may not be optimal. The requantization error may be reduced if the uniform reconstruction levels are replaced by the local centroid of the distribution of the DCT coefficients in the appropriate quantization interval. In general, while the DC coefficient has a uniform distribution [33] and is separately quantized using a uniform quantizer, the distribution of the AC coefficients may be represented by a two-sided Laplacian distribution [5, 33, 79]. The pdf \( f(x) \) of the original AC coefficients \( x \) may be expressed as

\[
f(x) = \frac{\alpha}{2} e^{-\alpha |x|}
\]

A pdf can be described for each AC coefficient once the corresponding Laplacian parameter \( \alpha \) is known. This parameter may be estimated from the distribution of original DCT coefficients at the encoder, or from quantized DCT coefficients at the transcoder. The former however requires transmitting the set of parameters \( \alpha \) with the compressed video and consequently introduces additional overhead. In this
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work, the Laplacian parameter $\alpha$ of the original distribution is estimated from the input DCT coefficients at the transcoder using maximum-likelihood estimation [80]. In the analysis, it is assumed that the encoder uses uniform quantization.

To develop the analysis for transcoding Intra macroblocks, consider a uniform midstep quantizer with no dead zone as shown in Figure 5.1. Quantization takes an input $x$ and generates a level $k$. Assuming that the distribution of the DCT coefficients is symmetric around zero, only the magnitude value of the coefficient is considered. Thus, without loss of generality, $k$ is positive. Let $y$ be the reconstructed input DCT coefficients at the transcoder, i.e.,

$$y = kQ_1$$

where $Q_1$ is the quantizer step size of the encoder. Note that $Q_1$ and $k$ are transmitted in the encoded bitstream.

Let $P_0$ and $P_k$ be the probability that $|x|$ lies in the intervals $[0, Q_1/2]$ for $k = 0$ and $(Q_1(k - 1/2), Q_1(k + 1/2))$ for $k = 1, 2, \ldots$, respectively. Thus, $P_0$ and $P_k$ are given by

$$P_0 = 2\int_0^{Q_1/2} \frac{\alpha}{2} e^{-\alpha x} dx$$

$$= 1 - e^{-\alpha Q_1/2}$$

- and
\[ P_k = 2 \int_{Q_1(k-1/2)}^{Q_1(k+1/2)} \frac{\alpha}{2} e^{-\alpha x} dx \]
\[ = e^{-\alpha Q_1(k-1/2)} \left(1 - e^{-\alpha Q_1} \right) \]
\[ = e^{-\alpha (y-Q_1/2)} \left(1 - e^{-\alpha Q_1} \right) \quad (5.4) \]

Let \( p(y) = P(y_1, y_2, \ldots, y_N) \) be the joint probability distribution of \( N \) observed values of the sample \( y \) of the same frequency index over \( N \) input DCT blocks. In order to proceed with the analysis, independence assumption is needed. It is assumed that in a single frame of the same sequence the AC coefficients of the DCT, with the same frequency index, are independent samples of one realization. This is a reasonable assumption for high frequency DCT coefficients of different blocks in the picture. The independence assumption also increases the tractability of this model and is supported by the results presented in this chapter. Future work may also consider splitting frames into blocks and estimating the Laplacian parameters for each block, as well as addressing the Laplacian parameter estimation method in an object based coding context.

Assuming independent samples, \( p(y) \) can be expressed as
\[ p(y) = \left(1 - e^{-\alpha Q_1/2} \right)^{N_0} \prod_{l=1, y_l \neq 0}^{N} e^{-\alpha (y_l - Q_1/2)} \left(1 - e^{-\alpha Q_1} \right) \quad (5.5) \]
where \( N_0 \) is the number of zero DCT coefficients. A necessary condition for maximum-likelihood estimate [80] is
\[ \frac{\partial}{\partial \alpha} \ln p(y) \bigg|_{\alpha=\hat{\alpha}} = 0 \quad (5.6) \]

This leads to
\[ \frac{N_0 Q_1 e^{-\hat{\alpha} Q_1/2}}{2 \left(1 - e^{-\hat{\alpha} Q_1/2} \right)} + \frac{M Q_1 e^{-\hat{\alpha} Q_1}}{(1 - e^{-\hat{\alpha} Q_1})} - \sum_{l=1, y_l \neq 0}^{N} (y_l - Q_1/2) = 0 \quad (5.7) \]
where $M$ is the number of non-zero DCT coefficients. Let

$$A = \sum_{l=1, y_l \neq 0}^{N} (y_l - Q_1/2), \quad B = N_0 Q_1/2, \quad C = MQ_1$$

and

$$z = e^{-(\hat{\alpha} Q_1)}$$

Equation 5.7 can be written as

$$A = \frac{[N_0 (Q_1/2) e^{-\hat{\alpha} Q_1/2}] [1 + e^{-\hat{\alpha} Q_1/2}] + MQ_1 e^{-\hat{\alpha} Q_1}}{(1 - e^{-\hat{\alpha} Q_1})}$$

$$= \frac{Bz(1 + z) + Cz^2}{(1 - z^2)}$$

Equation 5.8

The above yields

$$(A + B + C)z^2 + Bz - A = 0$$

Equation 5.9

Note that the terms $A$, $B$, and $C$ are computed from quantized DCT coefficients at the transcoder's input. Solving Equation 5.9, the maximum-likelihood estimate of the Laplacian parameter $\alpha$ for the midstep uniform quantizer is

$$\hat{\alpha} = -\frac{2}{Q_1} \ln z$$

Equation 5.10

Clearly, $\hat{\alpha}$ can be determined using only information available in the encoded bitstream. For illustration, the DCT coefficients of the original first frame of Table Tennis are quantized with a quantization step size $Q_1 = 16$ and the parameter $\hat{\alpha}$ is estimated for the the original DCT coefficient $X(0, 2)$. The maximum-likelihood estimation yields $\hat{\alpha} = 0.06$. Figure 5.2 shows the actual histogram and the Laplacian distribution model (using $\hat{\alpha}$) of the DCT coefficient $X(0, 2)$. Moreover, an empirical distribution function is obtained from the observations by sorting the data values in an increasing order and creating pairs $(X_i(0, 2), i/N)$ where $i$ is the index of the
Figure 5.2: Actual histogram and Laplacian pdf model for the DCT coefficient $X(0, 2)$ of the first frame (Y-component) of *Table Tennis* sequence, with an estimated parameter $\hat{\alpha} = 0.06$. 
Figure 5.3: Empirical distribution and Laplacian CDF model of the DCT coefficient $X(0, 2)$ of the first frame (Y-component) of *Table Tennis* sequence, with an estimated parameter $\hat{\alpha} = 0.06$. 
data value $X_i(0, 2)$ in the sorted list. The empirical distribution is plotted versus the theoretical Cumulative Distribution Function (CDF) and is shown in Figure 5.3.

To develop similar analysis for transcoding non-Intra macroblocks, consider a uniform midriser quantizer with no dead-zone. Note however that the analysis can be easily extended to include quantization with a dead zone around zero. The reconstructed input DCT coefficients at the transcoder can be expressed as

$$y = (k + \frac{1}{2})Q_1$$  \hspace{1cm} (5.11)

Let $P_k$ be the probability that the magnitude of the DCT coefficient lies in the intervals $(kQ_1, (k + 1)Q_1]$ for $k = 0, 1, 2, \ldots$, therefore,

$$P_k = 2 \int_{kQ_1}^{(k+1)Q_1} \frac{\alpha}{2} e^{-\alpha x} dx = e^{-\alpha(y-Q_1/2)} \left(1 - e^{-\alpha Q_1}\right)$$  \hspace{1cm} (5.12)

Analogous to Equation 5.5, the joint probability distribution $p(y)$ of $N$ observed sample values of $y$ for the midriser quantizer is

$$p(y) = \prod_{n=1}^{N} \left[e^{-\alpha(y_n-Q_1/2)} \left(1 - e^{-\alpha Q_1}\right)\right]$$  \hspace{1cm} (5.13)

Applying the condition for maximum-likelihood estimation given by Equation 5.6 yields:

$$\frac{NQ_1 e^{-\alpha Q_1}}{(1 - e^{-\alpha Q_1})} - \sum_{n=1}^{N} (y_n - Q_1/2) = 0$$  \hspace{1cm} (5.14)

Let

$$A = \sum_{n=1}^{N} \left(y_n - \frac{Q_1}{2}\right), \quad B = NQ_1, \quad \text{and} \quad z = e^{-\alpha Q_1}$$

Equation 5.14 can be written as

$$(A + B)z - A = 0$$  \hspace{1cm} (5.15)$$
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Solving for $z$, the maximum-likelihood estimate of the Laplacian parameter for the midriser quantizer is computed from

$$\hat{\alpha} = -\frac{1}{Q_1} \ln z \quad (5.16)$$

Note that the parameter $\hat{\alpha}$ has to be estimated for each AC coefficient and for each of the luminance ($Y$) and chrominance ($Cb$ and $Cr$) components as they have different distributions. Once $\hat{\alpha}$ is known, and prior to requantization with a coarser step size $Q_2$, the transcoder reconstructs the input DCT coefficients at the local centroid of the distribution instead of the uniform reconstruction of Equation 5.20.

If $d_k$ is the $k$th decision level of the encoder quantizer, then for a given AC coefficients $x$ in the interval $(d_k, d_{k+1}]$, the local centroid [26] is defined as

$$c_k = \frac{\int_{d_k}^{d_{k+1}} x f(x) dx}{\int_{d_k}^{d_{k+1}} f(x) dx}$$

$$= \frac{\int_{d_k}^{d_{k+1}} x \frac{a}{2} e^{-ax} dx}{\int_{d_k}^{d_{k+1}} \frac{a}{2} e^{-ax} dx}$$

$$= \frac{\left( d_k + \frac{1}{a} \right) e^{-ad_k} - \left( d_{k+1} + \frac{1}{a} \right) e^{-ad_{k+1}}}{(e^{-ad_k} - e^{-ad_{k+1}})} \quad (5.17)$$

Note that the above equation is one of the Lloyd-Max quantizer design rules [26]. The stepsize of the encoder's uniform quantizer can be expressed in terms of its decision levels as

$$Q_1 = d_{k+1} - d_k \quad (5.18)$$

From Equations 5.17 and 5.18, the local centroid of the DCT coefficients is computed at the transcoder as

$$c_k = \frac{\left( d_k + \frac{1}{\hat{\alpha}} \right) - \left( d_k + Q_1 + \frac{1}{\hat{\alpha}} \right) e^{-\hat{\alpha}Q_1}}{(1 - e^{-\hat{\alpha}Q_1})}$$

$$= \frac{d_k + \frac{1}{\hat{\alpha}} - \frac{Q_1 e^{-\hat{\alpha}Q_1}}{1 - e^{-\hat{\alpha}Q_1}}}{1 - e^{-\hat{\alpha}Q_1}} \quad (5.19)$$
Clearly, \( c_k \) depends on the step size and decision level \( d_k \) of the encoder's quantizer, and on the estimated Laplacian parameter \( \hat{\alpha} \).

### 5.2.1 Experiments

Transcoding is achieved by requantizing the input DCT coefficients. The following experiments use transcoding with drift correction. The transcoder structure is shown in Figure 4.3. For constant bit-rate (CBR) transcoding, the T.M5 rate control algorithm [39] is used, while for variable bit-rate (VBR) transcoding, the rate control is disconnected. Since estimating the Laplacian parameters \( \hat{\alpha} \) for a current frame imposes a delay of one frame, this requirement is removed by using the estimated parameters of the most recently transcoded frame of the same type, since usually image statistics do not vary much over a short period of time. In CBR transcoding, the average step size over the frame is used instead of \( Q_1 \) for the terms \( B, C \), and \( z \) (Equations 5.9 and 5.15). Moreover, in quantization of non-intra macroblocks, a uniform quantizer with a dead-zone around zero is used similar to MPEG-2 standard.

For VBR and CBR Intra-frame transcoding, two experiments were performed using 150 frames (each 352 \( \times \) 240) of Flower Garden sequence. Figure 5.4 shows the PSNR (Y-component) and bits versus frame number for VBR transcoding of Flower Garden for quantization step sizes \( Q_1 = 16 \) and \( Q_2 = 30 \). In normal transcoding, input DCT coefficients are uniformly reconstructed before requantization, following the MPEG-2 uniform reconstruction equation. Notice the improvement in PSNR and bits achieved by using the Laplacian model in transcoding. The average increase in PSNR in this example is respectively 0.3, 0.9, and 1.7 dB per frame for the Y, Cb, and Cr components. Furthermore, the number of bits spent by using this model is reduced by 26% as compared to normal transcoding. The equivalent bit rate for
Table 5.1: Intra-frame transcoding of *Flower Garden* and *Football*. PSNR for transcoding using a Laplacian pdf model (PSNR_L) and for normal transcoding (PSNR_N). The input bit rate is 8Mb/s.

<table>
<thead>
<tr>
<th>Bit Rate</th>
<th>PSNR_L (dB)</th>
<th>PSNR_N (dB)</th>
<th>Δ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Flower Garden</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>29.7</td>
<td>27.3</td>
<td>2.4</td>
</tr>
<tr>
<td>6</td>
<td>28.0</td>
<td>26.7</td>
<td>1.3</td>
</tr>
<tr>
<td>5</td>
<td>26.9</td>
<td>26.6</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>26.5</td>
<td>26.2</td>
<td>0.3</td>
</tr>
<tr>
<td><strong>Football</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>35.8</td>
<td>34.1</td>
<td>1.7</td>
</tr>
<tr>
<td>6</td>
<td>34.4</td>
<td>33.6</td>
<td>0.8</td>
</tr>
<tr>
<td>5</td>
<td>33.9</td>
<td>33.5</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>33.5</td>
<td>33.4</td>
<td>0.1</td>
</tr>
</tbody>
</table>

the input bitstream is 8.5Mb/s. Likewise, the equivalent output bit rate for normal transcoding and transcoding using Laplacian pdf model is 7.3Mb/s and 5.4Mb/s, respectively.

Figure 5.5 shows the PSNR (Y-component) versus frame number for CBR transcoding of *Flower Garden* for input and output bit rates of 8Mb/s and 7Mb/s, respectively. The average increase in PSNR by using the Laplacian model is respectively 2.4, 2.5, and 2.8 dB per frame for the Y, Cb, and Cr components. Table 5.1 shows average PSNR of Intra-frame transcoding of *Flower Garden* and *Football* for an input bit rate of 8Mb/s and for different output bit rates. Two cases are shown: transcoding using a Laplacian pdf model (PSNR_L) and normal transcoding (PSNR_N). The parameter Δ denotes the difference between PSNR_L and PSNR_N. Note that the improvement achieved using the Laplacian model differs from sequence to sequence and for different bit rates.

For both Intra-frame and Inter-frame CBR transcoding, Table 5.2 shows the PSNR of normal transcoding and of transcoding using a Laplacian pdf model. The sequences *Flower Garden* (Flr.), *Football* (Ftb.), *Table Tennis* (Ten.), *Miss America*
Figure 5.4: VBR Intra-frame transcoding using a Laplacian pdf for the DCT coefficients. PSNR (top) and bits (bottom) versus frame number of Flower Garden for $Q_1 = 16$ and $Q_2 = 30$. 
Figure 5.5: CBR Intra-frame transcoding using a Laplacian pdf for the DCT coefficients. PSNR versus frame number for Flower Garden for input and output bit rates of 8Mb/s and 7Mb/s, respectively.

(Mis.), and Salesman (Slm.) are used, with a group of pictures (GOP) structure N=15, M=3. The input and output bit rates for transcoding are respectively 2Mb/s and 1.5Mb/s. Notice that transcoding using the Laplacian pdf model outperforms normal transcoding.

Next section presents selective requantization [8], a simple method for reducing requantization errors in transcoding.

Table 5.2: PSNR for transcoding using a Laplacian pdf model (PSNR$_L$) and for normal transcoding (PSNR$_N$) of five video bitstreams with a GOP structure N=15, M=3.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR$_L$</td>
<td>26.1</td>
<td>30.0</td>
<td>33.8</td>
<td>38.3</td>
<td>41.3</td>
<td></td>
</tr>
<tr>
<td>PSNR$_N$</td>
<td>25.8</td>
<td>29.6</td>
<td>33.4</td>
<td>38.0</td>
<td>40.9</td>
<td></td>
</tr>
<tr>
<td>$\Delta$</td>
<td>0.3</td>
<td>0.4</td>
<td>0.4</td>
<td>0.3</td>
<td>0.4</td>
<td></td>
</tr>
</tbody>
</table>
5.3 Selective Requantization

As stated earlier, bit-rate conversion of compressed video involves two subsequent quantizations: the first in encoding, and the second in transcoding. In general, cascaded quantizations lead to an extra distortion as compared to direct quantization with the coarser quantizer. This extra distortion is denoted as "cascading error". The cascading error depends on the ratio between the finer quantizer (encoder) and the coarser quantizer (transcoder). Thus, as the step size of the finer quantizer is encoded in the bitstream and is available to the transcoder, it is possible to use this information to reduce the requantization errors and achieve a higher transcoding quality.

For simplicity, consider the quantization of a non-negative input data value \( x \) using a uniform midstep quantizer (suitable for Intra macroblocks) with no dead zone, as shown in Figure 5.6. Input-output characteristics of the quantizer are mirrored for negative \( x \). The quantizer is completely specified by a set of reconstruction levels, \( r_k \), and a set of decision levels, \( d_k \), given by

\[
    r_k = kQ, \quad \text{and} \quad d_k = \frac{r_k + r_{k-1}}{2} = (k - \frac{1}{2})Q
\]

where \( Q \) is the step size of the quantizer and \( k \) is an integer representing the level. Thus, given a value \( x \) and its reconstruction \( q(x) = kQ \), the quantization error, \( \varepsilon \), can be expressed as

\[
    \varepsilon = x - q(x)
\]

Let \( Q_1 \) and \( Q_2 \), where \( Q_1 < Q_2 \), be the step sizes of the finer quantizer (encoder) and coarser quantizer (transcoder), respectively. To illustrate the idea of selective quantization, an experiment is performed using 150 frames (each \( 352 \times 240 \)) of Flower Garden. and only Intra frames coding. Figures 5.7.(a)., 5.7.(b)., and
Figure 5.6: Decision and reconstruction levels of the midstep quantizer.

5.7.(c). show the rate-distortion (R-D) curves for transcoding of Flower Garden, originally encoded at $Q_1 = 4$, $Q_1 = 8$ and $Q_1 = 24$, respectively. Clearly, from the set of operating R-D points, some of these points (and their corresponding $Q_2$) will not fall on the convex hull of the overall R-D characteristic and therefore they are not optimal in the rate-distortion sense.

Let $\varepsilon_{1,2}$ be the total quantization error that results from quantizing with step size $Q_1$ followed by step size $Q_2$, and let $\varepsilon_2$ be the error resulting from direct quantization with step size $Q_2$. The cascading error $\varepsilon_c$ is defined as

$$\varepsilon_c = \varepsilon_{1,2} - \varepsilon_2$$  \hspace{1cm} (5.22)

In general, the cascading error increases, on average, when many reconstruction levels from the finer quantizer are aligned with decision levels from the coarser quantizer. The maximum cascading error $\varepsilon_{c_{\text{max}}}$ depends on the ratio $Q_2/Q_1$. The upper bound of $\varepsilon_{c_{\text{max}}}$ is equal to the step size of the finer quantizer $Q_1$. This corresponds to the special case illustrated in Figure 5.8 where the original data value lies on a decision boundary of the finer quantizer, and the respective reconstruction level of the finer quantizer lineup with a decision level of the coarser quantizer. Thus, the magnitude of maximum cascading error is bounded by

$$0 \leq |\varepsilon_{c_{\text{max}}}| \leq Q_1$$  \hspace{1cm} (5.23)

If the finer quantizer’s cell, corresponding to the original data value, is totally contained in a cell of the coarser quantizer, then cascaded quantization gives the same
Figure 5.7: Rate-distortion curves of *Flower Garden* (Intra-frame coding). The sequence is originally encoded at the following values of $Q_1$: (a) $Q_1 = 4$. (b) $Q_1 = 8$. (c) $Q_1 = 24$. 
result as direct quantization with $Q_2$, i.e., no cascading error is introduced by requantization (Figure 5.9.(a)). However, if the finer quantizer's cell overlap with two cells of the coarser quantizer, then cascading error is introduced by requantization if the reconstructed data value after the first quantization and the original data value each fall into a different quantization cell in the coarser quantizer (Figure 5.9.(b)).

To study how the ratio $Q_2/Q_1$ affects requantization, for a uniform midstep quantizer, let $r_k = k_1Q_1$ be the reconstruction levels of the finer quantizer, and let $d_k = (k_2 - 1/2)Q_2$ be the decision levels of the coarser quantizer. The condition that a reconstruction level from the finer quantizer is aligned with a decision level from the coarser quantizer is given by

$$k_1 = \left(\frac{2k_2 - 1}{2}\right) \frac{Q_2}{Q_1}$$  \hspace{1cm} (5.24)

Equation 5.24 is satisfied if there exists a ratio $Q_2/Q_1$ and an integer $k_2$ that result in an integer $k_1$. Clearly, an even integer ratio of $Q_2/Q_1$ satisfies this condition. This is illustrated in Figure 5.11.(a). The magnitude of maximum cascading error usually reaches its highest bound (Equation 5.23) when the ratio $Q_2/Q_1$ is an even integer. Notice that Equation 5.24 may be also satisfied for non-integer ratios of $Q_2/Q_1$. An example of that is the ratio $Q_2/Q_1 = 8/6$. Furthermore, the percentage of reconstruction levels from the finer quantizer that are aligned with decision levels
Figure 5.9: Cascaded quantizations (dashed arrows) and direct quantization (solid arrow). (a) Cascaded quantizations yield the same results as direct quantization. (b) Cascaded quantizations introduce extra distortion, as compared to direct quantization.

from the coarser quantizer depends on the ratio $Q_2/Q_1$. This percentage may be computed off-line. For example, if $Q_2/Q_1 = 2$, then half of the reconstruction levels from the finer quantizer are aligned with decision levels from the coarser quantizer. This can be seen in Figure 5.10 for $Q_1 = 6$ and the case when $Q_2 = 12$. The experiments show that a ratio of 2 for $Q_2/Q_1$ usually yields larger transcoding errors. Moreover, large drops in bits usually occur at values of $Q_2$ that are integer multiple of $2Q_1$. This is because more requantized DCT coefficients are mapped to
Figure 5.10: Number of reconstruction levels (in percentage) from the finer quantizer that line up with decision levels from the coarser quantizer, for $Q_1 = 6$ and $Q_2$ ranging from 8 to 62 with intervals of 2.

The lower quantization levels, and consequently, they are coded with fewer bits. This is illustrated in Section 5.3.1.

Equation 5.24 is not satisfied for all integers $k_2$ and an odd integer ratio for $Q_2/Q_1$. In this case, the cells of the finer quantizer are totally contained inside the coarser quantizer cells and consequently, the cascading error is zero. This is illustrated in Figure 5.11.(b). Thus, given a ratio $Q_1/Q_2$, the value of $|\varepsilon_{cmax}|$ for that ratio can be determined from the position of decision levels of the finer quantizer relative to the coarser quantizer. For example, Figure 5.12 shows the absolute value of the maximum cascading error that may occur for $Q_1 = 6$ and $Q_2$ ranging from 8 to 62 with intervals 2. Notice that the values of $|\varepsilon_{cmax}|$ satisfy Equation 5.23.

Using similar analysis for a midriser quantizer (suitable for non-Intra Macroblocks), let $r_{k_1} = (k_1 + 1/2) Q_1$ be the reconstruction levels of the finer quantizer, and let $d_{k_2} = k_2 Q_2$ be the decision levels of the coarser quantizer. The equation
Figure 5.11: Ratio of coarser quantizer ($Q_2$) to finer quantizer ($Q_1$), for midstep quantizers. (a) Even integer ratio ($Q_2/Q_1 = 2$). (b) Odd integer ratio ($Q_2/Q_1 = 3$).

Figure 5.12: Absolute value of maximum cascading error ($\varepsilon_{cmax}$) for $Q_1 = 6$ and $Q_2$ ranging from 8 to 62 with intervals of 2.
analogous to Equation 5.24 is given by

\[ (2k_1 + 1) = 2k_2 \frac{Q_2}{Q_1} \] (5.25)

Clearly, Equation 5.25 is satisfied for any odd integer ratio of \(2Q_2/Q_1\) and odd integers \(k_2\). In this case, additional loss is usually introduced by cascading quantizations. For example, if \(Q_1 = 4\) and \(Q_2 = 6\), then one-third of the reconstruction levels of the finer quantizer are aligned with decision levels from the coarser quantizer. The experiments show that a ratio of 3 for \(2Q_2/Q_1\) may lead to larger transcoding errors. On the other hand, Equation 5.25 is not satisfied for even integer ratios of \(2Q_2/Q_1\) and all integers \(k_2\). In this case, direct quantization with \(Q_2\) and cascaded quantizations with \(Q_1\) followed by \(Q_2\) yield the same quantization error.

In this thesis, the selective requantization method is applied to CBR transcoding of MPEG-2 compressed video. A linear mapping for \(qscale\) (i.e., \(q_{scale\_type} = 0\)) was used in the experiments, however, the algorithm maybe extended to cover non-linear mapping for \(qscale\). For simplicity, it is assumed that the transcoder is using the same quantization matrices that are encoded in the bitstream. The algorithm for selective requantization includes in its code the following conditions

1. Intra macroblock

   (a) \( \text{if}((qscale_2 \% (2 * qscale_1)) == 0) \)
       \[ qscale_2 = qscale_2 + 2; \]

   (b) \( \text{if}(((qscale_2 + 2) \% qscale_1) == 0) \)
       \[ \text{if}(((qscale_2 + 2)/qscale_1) \% 2) == 0) \]
       \[ qscale_2 = qscale_2 + 2; \]

   (c) \( \text{if}(((qscale_2 + 2) \% (2 * qscale_1)) == 0) \)
       \[ qscale_2 = qscale_2 + 4; \]
2. Non-Intra macroblock

(a) \( if(((qs\text{scale}_2 + 2)\%qs\text{scale}_1) == 0) \)
\[
qs\text{scale}_2 = qs\text{cale}_2 + 2;
\]

(b) \( if(((2 \times qs\text{cale}_2)\%qs\text{cale}_1) == 0) \)
\[
if(((2 \times qs\text{cale}_2)/qs\text{cale}_1)\%2)! = 0) \\
qs\text{cale}_2 = qs\text{cale}_2 + 2;
\]

where the above mathematical operators are similar to those used in the C programming language. In summary, the above items are the result of the previous analysis for midstep (Intra) and midrider (Non-Intra) quantizers. For Intra macroblocks, Item 1.(a) avoids even integer ratios of \( Q_2/Q_1 \). These ratios usually lead to larger transcoding errors. Item 1.(b) selects the next higher \( qs\text{cale}_2 \) if it results in an odd integer ratio of \( Q_2/Q_1 \). The new value for \( Q_2 \) yields zero cascading error. Item 1.(c) reduces the number of bits needed to code Intra macroblocks in an MPEG-like coding scheme without a significant increase in errors (see Section 5.3.1). For Non-Intra macroblocks, Item 2.(a) selects the next higher \( qs\text{cale}_2 \) if it results in an even integer ratio of \( 2Q_2/Q_1 \). This ratio has zero cascading error. Item 2.(b) avoids odd integer ratios of \( 2Q_2/Q_1 \). These ratios usually leads to larger transcoding errors. The experiments show that Items 1.(c) and 2.(a) are the most important for Intra and non-Intra macroblocks, respectively, and for the sequences used in this thesis. A practical example that illustrates the above conditions is shown in Table 5.3. The initial values of \( Q_2 \) set by the rate control are shown against the values of \( Q_2 \) in selective quantization for both midstep and midrider quantizers and for \( Q_1 = 8 \).
Table 5.3: Practical example to illustrate Selective Requantization.

<table>
<thead>
<tr>
<th></th>
<th>Midstep Quantizer, $Q_1 = 8$</th>
<th>Midriser Quantizer, $Q_1 = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_2$ (initial)</td>
<td>8 10 12 14 16 18 20 22 24 26 28 30 32 34 36</td>
<td>8 10 12 14 18 18 20 24 24 26 28 34 34 34 36</td>
</tr>
<tr>
<td>$Q_2$ (Selective)</td>
<td>8 10 12 14 16 18 20 22 24 26 28 30 32 34 36</td>
<td>8 10 14 16 16 18 22 24 24 26 30 32 32 34 38</td>
</tr>
</tbody>
</table>

5.3.1 Experiments

The following experiments use transcoding with drift correction. The transcoder structure is shown in Figure 4.3. For constant bit-rate (CBR) transcoding, the $TM5$ rate control algorithm [39] is used, while for variable bit-rate (VBR) transcoding, the rate control is disconnected.

For VBR Intra-frames transcoding, 150 frames (each $352 \times 240$) of Flower Garden were used. The sequence is first encoded with an MPEG-2 software encoder and a constant step size $Q_1 = 16$. The resulting bitstream is then transcoded at different values of $Q_2$ ranging from 18 to 40, with intervals of 2. In direct encoding, the sequence is encoded directly with $Q_2$. The peak signal-to-noise ratio (PSNR) is used as an objective measure of the video quality, with the original sequence as reference. Figure 5.13 shows transcoding average PSNR and bit budget versus $Q_2$. Notice the PSNR and bit budget for $Q_2 = 32$ and $Q_2 = 34$. The former results in a ratio $Q_2/Q_1 = 2$, which usually leads to larger requantization errors. The PSNR for $Q_2 = 34$ is higher by 0.3 dB with 0.01% bits lower than in the case of $Q_2 = 32$. Furthermore, notice the PSNR and bit budget for $Q_2 = 30$ and $Q_2 = 34$. Both values of $Q_2$ yield almost the same PSNR. However, the reduction in bits by choosing $Q_2 = 34$ over $Q_2 = 30$ is about 39%. This is important in CBR transcoding where the saving in bits can be used on coding other macroblocks such that the overall video quality is improved.
Figure 5.13: Intra-frame Transcoding average PSNR (top) and bit budget (bottom) of *Flower Garden* for $Q_1 = 16$ and $Q_2$ ranging from 18 to 40 with intervals of 2.
For CBR Intra-frame transcoding, 150 frames (each 352×240) of the sequences Flower Garden and Football were used. The sequences are initially encoded at a high quality with a bit-rate of 8Mb/s. Table 5.4 shows the average PSNR for different transcoding output bit rates. Two cases are shown: transcoding using selective requantization (PSNR$_S$) and normal transcoding (PSNR$_N$). Here, Δ is the difference between PSNR$_S$ and PSNR$_N$. In normal transcoding, the value $Q_2$ determined by the rate control algorithm is directly used for requantization. Notice the improvement achieved using selective requantization. For example, the increase in PSNR of Flower Garden is 1.8 dB at a transcoding output bit rate of 7Mb/s, and 1.3 dB at a bit rate of 6Mb/s. Note that the performance of this method differs for different transcoding bit rates. For CBR transcoding of Intra and Inter frames, Table 5.5 shows the PSNR of normal transcoding and of transcoding using selective requantization for five sequences: Flower Garden (Flr.), Football (Ftb.), Table Tennis (Ten.), Miss America (Mis.), and Salesman (Slm.) with a group of pictures (GOP) structure N=15, M=3. Transcoding input and output bit rates are respectively 2Mb/s and 1.5Mb/s. It can be seen that selective requantization outperforms normal transcoding.

In summary, results show that selective requantization improve the quality of the transcoded sequence. The proposed method is more advantageous for Intra-frame transcoding.

5.4 Combining Both Requantization Techniques

In general, both requantization methods presented in this chapter are best suited for Intra-frame transcoding. In terms of complexity, selective requantization is simpler than the Laplacian parameter estimation method. The advantage of using one
Table 5.4: Average PSNR for Intra-frame transcoding of *Flower Garden* and *Football*. Selective requantization ($\text{PSNR}_S$) versus normal transcoding ($\text{PSNR}_N$). The input bit rate is 8Mb/s.

<table>
<thead>
<tr>
<th>Bit Rate</th>
<th>$\text{PSNR}_S$ (dB)</th>
<th>$\text{PSNR}_N$ (dB)</th>
<th>$\Delta$ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Flower Garden</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>29.1</td>
<td>27.3</td>
<td>1.8</td>
</tr>
<tr>
<td>6</td>
<td>28.0</td>
<td>26.7</td>
<td>1.3</td>
</tr>
<tr>
<td>5</td>
<td>27.3</td>
<td>26.6</td>
<td>0.7</td>
</tr>
<tr>
<td>4</td>
<td>26.6</td>
<td>26.2</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>Football</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>36.0</td>
<td>34.1</td>
<td>1.9</td>
</tr>
<tr>
<td>6</td>
<td>35.1</td>
<td>33.6</td>
<td>1.5</td>
</tr>
<tr>
<td>5</td>
<td>34.4</td>
<td>33.5</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>33.7</td>
<td>33.4</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 5.5: Average PSNR for transcoding of five sequences with a GOP structures $N=15$, $M=3$. Selective requantization ($\text{PSNR}_S$) versus normal transcoding ($\text{PSNR}_N$).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PSNR$_S$</strong></td>
<td>25.9</td>
<td>29.8</td>
<td>33.9</td>
<td>38.6</td>
<td>41.5</td>
</tr>
<tr>
<td><strong>PSNR$_N$</strong></td>
<td>25.8</td>
<td>29.6</td>
<td>33.4</td>
<td>38.0</td>
<td>40.9</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
<td>0.6</td>
<td>0.6</td>
</tr>
</tbody>
</table>
Table 5.6: Average PSNR for Intra-frame transcoding of *Flower Garden* and *Football*. Combined requantization methods (PSNR$_{LS}$) versus normal transcoding (PSNR$_{N}$). The input bit rate is 8Mb/s.

<table>
<thead>
<tr>
<th>Bit Rate</th>
<th>PSNR$_{LS}$ (dB)</th>
<th>PSNR$_{N}$ (dB)</th>
<th>Δ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Flower Garden</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>29.7</td>
<td>27.3</td>
<td>2.4</td>
</tr>
<tr>
<td>6</td>
<td>28.1</td>
<td>26.7</td>
<td>1.4</td>
</tr>
<tr>
<td>5</td>
<td>27.3</td>
<td>26.6</td>
<td>0.7</td>
</tr>
<tr>
<td>4</td>
<td>26.6</td>
<td>26.2</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>Football</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>36.3</td>
<td>34.1</td>
<td>2.2</td>
</tr>
<tr>
<td>6</td>
<td>35.3</td>
<td>33.6</td>
<td>1.7</td>
</tr>
<tr>
<td>5</td>
<td>34.6</td>
<td>33.5</td>
<td>1.1</td>
</tr>
<tr>
<td>4</td>
<td>33.8</td>
<td>33.4</td>
<td>0.4</td>
</tr>
</tbody>
</table>

method over the other may depend on various factors such as the nature of the video and the GOP coding structure. For instance, because the estimated parameters from the last frame are used for the next frame of the same type, longer GOP structures, rapid scene changes and scene cuts may affect the performance of the Laplacian parameter estimation method. However, combining both methods will improve the performance of requantization especially in the above situations.

In this section, selective requantization is combined with the Laplacian parameter estimation method and results are shown in Table 5.6 for CBR Intra-frame transcoding. Note that combining both requantization techniques results in a better PSNR than in each individual method. While the improvement of the combined requantization techniques is small, it may vary for different sequences.

### 5.5 Summary of Chapter 5

In this chapter, two requantization methods for transcoding of MPEG compressed video were proposed. These methods use information available in the compressed
video to achieve a higher transcoding quality. The first method, assumes Laplacian distributions for the original DCT coefficients. A Laplacian parameter for each coefficient is estimated at the transcoder from the quantized input DCT coefficients. This information is then used to reconstruct the input DCT coefficients before requantization. The second method, selective requantization, is based on avoiding critical ratios of the two cascaded quantizations (encoding versus transcoding) that either lead to larger transcoding errors or require a higher bit budget. Both presented methods are simple to implement and do not require side information. The chapter also presented experimental results that illustrate the improvement achieved in the transcoding quality by using the above requantization methods.
Chapter 6

Joint Transcoding of Multiple MPEG Video Bitstreams
6.1 Multi-program Video Transmission

In a multi-program video distribution environment, several video sequences are transmitted over a single communication channel. In situations where the communication channel has a lower capacity than that required by the video bitstreams, transcoding of these sequences may be necessary. A straightforward approach for transcoding these sequences would be to transcode each sequence independently at a constant bit-rate (CBR) such that their combined bit-rates meet the channel capacity. However, since scene complexities of different sequences usually vary with time, variable bit-rate (VBR) transcoding with joint bit allocation to meet the channel bandwidth is more efficient in allocating the available bits among sequences according to their scene complexities [13]. Consequently, joint transcoding reduces the variation in picture quality between the video sequences and within the individual sequences, as compared to independent transcoding.

6.2 Joint Transcoding

Many researchers addressed the problem of transmitting multiple VBR video over a shared communications channel [9, 81, 82]. In [9], a joint bit allocation strategy for joint coding of multiple video programs is presented. It is shown that joint encoding results in a uniform picture quality among programs as well as within a program. The paper also discusses further constraints on bit allocation to prevent the encoder and decoder buffers from overflowing and underflowing. In [81], a method to transmit multiplexed VBR video to improve video quality and/or transmission capacity is presented. The proposed method uses a multichannel rate control algorithm that allows statistical multiplexing of VBR video to regulate encoders during
buffer congestion periods. The joint rate control algorithm is engaged when channel bandwidth overflow is predicted. The available bandwidth is then distributed among the video programs depending on their relative complexity. In [82], lossless aggregation, a scheme for the delivery of VBR video streams from a video server to a group of users over a shared CBR channel is presented. The transmission schedules of the individual video streams are determined dynamically depending on their relative traffic characteristics. It is shown that the aggregation method achieves buffer reduction compared to independent transmission of individual video streams over separate channels.

This chapter presents a joint transcoder for transcoding multiple MPEG bitstreams simultaneously. Joint transcoding is a part of the contributions of this thesis [13]. It is shown that joint transcoding reduces the variation in picture quality between the video sequences as well as within each sequence, compared to independent transcoding. Figures 6.1 and 6.2 show respectively independent transcoding and joint transcoding of $N$ video sequences, as described in this work. In contrast to independent transcoding where each rate control works independently, in joint transcoding, all transcoders share the same rate control. The joint rate control uses updated information every frame to distribute the bits between the sequences depending on their relative coding complexities. Once the number of bits for a sequence frame is determined, a virtual buffer similar to that of the test model document version 5 (TM5) [39] is used in the transcoder to distribute the bits between the macroblocks of this frame. Note that in joint transcoding, each transcoder produces a variable bit-rate stream. Multiplexing the resulting $N$ bitstreams yields a constant bit-rate stream that meets the channel bandwidth.
Figure 6.1: Independent transcoding of multiple video bitstreams.

Figure 6.2: Joint transcoding of multiple video bitstreams.
6.3 Joint Bit-Allocation

In [83], a bit allocation for joint encoding of multiple video programs was presented. In this thesis, the joint bit-allocation algorithm used in joint transcoding is implemented as described in [83] with a few modifications. In [83], a binary tree search algorithm was used to determine a global quantization parameter for all program frames at any given time instant. This required five trials, each involved quantization and variable-length coding of every program frame, in order to choose a global quantization parameter that results in a bitrate closest to the target bitrate. The complexity associated with this approach will impose extra delays in transcoding and can be crucial especially for real-time applications. Furthermore, controlling the target bitrate for transcoding using a global quantization parameter may be hard to achieve. In this thesis, the joint bit-allocation algorithm presented in [83] has been modified such that bit allocation at the program frame level is performed similar to the test model document version 5 (TM5) [39] where a virtual buffer is used in transcoding to distribute the bits between the macroblocks of a program frame. An average quantization parameter is then computed after coding the frame and is used in determining the coding complexity of the next program frame of the same picture-type. Furthermore, the joint bit-allocation algorithm presented in [83] has been modified to include the activity measure (Equation 4.4) for requantization of macroblocks. The activity reflects the relative complexity of different macroblocks within a program frame. Since the Human Visual System is more sensitive to coding errors in the low-frequency regions of the picture (i.e., low-activity regions), these regions are usually requantized with a finer quantization step size. This section illustrates the joint bit-allocation algorithm used in joint transcoding.

Assuming joint transcoding of $N$ video bitstreams, define a super frame as a
group of $N$ frames, one frame from each sequence, taken at the same time instant. The super frames are organized into super GOPs (group of pictures) where each super GOP contains $M$ super frames, with $M$ given by

$$M = LCM(M_1, M_2, \ldots, M_N)$$ (6.1)

where $M_n$, $n = 1, 2, \ldots, N$ is the GOP length of sequence $n$ and $LCM$ denotes the least common multiple operation. The above equation ensures that all super GOPs are identical and contain the same number of I, P, and B pictures. Thus, each super GOP contains $N \times M$ frames and may be assigned a target number of bits $G$ given by

$$G = N \times M \times \frac{bit\_rate}{frame\_rate}$$ (6.2)

### 6.3.1 Bit Allocation at the Super Frame Level

Let $T_m$ be the target number of bits for a super frame $m$ and let $T(n, m, t)$ be the target bits for frame $m$ of sequence $n$ and with picture type $t$. Moreover, let $S(n, m, t)$ be the number of bits generated by coding this frame. Clearly, the sum of $T(n, m, t)$ over all sequences in super frame $m$ should equal $T_m$. Furthermore, in order to control the bit rate, $S(n, m, t)$ should be close to $T(n, m, t)$. Thus, to derive the target number of bits for a sequence frame, it is assumed that $S(n, m, t)$ equals $T(n, m, t)$. Thus,

$$\sum_{n=1}^{N} T(n, m, t) = T_m$$ (6.3)

and

$$S(n, m, t) = T(n, m, t)$$ (6.4)
Moreover, the sum of $T_m$ over a super GOP should satisfy

$$\sum_{m=1}^{M} T_m = G$$  \hspace{1cm} (6.5)

Similar to the test model TM5 [39], let $\mathcal{X}(n, m, t)$ be the global complexity measure of frame $m$ of program $n$ and with a picture type $t$. Thus, $\mathcal{X}(n, m, t)$ can be expressed as

$$\mathcal{X}(n, m, t) = S(n, m, t)Q(n, m, t)$$  \hspace{1cm} (6.6)

where $S(n, m, t)$ is the number of bits generated by coding frame $m$ of program $n$, and $Q(n, m, t)$ is the respective average quantization parameter used in coding this frame.

Ideally, it is desired a constant quality (PSNR) between the different video sequences as well as within each sequence. This maybe achieved by using a constant quantization parameter for all sequence macroblocks. However, it is difficult to control the bit-rate using a constant quantization parameter for all the macroblocks. To ease this, the average quantization parameter $Q(n, m, t)$ over the frame is considered. Thus, in order to achieve a constant quality between the video sequences, an equal average quantization parameter for all sequences in a super frame is desired, i.e.,

$$Q(1, m, t) = Q(2, m, t) \ldots = Q(i, m, t) \ldots = Q(N, m, t)$$  \hspace{1cm} (6.7)

From Equation 6.6, this requirement translates into

$$\frac{S(1, m, t)}{\mathcal{X}(1, m, t)} = \frac{S(2, m, t)}{\mathcal{X}(2, m, t)} = \ldots = \frac{S(i, m, t)}{\mathcal{X}(i, m, t)} = \ldots = \frac{S(N, m, t)}{\mathcal{X}(N, m, t)}$$  \hspace{1cm} (6.8)

It follows from Equations 6.3 and 6.4,

$$S(1, m, t) + S(2, m, t) + \ldots + S(i, m, t) + \ldots + S(N, m, t) = T_m$$  \hspace{1cm} (6.9)
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To obtain an equation for the target number of bits for sequence $i$ in super frame $m$, the left-hand side of the above equation may be expressed in terms of $S(i,m,t)$. Thus,

$$\frac{X(1,m,t)}{X(i,m,t)} S(i,m,t) + \ldots + S(i,m,t) + \ldots + \frac{X(N,m,t)}{X(i,m,t)} S(i,m,t) = T_m \quad (6.10)$$

From Equations 6.4 and 6.10, the target number of bits for sequence $i$ in super frame $m$ can be written as

$$T(i,m,t) = \frac{\frac{1}{K_{i,m}} X(i,m,t)}{\sum_{n=1}^{N} \frac{1}{K_{n,m}} X(n,m,t)} T_m \quad (6.11)$$

where similar to the test Model TM5, $K_{n,m}$ is a constant factor introduced to compensate for different picture types (I, P, or B). Clearly, $T(i,m,t)$ depends on the global complexities of all sequence frames in super frame $m$.

### 6.3.2 Bit Allocation at the Frame Level

Once a target bit is allocated for a frame $m$ of sequence $i$, a buffer is used to distribute the bits on between the macroblocks of this frame. The buffer fullness is computed and is used to control the bit rate. The fullness of the buffer is measured each macroblock and the quantization stepsize is increased or decreased accordingly to prevent buffer overflows and underflows. Before encoding macroblock $l$ of frame $m$, the buffer fullness $b_l(i,m,t)$ is computed as

$$b_l(i,m,t) = b_0(i,m,t) + B_{l-1}(i,m,t) - \frac{T(i,m,t) \times (l - 1)}{L} \quad (6.12)$$

where $b_0(i,m,t)$ is the initial buffer fullness for this frame, $B_{l-1}(i,m,t)$ is the number of bits spent by encoding all macroblocks in this frame up to, and including, macroblock $l - 1$, $T(i,m,t)$ is the target number of bits assigned to frame $m$, and $L$ is the total number of macroblocks in this frame. After encoding all $L$ macroblocks
in a frame, the final buffer fullness value, \( b_L(i, m, t) \), is used as the initial buffer fullness for the next frame of the same type.

### 6.3.3 Bit Allocation at the Super GOP Level

At the start of transcoding, the super GOP is assigned the target bits, \( G \), given by Equation 6.2. Let \( T_G \) be the remaining number of bits for a super GOP. Before transcoding the first super frame in the next super GOP, \( T_G \) is updated as

\[
T_G = T_G + G
\]  
(6.13)

Within a super GOP, and after coding a super frame \( j - 1 \), \( T_G \) is updated as follows

\[
T_G = T_G - \sum_{n=1}^{N} S(n, j - 1, t)
\]  
(6.14)

The target number of bits for the next super frame in the super GOP is given by

\[
T_j = \frac{\sum_{n=1}^{N} \frac{1}{K(t(n,j))} \chi(n, j, t)}{\sum_{m=j}^{M} \sum_{n=1}^{N} \frac{1}{K(t(n,m))} \chi(n, m, t)} T_G
\]  
(6.15)

Clearly, the target number of bits for super frame \( j \) is proportional to its complexity. Note that the above equation depends on the global complexities of current and future frames. This requirement is removed in the experiments by using the most recent complexity measures for each sequence and for each picture type.

Illustrative Experiments on joint transcoding are presented in the next section.

### 6.4 Experiments on Joint Transcoding

To illustrate the performance of joint transcoding of multiple MPEG bitstreams, 150 frames (each 352 × 240) of the sequences *Flower Garden*, *Football*, *Table Tennis*, *Salesman* and *Miss America* were used with a color sampling ratio of 4:2:0. The
GOP length is 15, with a structure IBBPBBPBBPBPBBPBB. The original sequences are shown in Figures 6.3—6.7.

Figures 6.8 and 6.9 show the PSNR (Y-component) versus frame number for independent transcoding and joint transcoding of the above sequences, respectively. Both transcoding cases use drift correction. Each sequence was originally coded at 2Mb/s. The total input and output bit rates for joint transcoding are 10Mb/s and 7.5Mb/s, respectively. In independent transcoding, each sequence is transcoded separately at a constant bit rate of 1.5Mb/s. Notice that joint transcoding reduces the quality (PSNR) variation between the video sequences, as compared to independent transcoding. Variation is reduced more at higher bit rates and higher transcoding
Figure 6.5: Frame No. 15 of Table Tennis

Figure 6.6: Frame No. 15 of Salesman

Figure 6.7: Frame No. 15 of Miss America
Table 6.1: PSNR of joint and independent transcoding. The total input and output bit rates of the five sequences are 10Mb/s and 7.5Mb/s, respectively.

<table>
<thead>
<tr>
<th>Case</th>
<th>PSNR (dB)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint</td>
<td>28.7</td>
<td>32.5</td>
<td>34.3</td>
<td>36.2</td>
<td>40.0</td>
<td>34.3</td>
<td>25.6</td>
</tr>
<tr>
<td>Indep.</td>
<td>25.8</td>
<td>29.6</td>
<td>33.4</td>
<td>38.0</td>
<td>40.9</td>
<td>33.5</td>
<td>23.5</td>
</tr>
<tr>
<td>Δ</td>
<td>2.9</td>
<td>2.9</td>
<td>0.9</td>
<td>-1.8</td>
<td>-0.9</td>
<td>0.8</td>
<td>2.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case</th>
<th>PSNR (dB)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint</td>
<td>28.7</td>
<td>32.4</td>
<td>33.8</td>
<td>34.9</td>
<td>39.3</td>
<td>33.8</td>
<td>25.6</td>
</tr>
<tr>
<td>Indep.</td>
<td>24.9</td>
<td>29.0</td>
<td>32.7</td>
<td>37.2</td>
<td>40.0</td>
<td>32.8</td>
<td>22.4</td>
</tr>
<tr>
<td>Δ</td>
<td>3.8</td>
<td>3.4</td>
<td>1.1</td>
<td>-2.3</td>
<td>-0.7</td>
<td>1.0</td>
<td>3.2</td>
</tr>
</tbody>
</table>

Table 6.2: Transcoding output bit rates.

<table>
<thead>
<tr>
<th>Case</th>
<th>Bit Rate in Mb/s</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint (drift correct.)</td>
<td>2.0</td>
<td>2.0</td>
<td>1.8</td>
<td>1.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Joint (no drift correct.)</td>
<td>2.0</td>
<td>2.0</td>
<td>1.8</td>
<td>1.0</td>
<td>0.7</td>
</tr>
<tr>
<td>Independent</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>

ratios.

Table 6.1 shows the average PSNR (Y-component) in both independent and joint transcoding of the above sequences. Results are shown for transcoding with drift correction and with no drift correction. Here, Δ denotes the difference in PSNR between joint and independent transcoding. The bit rates for both joint and independent transcoding are shown in Table 6.2.

Note that joint transcoding results in an increase in PSNR of higher complexity sequences, as compared to independent transcoding. For example, the PSNR of *Flower Garden* is increased by 2.9 dB and 3.8 dB for joint transcoding with drift correction and joint transcoding with no drift correction, respectively. Furthermore, the average gain achieved by using drift correction is 0.5 dB and 0.7 dB for joint
Figure 6.8: Independent transcoding (with drift correction) of five bitstreams. The input and output bit rates for each bitstream are 2Mb/s and 1.5Mb/s, respectively.

Figure 6.9: Joint transcoding (with drift correction) of five bitstreams. The total input and output bit rates are 10Mb/s and 7.5Mb/s, respectively.
transcoding and independent transcoding, respectively. In general, this gain is higher for larger transcoding ratios.

Notice that the average gain achieved by using joint transcoding with no drift correction is higher than independent transcoding with drift correction. This may be important in real-time and low delay applications where joint transcoding with no drift correction can be used and still provides a better average PSNR than independent transcoding with drift correction.

6.5 Minimizing the Quality-Variation between the Jointly Transcoded sequences

In multi-program video transmission such as video on demand (VOD) services and digital TV broadcasting, an important concern for a video service provider may be to maintain a certain minimum picture quality as well as a constant quality between the video programs. In order to minimize the quality-variation between the jointly transcoded sequences and to achieve a better minimum picture quality [12], the picture complexity measure used in this section is different than the complexity measure given by Equation 6.6. The presented method uses a picture-complexity measure based on the actual coding distortion in the transcoded frames, then allocates accordingly the available bits to explicitly reduce the variation in quality between the transcoded sequences.

In this work, the PSNR is used as an objective measure of the picture quality. However, the idea presented in this section can be generalized, i.e., any other objective video quality metric that may capture the subjective information in the video could be substituted for the PSNR. The performance of joint transcoding using the
new picture complexity measure is compared to independent transcoding of the sequences at constant bit rates and to transcoding with a joint bit-allocation scheme that uses a TM5-like picture-complexity measure. Results show that the proposed bit-allocation method is superior in terms of minimizing the quality variation between the video sequences and within the individual sequences, while maintaining a better minimum picture quality than the other transcoding schemes presented in this section.

Using a similar concept of super frame and super GOP discussed in Section 6.3, consider joint transcoding of N video sequences. Let $\mathcal{X}(n, m, t)$ be the global complexity measure of frame $m$ of sequence $n$ and with picture type $t$. In a TM5 topology, $\mathcal{X}(n, m, t)$ is defined as the product $S(n, m, t)Q(n, m, t)$ where $Q(n, m, t)$ is the average quantization parameter used in coding frame $m$ of sequence $n$ and with picture type $t$ (Equation 6.6). However, in this section, $\mathcal{X}(n, m, t)$ is defined as

$$\mathcal{X}(n, m, t) = S(n, m, t)e(n, m, t)$$  \hspace{1cm} (6.16)

where $e(n, m, t)$ is the root mean-square error (RMSE), or quantization error, used as an objective measure of the transcoding quality of this picture and defined as

$$e(n, m, t) = \sqrt{\frac{1}{64L} \sum_{l=1}^{L} \sum_{u=0}^{7} \sum_{v=0}^{7} \left[ X_{n,m,t}^{l}(u, v) - Y_{n,m,t}^{l}(u, v) \right]^2}$$  \hspace{1cm} (6.17)

where $L$ is the number of $8 \times 8$ DCT blocks in the picture, $X_{n,m,t}^{l}(u, v)$ is the inverse quantized coefficient of the $l$th DCT block at the transcoder's input, and $Y_{n,m,t}^{l}(u, v)$ is the reconstructed DCT coefficient after requantization. Note that Equation 6.17 can be applied to both Intra-frames and Inter-frames, as the error in P and B pictures is only due to the quantization of the residue. However, in the case of P and B pictures, a compensation for drift errors that result from requantizing a motion-compensated compressed video has to be added to the input DCT coefficients $X_{n,m,t}(u, v)$ prior to requantization.
Ideally, in order to minimize the quality variation (PSNR) between the different video sequences, it is desired equal quantization errors for all sequences in a super frame, i.e.,

\[
e(1, m, t) = e(2, m, t) \ldots = e(N, m, t)
\]  

(6.18)

Similar to the analysis given in Section 6.3, the target number of bits at the frame level and at the super frame level are given by Equations 6.11 and 6.15, respectively. Clearly, the target number of bits \( T(i, m, t) \) for a program \( i \) depends on the global complexities of all sequence frames in super frame \( m \), or alternatively, \( T(i, m, t) \) depends on \( e(n, m, t) \), i.e., the quantization errors of all sequences in this super frame.

This experiment was performed using 150 frames (each 352 \( \times \) 240) of the sequences Football (Ftb.), Table Tennis (Ten.), Salesman (Sm.) and Miss America (Mis.). Only Intra-frame coding was used and a total coding bit rate of 20 Mb/s. In independent transcoding, the TM5 rate control algorithm was used and each individual sequence was transcoded at a fixed bit rate of 5 Mb/s. Figures 6.10, 6.11 and 6.12 show respectively the PSNR versus frame number of independent transcoding, joint transcoding using a TM5-like global picture complexity, and joint transcoding using the proposed global picture complexity given by Equation 6.16. The corresponding number of coding bits per frame are shown in Figures 6.13, 6.14 and 6.15, respectively.

Notice from the figures that both joint transcoding methods reduce the quality variation between the video sequences, when compared to independent transcoding. However, quality variation is minimized when using the proposed complexity measure of Equation 6.16.

Figures 6.16, 6.17, and 6.18 show the total bits per frame unit (or 1/30 of a
second) after multiplexing the transcoded sequences. The Minimum and maximum bits per frame are shown on each plot. The average total bitrate for the three above cases are close. The fluctuations of the total bit rate above and below the average are respectively in the range of ±4%, ±5%, and ±5% for independent transcoding, joint transcoding using a TM5-like global picture complexity, and for joint transcoding using the proposed global picture complexity. It can be seen that the fluctuation in the total bit rate of the multiplexed transcoded sequences is comparable for the above three cases.

Tables 6.3 and 6.4 show respectively the average PSNR and bit rates of independent transcoding (Indep.), joint transcoding with a TM5-like picture complexity (Joint_A) and joint transcoding using the new picture complexity given by Equation 6.16 (Joint_B). The first thirty frames were not included in the PSNR calculations. Furthermore, as it is more important to maintain a minimum picture quality rather than an average picture quality, the minimum PSNR ($PSNR_{\text{min}}$) for all sequences was computed. Furthermore, the variance of PSNR values ($PSNR_{\text{var}}$) was calculated to demonstrate how the proposed method minimizes the quality variation between the frames of one sequence and among the sequences (smaller variance means less quality variation). For $N$ sequences of $L$ frames each, $PSNR_{\text{min}}$ and $PSNR_{\text{var}}$ are given by

$$PSNR_{\text{min}} = \min \{PSNR(n, l)\} \quad \forall n, l \quad (6.19)$$

and

$$PSNR_{\text{var}} = \frac{1}{NL} \sum_{n=1}^{N} \sum_{l=1}^{L} \left(PSNR(n, l) - \overline{PSNR}\right)^2 \quad (6.20)$$

where $\overline{PSNR}$ is the average PSNR over the $N \times L$ frames.

The best scenario in coding of multiple video programs may be one that
Figure 6.10: Independent transcoding of four sequences.

Figure 6.11: Joint transcoding of four sequences using a T.M5-like picture complexity.

Figure 6.12: Joint transcoding of four sequences using the proposed method.
Figure 6.13: Number of bits per frame for independent transcoding (Figure 6.10).

Figure 6.14: Number of bits per frame for joint transcoding using a $T.M5$-like picture complexity (Figure 6.11).

Figure 6.15: Number of bits per frame for joint transcoding using the proposed picture complexity method (Figure 6.12).
Figure 6.16: Total bits per frame of the multiplexed sequences for independent transcoding (Figure 6.10).

Figure 6.17: Total bits per frame of the multiplexed sequences for joint transcoding using a $TM5$-like picture complexity (Figure 6.11).

Figure 6.18: Total bits per frame of the multiplexed sequences for joint transcoding using the proposed picture complexity method (Figure 6.12).
achieves the smallest $PSNR_{var}$ and the maximum $PSNR_{min}$ and $\overline{PSNR}$. Although it may not be always possible to minimize the PSNR variance ($PSNR_{var}$) and maximize the average PSNR ($\overline{PSNR}$), an important concern for a video service provider may be to maintain a certain minimum picture quality ($PSNR_{min}$) as well as a constant quality between the video programs (minimum $PSNR_{var}$). Following this concept, it can be seen from Table 6.3 that the proposed picture complexity method has the smallest variance and the highest $PSNR_{min}$ (the notations Mean, Min, and Var in Table 6.3 correspond to $\overline{PSNR}$, $PSNR_{min}$, and $PSNR_{var}$, respectively). Notice also that the proposed method has the highest average PSNR, ($\overline{PSNR}$), when compared to the other presented methods.

Table 6.3: Transcoding average PSNR for four sequences (Intra-frame coding). The total coding bit rate is 20Mb/s.

<table>
<thead>
<tr>
<th>Coding</th>
<th>Flr.</th>
<th>Ftbd.</th>
<th>ten.</th>
<th>Slm.</th>
<th>Mean</th>
<th>Min</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indep.</td>
<td>25.7</td>
<td>33.9</td>
<td>34.7</td>
<td>37.6</td>
<td>33.0</td>
<td>24.7</td>
<td>22.3</td>
</tr>
<tr>
<td>JointA</td>
<td>32.1</td>
<td>33.0</td>
<td>32.9</td>
<td>33.4</td>
<td>32.9</td>
<td>31.4</td>
<td>0.7</td>
</tr>
<tr>
<td>JointB</td>
<td>33.5</td>
<td>33.7</td>
<td>33.6</td>
<td>33.7</td>
<td>33.6</td>
<td>32.5</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 6.4: Encoding bit rates of the sequences in Table 6.3.

<table>
<thead>
<tr>
<th>Coding</th>
<th>Bit Rate in Mb/s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flr.</td>
</tr>
<tr>
<td>Indep.</td>
<td>5</td>
</tr>
<tr>
<td>JointA</td>
<td>7.4</td>
</tr>
<tr>
<td>JointB</td>
<td>8.1</td>
</tr>
</tbody>
</table>
6.6 Interaction of the Joint Transcoder with Channel Traffic

This section studies the interaction of the joint transcoder with channel traffic when multiple MPEG video sequences are transmitted over a fixed communication channel that is partially occupied by another MPEG traffic. In the experiments, the test sequences *Flowers* (Flr.), *Football* (Ftb.), *Table Tennis* (Ten.), *Salesman* (Slm.) and *Miss America* (Mis.) were used. Each of these sequences has 150 frames (each $352 \times 240$) and contains scenes with different motion and texture. In order to simulate a variable bit-rate (VBR) video traffic, 30 frames were taken from each of the above sequences and concatenate them to form a new sequence of 150 frames. This sequence is then MPEG encoded at a fixed quantizer scale. The resulting number of bits per frame are scaled down to any desired average bit rate and is used to represent the channel traffic. Figure 6.19 illustrates the traffic profile in bits per frame for an average bit rate of 2Mb/s.

6.6.1 Experiment 1

In the first experiment, the five sequences are initially encoded each at 2Mb/s, with a total bit rate of 10Mb/s. It is assumed that these sequences are transmitted over a 10Mb/s channel bandwidth. The channel also carries a VBR video traffic. The transcoder is placed at channel node to perform bit-rate conversion on the encoded sequences such that the total bit-rate of transcoded sequences and traffic meet the channel bandwidth. The transcoder receive information about the traffic at the frame level. The experiment is repeated using traffic with different average bit-rate.

The performance of joint transcoding [13] was compared to independent
transcoding, in the presence of channel traffic. The bit-rate control in transcoding is based on the Test Model document, version 5 (T.M5) [39]. Tables 6.5 and 6.6 show respectively the average PSNR for joint transcoding and independent transcoding of the sequences for various average bit-rate traffic (shown in the first column). The transcoding bit-rates are shown in the second column. Moreover, the average PSNR (Mean), the minimum PSNR (Min), and the standard deviation (Std) were evaluated over all sequence frames.

As discussed earlier in this chapter, the best scenario in transcoding of multiple video programs may be one that achieves the smallest variation between the pictures quality (Std) while maintaining a higher minimum picture quality (Min) and average picture quality (Mean). Thus, it can be seen from Tables 6.5 and 6.6 that joint transcoding outperforms independent transcoding, even in the presence
Table 6.5: Joint transcoding of five sequences in the presence of channel traffic. The sequences are initially coded each at 2Mb/s. The channel has 10Mb/s bandwidth and carries VBR video traffic.

<table>
<thead>
<tr>
<th>Traffic (Mb/s)</th>
<th>Coding (Mb/s)</th>
<th>Joint transcoding PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>28.5</td>
<td>32.4</td>
</tr>
<tr>
<td>1.0</td>
<td>28.2</td>
<td>31.8</td>
</tr>
<tr>
<td>2.0</td>
<td>27.8</td>
<td>31.0</td>
</tr>
<tr>
<td>3.0</td>
<td>27.2</td>
<td>30.2</td>
</tr>
<tr>
<td>4.0</td>
<td>26.4</td>
<td>29.5</td>
</tr>
<tr>
<td>5.0</td>
<td>25.4</td>
<td>28.7</td>
</tr>
</tbody>
</table>

Table 6.6: Independent transcoding of five sequences in the presence of channel traffic. The sequences are initially coded each at 2Mb/s. The channel has 10Mb/s bandwidth and carries VBR video traffic.

<table>
<thead>
<tr>
<th>Traffic (Mb/s)</th>
<th>Coding (Mb/s)</th>
<th>Independent transcoding PSNR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>28.5</td>
<td>32.4</td>
</tr>
<tr>
<td>1.0</td>
<td>27.7</td>
<td>31.3</td>
</tr>
<tr>
<td>2.0</td>
<td>27.1</td>
<td>30.7</td>
</tr>
<tr>
<td>3.0</td>
<td>26.2</td>
<td>30.0</td>
</tr>
<tr>
<td>4.0</td>
<td>25.2</td>
<td>29.2</td>
</tr>
<tr>
<td>5.0</td>
<td>24.0</td>
<td>28.3</td>
</tr>
</tbody>
</table>

of channel traffic.

6.6.2 Experiment 2

In this experiment, the sequences of Section 6.6.1 were used. The sequences are originally coded each at 2Mb/s. The purpose of this experiment is to find the effect of the traffic variance on the performance of the transcoder. The same traffic characteristics is used for all simulations. However, in each simulation, the variance of the traffic is changed by multiplying the traffic by a constant. In order to keep the target bit rate for transcoding the same throughout the experiment, the total
allowable bandwidth for both traffic and video varies on average with traffic such that the average bit-rate for transcoding is kept constant. As in Section 6.6.1, the average PSNR, the minimum PSNR, and the standard deviation of the PSNR were evaluated for all sequence frames.

Table 6.7 shows the PSNR results for an average coding bit rates of 7.5 Mb/s and various average bit-rate traffic (shown in first column). The variance of the traffic is shown in the second column. Notice that the performance of joint transcoding improves as the traffic variance decreases. This was expected as the transcoder has more flexibility in allocating the bits between sequences and within the individual sequences.

Table 6.7: Transcoder’s performance different traffic characteristics. Joint transcoding of five sequences initially coded each at 2Mb/s. The output bit-rate for transcoding is 7.5 Mb/s.

<table>
<thead>
<tr>
<th>Traffic Mean (bits/frame)</th>
<th>Var</th>
<th>PSNR (dB)</th>
<th>Joint transcoding</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0019e+05</td>
<td>9.9836e+09</td>
<td>27.2</td>
<td>30.2</td>
</tr>
<tr>
<td>1.3359e+05</td>
<td>1.7749e+10</td>
<td>26.9</td>
<td>30.1</td>
</tr>
<tr>
<td>1.6699e+05</td>
<td>2.7732e+10</td>
<td>26.7</td>
<td>29.9</td>
</tr>
<tr>
<td>2.0038e+05</td>
<td>3.9934e+10</td>
<td>26.6</td>
<td>29.7</td>
</tr>
</tbody>
</table>

6.7 Summary of Chapter 6

This chapter discussed the problem of multi-program video transmission over a fixed communication channel and presented a joint transcoder for transcoding multiple MPEG video bitstreams simultaneously. The joint bit allocation algorithm used in transcoding was further discussed and formulated. Results showed that the joint transcoder increases the PSNR of higher complexity sequences, and results in an overall gain in average PSNR and minimum PSNR when compared to independent
transcoding of each sequence at a constant bit-rate. Joint transcoding also results in a smaller PSNR variance (minimize the variation in quality) as compared to independent transcoding.

The chapter also presented a joint bit-allocation method to implicitly minimize the quality variation (PSNR) between the jointly transcoded sequences. The scheme used a picture-complexity measure based on the actual coding errors in transcoded frames. The presented method was compared to joint transcoding using a T.M5-like picture-complexity measure, and to independent transcoding. Results showed that the proposed method is superior in terms of minimizing the variation in quality between the video sequences as well as within the individual sequences. It also provides a better minimum quality (PSNR) within the transcoded sequences.

Finally, the interaction of the joint transcoder with channel traffic was studied. The performance of joint transcoding was compared to independent transcoding in the presence of channel traffic. Experiments showed that joint transcoding outperforms independent transcoding, even in the presence of channel traffic. However, the performance of joint transcoding improves as the traffic variance decreases.
Chapter 7

Conclusions and Future Directions
7.1 Remarks and Conclusions

With the increasing number of applications using compressed digital video for transmission over heterogeneous networks, transcoding is becoming an important issue for bitrate reduction to meet channels capacities. Transcoding provides flexibility in transmission bitrate especially if the bitrate is only known at transmission time. This flexibility is very important when the coded video is multicasted over channels with different capacities such as cable networks and satellite networks. Moreover, in situations such as network congestion, transcoding is a key technology for providing dynamic adaptation of the bitrate of compressed video to the available channel bandwidth.

Motivated by the importance of transcoding in current video technologies, this thesis investigated different issues related to transcoding. First, Chapter 3 addressed the degradations in picture quality which result from the repeated compression-decompression of video, known as multigeneration errors. These errors are introduced at each compression-decompression cycle, even if no bitrate reduction occurs between generations. Five mechanisms that cause continuous degradation in multigeneration of MPEG compressed video were identified, specifically, Pixel Domain Quantization (PDQ), Pixel Domain Clipping (PDC), Compression Control Parameters Variation (CCPV), Motion Vector Re-estimation (MVR) and Error Propagation due to Motion Compensation (EPMC). Experiments were presented to quantify the errors introduced by each of these mechanism. It was shown that PDQ and EPMC insert larger errors for higher bitrate video, while CCPV and MVR are more important at lower bitrates. The effect of PDC on multigeneration loss, for the sequences used in experiments, was very small.

The main focus of this thesis was on the problem of transcoding of MPEG
compressed video. Two requantization methods were proposed to improve the quality of the transcoded video [7, 8]. The first method used Laplacian distributions to estimate the original DCT coefficients at the transcoder input [7]. A Laplacian parameter for each coefficient was estimated from the quantized input DCT coefficients. The Laplacian parameters were then used to reconstruct the input DCT coefficients at the local centroid of the distribution before requantization to reduce the errors in the rate conversion process. An algorithm was provided to estimate the Laplacian parameters at the transcoder for both midstep and midriser quantizers. Experiments showed that transcoding using the Laplacian pdf model outperforms normal transcoding, where the input DCT coefficients are uniformly reconstructed before requantization following the MPEG-2 uniform reconstruction equation. In VBR transcoding, the number of bits for the sequence used in Section 5.2.1 was reduced by a factor of 26% by using the proposed method. For CBR transcoding, the PSNR improvement for Intra-frame transcoding of FlowerGarden (Section 5.2.1) ranged from 2.4 to 0.3 dB depending on the output bitrate. In CBR Inter-frame transcoding, about 0.4 dB improvement was achieved for input and output bitrates of 2Mb/s and 1.5Mb/s, respectively.

Selective requantization [8], a second method for improving the transcoding of MPEG compressed video, was provided in this thesis. The proposed method is based on avoiding critical ratios between the two cascaded quantizations (encoding versus transcoding) that either lead to larger transcoding errors or require a higher bit budget. It was shown in Section 5.3 that the extra distortion introduced by two cascaded quantizations depends on the ratio between the stepsize of the two quantizers. For CBR Intra-frame transcoding, the improvement achieved using selective requantization (Section 5.3.1) ranged from 1.8 to 0.4 dB depending on the transcoding ratio. In CBR Inter-frame transcoding, the improvement was 0.4 dB,
on average, for input and output bitrates of 2Mb/s and 1.5Mb/s, respectively.

Next, the thesis addressed the problem of multi-program video transmission over heterogeneous networks and provided a joint transcoder for transcoding multiple MPEG video bitstreams simultaneously [13]. In contrast to independent transcoding where each rate control works independently, in the presented technique a joint bit-allocation was used to distribute the bits between the sequences depending on their relative scenes complexities. It was shown that joint transcoding results in a more constant quality between the video sequences as well as within each sequence. This allowed for a better utilization of the available channel bandwidth. The joint bit-allocation algorithm was presented in details in Section 6.3. The experiments were conducted for two transcoding structures with different complexity and memory requirements: a transcoder with drift correction, and a transcoder that uses a direct requantization, i.e., with no drift compensation. A comparison between the output picture quality of joint transcoding versus independent transcoding was shown in Section 6.4. The PSNR improvement achieved in joint transcoding versus independent transcoding of five sequences was about 0.8 dB on average. For transcoding with drift correction. Moreover, joint transcoding achieved about 2.1 dB improvement in the minimum picture-quality measure. This measure is important for many video applications, such as video on demand (VOD) services, in maintaining an acceptable picture-quality level during a worst case transmission scenario.

Furthermore, Section 6.5 presented a joint bit-allocation method to implicitly minimize the quality variation between the jointly transcoded sequences [12]. In this method, a new picture complexity measure based on the actual coding distortion in the transcoded pictures was used. The method was compared to joint transcoding using a TM5-like picture-complexity measure. The new complexity measure method was tested for intra-frame joint transcoding of four sequences. The PSNR variance
was reduced by 0.4 by using this method. Moreover, the method achieved an increase in the average PSNR and minimum PSNR of 0.7 dB and 1.1 dB, respectively.

Section 6.6 studied the interaction of the joint transcoder with channel traffic in the case of multi-program video transmission over a fixed communication channel. The Joint transcoder was tested in the presence of channel traffic. It was shown that joint transcoding outperforms independent transcoding and that this performance improves as the traffic variance decreases.

7.2 Future Directions

Chapter 3 addressed the problem of multigeneration and degradation in picture quality that results from the repeated compression and decompression of MPEG video. A challenging problem in multigeneration of MPEG video is watermarking, where hidden data such as owner’s copyright protection and other security related issues are embedded in the compressed video. Many watermarking techniques use the visual masking effects based on the human visual system. In these techniques, a DCT coefficient can be modified to carry hidden information without causing visible changes in the picture. Future research may address robustness of video watermarking in a multigeneration environment. Chapter 3 showed that each compression/decompression cycle may alter the value of a DCT coefficient due to the interaction between the DCT-domain quantizer and the pixel-domain quantizer. This consequently may affect any watermarking information embedded in that DCT coefficient. It was shown however in Chapter 3 that an 8 × 8 DCT block of data will remain unchanged between generations if there exists a “trapping” pair in $R^{64}$ between the DCT-domain and the pixel-domain quantizers. Thus, any watermark associated with that DCT block will survive multiple compression/decompression
cycles. This is an important attribute of a successful watermarking scheme. Future research may include finding these trapping pairs and using their respective DCT blocks to do watermarking. Research also may investigate how much precision for data values in the pixel domain is needed to avoid the PDQ degradation mechanism.

Moreover, in a video distribution network, multigeneration of video typically involves image manipulation and editing. Future work may investigate the degradation caused by the compression/decompression cycles in a production manipulation environment. Multigeneration experiments may include image manipulation such as scene cuts, dissolves and fades, zooming, filtering, slow motion, screen splitting with two different video, and adding text to the original video.

The thesis mainly focused on the problem of transcoding of MPEG compressed video. Video transcoding is an important area of research and is increasingly finding wide varieties of applications. While this thesis addressed the specific transcoding problem of bitrate conversion of MPEG compressed video, this research is not limited to MPEG compression and can be extended to cover other compression standards such as JPEG and H.263. Moreover, other techniques such as frame dropping or changing the spatial resolution of the video may be combined to the requantization techniques used in this thesis to improve transcoding performance and to cover a wider area of applications. For example, a change in the spatial resolution of a pre-encoded video may be necessary in video transcoding in order to support receivers with different display capabilities.

Another transcoding problem is changing a compressed video format into another compressed format. For example, if a studio quality video is compressed and stored at a high bitrate using a small GOP structure or only intra-frame pictures for editing purposes, a change in picture type combined with a reduction in bitrate may be necessary for video distribution to end users.
For multi-program video transmission over a fixed communication channel, it was shown that joint transcoding provided a more constant quality between the sequences than independent transcoding. While Section 6.5 provided a technique to implicitly minimize the PSNR, it was observed in the experiments that low detailed sequences with large flat areas were subject to blocking artifacts when their bitrates were reduced implicitly to minimize the variation in PSNR between the sequences. This is because the PSNR may not always reflect the subjective quality of the video. Future research may include a modification of the picture complexity measure (Equation 6.16) to include an objective video-quality metric that captures subjective information in the video such as blocking or blurring artifacts. This measure can be used in transcoding to maintain a desired subjective quality between video programs and to reduce blocking artifacts.
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