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Abstract

A Design of a BLAST Server with Jini Technology

Liusong Yang

The explosion of biological data, particularly the nucleic acid and protein sequences, has been proved to be both an opportunity and challenge for biologists as well as computer experts. The burgeoning of huge-sized sequence databases necessitates the invention and renovation of powerful computational tools to efficiently manage and utilize these sequence data. Among the various bioinformatics tools, BLAST (Basic Local Alignment Search Tool) is the most commonly used one for DNA sequence database searching. To enhance its working efficiency, in this thesis, we have tried to design a new distributed system for BLAST service with the recently developed Jini technology. Since the service is involved in sequence databases query, the RMI (Remote Method Invocation) proxy was chosen in its architecture. The structures on both the client and the server sides were designed mainly based on Java technology and demonstrated with class diagrams of Unified Modeling Language (UML).
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Chapter 1

Introduction

The last few decades have seen an explosion in the number of DNA and protein sequences available through public databases. The major nucleotide sequence databases double in size approximately every 14 months, and the number of completely sequenced organism genomes is constantly increasing.

Sequence databases are typically searched using keywords or a sequence. Keyword search engines such as the Entrez system provided by the National Center for Biotechnology Information (NCBI) search the annotation section of the sequence database record. The major application of these databases involves sequence similarity searching, where sequences similar to a query sequence supplied by the investigator are identified in a sequence database. In most cases, this operation identifies potential homologues of the query sequence, that is, the database sequence sharing a common evolutionary history with the query sequence. Homologous sequences can provide a clue as to the function of the query sequence, its evolutionary history and its structure. For example, if an unknown protein sequence is found to be markedly similar over its whole length to the sequence of a protein of known structure in the database, the two proteins are likely to have similar structures and related functions. Orthologs and paralogs are two types of homologous sequences. Orthology describes genes in different species that derive from a common ancestor. Orthologous genes may or may not have the same function. Paralogy describes homologous genes within a single species.
that diverged by gene duplication. Other applications include the identification of
coding regions in uncharacterized genomic DNA by looking for DNA regions that can
be translated into an amino acid sequence similar to that of a known protein [1].

BLAST is the most commonly used suite of programs for sequence database simi-
arity searching. It allows rapid searching for sequences similar to a query sequence.

1.1 What is BLAST?

BLAST [2](Basic Local Alignment Search Tool) is a set of similarity search programs
designed to explore the available sequence databases. One of the main reasons we are
interested in the similarity between biomolecule sequences is that similar sequences
hold a similar function, structure, and they have a similar evolutionary history. We
assess sequence similarity with the concept of sequence alignment. An alignment is
simply a correspondence between the sequences, in which each symbol in one sequence
is assigned no more than one (maybe none) of the symbols in the other sequence, and
in which the order of the symbols in the sequence is maintained. Often, a global
alignment between two sequences has little biological meaning, for instance, when
aligning two genomic regions containing a gene. In such cases, it may be more relevant
to align those local regions in the sequence showing high similarity than to attempt
to align the whole sequences.

1.2 What is Jini Network Technology?

Jini network technology provides a simple infrastructure for delivering services in a
network and for creating spontaneous interaction between programs that use these
services regardless of their hardware/software implementation.

Any kind of network made up of services (applications, databases, servers, devices,
information systems, mobile appliances, storage, printers, etc.) and clients (requesters
of services) of those services can be easily assembled, disassembled, and maintained
on the network using Jini Technology. Services can be added or removed from the network, and new clients can find existing services — all without administration [3].

Jini technology uses a lookup service with which devices and services register. When a device plugs in, it goes through an add-in protocol, called discovery and join-in. The device first locates the lookup service (discovery) and then uploads an object that implements all of its services’ interfaces (join). To use a service, a person or a program locates it using the lookup service. The service’s object is copied from the lookup service to the requesting device where it will be used. The lookup service acts as an intermediary to connect a client looking for a service with that service. Once the connection is made, the lookup service is not involved in any of the resulting interactions between that client and that service.

It does not matter where a service is implemented — compatibility is ensured because each service provides everything needed to interact with it. There is no central repository of drivers, or anything else for that matter.

The Java programming language is the key to making Jini technology work. Devices in a network employing Jini technology are tied together using the Java Remote Method Invocation (RMI). By using the Java programming language, the Jini network architecture is secure. The discovery and join protocols, as well as the lookup service, depend on the ability to move Java objects, including their code, between Java virtual machines.

Jini technology not only defines a set of protocols for discovery, join, and lookup, but also a leasing and transaction mechanism to provide resilience in a dynamic networked environment. The underlying technology and services architecture is powerful enough to build a fully distributed system on a network of workstations. Also the Jini network infrastructure is small enough that a community of devices enabled by Jini network software can be built out of the simplest devices. For example, it is entirely feasible to build such a device community out of home entertainment devices or a few cellular telephones with no “computer” in sight [4].
1.3 Problem Statement

Currently, there are the following ways to use BLAST service.

1) Local installation of BLAST software  The widely used solutions for BLAST now require local installation of the analysis software, expertise in the UNIX operating system, and, in some cases, programming skill. These are skills and infrastructure that are frequently not present in the same groups or institutions that produce the DNA sequences. Thus, there is still a widespread need for a bioinformatics solution that removes the burden of providing hardware and software support that could otherwise detract from the core mission of lab oratories that specialize in DNA sequencing.

2) Web-based BLAST tool  There are several web-based BLAST tools provided by NCBI, EBI and so on. This kind of BLAST service can be accessed by fixed URL. If the service changes its address, the users can not access it.

3) A distributed BLAST system with CORBA  A distributed DNA sequence analysis system with CORBA was developed by J.T. Inman et al [5, 6]. Current versions of CORBA pass remote object references, rather than complete object instances. Each CORBA object lives within a server, and the object can only act within this server. This is more restricted than Jini, where an object can have instance data and class files sent to a remote location and execute there [7].

1.4 Contribution of the Thesis

In this thesis, we designed a BLAST server with Jini network technology. The service architecture chosen is the RMI thin proxy type. The structures on the client side and on the server side are shown with UML class diagrams.
1.5 The Organization of the Thesis

In the thesis, we first introduce the development of BLAST, including some different versions of the BLAST algorithm, the current public database structures and the parser frequently used now. Second, we introduce the Jini technology, including the general Jini architecture, the general structures of client side and server side. Then we introduce the design of our BLAST server with Jini technology. The last part is a summary and the future work of the design.
Chapter 2

BLAST

Dynamic Programming Algorithms are used for finding shortest paths in graphs, and in many other optimization problems, but in the comparison or alignment of strings (as in Biological DNA, RNA and protein sequence analysis, speech recognition and shape comparison). It provides a rigorous mathematical approach toward sequence alignment. It is guaranteed to find the best alignment between a pair of sequences given a particular choice of scoring matrix and gap penalties [8]. There are several variants of the dynamic programming algorithm that yield different kinds of alignments.

The rigorous dynamic programming algorithms for calculating the optimal global alignment similarity score between two protein or DNA sequences began with the heuristic homology algorithm of Needleman and Wunsch [9], which first introduced an iterative matrix method of calculation. Sellers [10] developed a true metric measure of the distance between sequences. The variant known as the Smith-Waterman algorithm [11] yields a local alignment. A local alignment aligns the pair of regions within the sequences that are most similar given the choice of scoring matrix and gap penalties. Database searches generally use local alignments as opposed to global alignment. This allows the database search to focus on the most highly conserved regions of the sequences without having to overcome interference from less well-conserved regions of the sequences. It also allows similar domains within sequences to be identified.
such as nucleotide binding domains, even though the sequences may not be related over their entire length. Smith and Waterman developed a dynamic programming algorithm for calculating local similarity scores.

The alignment may start and end anywhere in the two sequences, as long as it produces the best similarity score and allows for arbitrary length deletions and insertions. So the algorithm finds the most similar region shared by the two sequences in a way that reflects the minimum evolutionary distance in the similar region. This method is very slow. FASTA [12] is a fast approximation to Smith-Waterman. FASTA is a two step algorithm. The first step is a word search with a specific word size which finds regions in a two dimensional table that are likely to correspond to highly similar segments of the two sequences. These regions are a diagonal or a few closely spaced diagonals in the table that have a high number of identical word matches between the sequences. The second step is a Smith-Waterman alignment centered on the diagonals that correspond to the alignment of the highly similar sequence segments.

The region for the Smith-Waterman alignment is bounded by the window size. The window size limits the number of insertions or deletions one sequence can accumulate with respect to the other sequence in the alignment. Thus, the significant speedups observed in a FASTA search relative to a full Smith-Waterman search is due to the prior restriction in alignment space as well as skipping the Smith-Waterman step when no diagonals are found that correspond to alignments between highly similar sequence segments. The FASTA algorithm is a heuristic approximation to the Smith-Waterman algorithm. The heuristics used by FASTA allow it to run much faster than the Smith-Waterman algorithm but at the cost of some sensitivity. Two heuristics are employed. Both can be interpreted as restrictions on the model of sequence evolution that is used in comparing the sequences. The first restriction is implemented by the word size parameter, usually two for proteins and six for nucleic acids. This means that FASTA constrains the evolution between a pair of sequences to preserve a number of unchanged dipeptides or hexanucleotides. The second heuristic used by FASTA is the window size. Its effect is more variable than that of the word size. If
the best alignment lies entirely within the window defined by the window size and the concentrated identities, there is no effect. However if the best alignment, as defined by a full Smith-Waterman analysis, goes outside the window then a lower scoring alignment will be found by FASTA. This can lead the user to conclude that the sequences are not homologous when in fact they are and homology could have been inferred from a full Smith-Waterman alignment.

The first BLAST program is delivered by NCBI in 1990 [13]. The BLAST algorithm uses a word based heuristic similar to that of FASTA to approximate a simplification of the Smith-Waterman algorithm known as the maximal segment pairs algorithm. Maximal segment pairs alignments do not allow gaps and have the very valuable property that their statistics are well understood [14]. Thus, we can readily compute a significance probability for a maximal segment pair alignment.

2.1 BLAST Algorithm

Like other similarity measures, the BLAST begins with a matrix of similarity scores for all possible pairs of residues. Identities and conservative replacements have positive scores, while unlikely replacements have negative scores. For DNA sequence comparisons, identities are scored +5, and mismatches are scored -4. The similarity score for two aligned segments of the same length is the sum of the similarity values for each pair of aligned residues.

MSP, a maximal segment pair, is defined to be the highest scoring pair of identical length segments chosen from the two sequences. The boundaries of an MSP are chosen to maximize its score, so an MSP may be of any length. The MSP score, which BLAST heuristically attempts to calculate, provides a measure of local similarity for any pair of sequences. Because a molecular biologist may be interested in all conserved regions, not only in the highest scoring pair, a segment pair is defined to be local maximum if its score can not be improved either by extending or by shortening both segments. BLAST can seek all locally maximal segment pairs with scores above some cutoff.
Let a word pair be a segment pair of fixed length \( W \). The main strategy of BLAST is to seek only segment pairs that contain a word pair with a score of at least a threshold word score \( T \). Scanning through a sequence, one can determine quickly whether it contain a word pair of length \( w \) that can pair with the query sequence to produce a word pair with a score greater than or equal to the threshold \( T \). Any such hit is extended to determine if it is contained within a segment pair whose score is greater than or equal to \( S \) (cutoff score). The lower the threshold \( T \), the greater the chance that a segment pair with a score of at least \( S \) will contain a word pair with a score of at least \( T \). A small value for \( T \), however, increases the number of hits and therefore the execution time of the algorithm. Random simulation permits us to select a threshold \( T \) that balances these considerations.

In the implementations of this approach, the following are the details of the 3 algorithmic steps.

**Step 1: Neighborhood Construction:** compile a list of high scoring words

This step is parameterized by the query sequence \( Q \), the score function \( M \), the word size \( W \) and the threshold word score \( T \). This step outputs the neighborhood \( N \). The query sequence \( Q \) is scanned. Each query word may have zero or more neighbors. The set of neighbors of all query words is the neighborhood. The neighborhood is a set of tuples of the form (neighbor, offset) where neighbor is the word that matched the query word at offset.

**Step 2: Hit Detection:** scanning the database for hits

This step is parameterized by a subject sequence \( S \) and the neighborhood \( N \). A word hit \( H \) is an alignment of a query word and subject word. The subject \( S \) is scanned for matches to a member of the neighborhood. When a match is found, the extension step is invoked.

**Step 3: Hit Extension**

This step is parameterized by the word hit \( H \), the word size \( W \), a scoring function \( M \), the falloff score \( X \), the threshold alignment score \( R \)
and the query and subject sequences $Q$ and $S$. This step attempts to extend a hit into a longer, potentially higher-scoring alignment. The extension terminates if the cumulative score falls below $X$. The initial score is that of the word hit. Extension is first attempted in the left direction. Residue pairscores are accumulated in sum. If the sum is positive, it is added to score and reset to zero. The alignment is extended by one residue pair. If sum falls below $X$, extension terminates. The extension is then attempted in the right direction. The maximal positive-scoring alignment is stored in the HSP set if the score meets the threshold $R$.

The three steps may vary somewhat depending on whether the database contains protein or DNA sequences. For proteins, the list consists of all words that score at least $T$ when compared to some word in query sequence. Thus, a query word may be represented by no words in the list or by many.

The price for being able to readily compute a significance probability is that the alignments cannot have gaps [14]. Thus, the evolutionary model requires that there be a fairly long stretch of sequence that has evolved without insertions or deletions, or at least with a complimentary pattern of insertions and deletions that do not significantly disrupt the alignment.

The BLAST algorithm is less sensitive than Smith-Waterman and in appropriate circumstances more selective. For proteins, the BLAST word based heuristic is more sensitive than the FASTA heuristic even though BLAST uses a word size of three for proteins while FASTA uses a word size of two.

### 2.2 The Variations of the Algorithm

After BLAST is created, it is modified and updated continuously. The most used versions will be introduced in the following.
2.2.1 Gapped BLAST

Gapped BLAST [15] is a variation of the original BLAST for protein database search programs, which was developed by NCBI in 1997. By using a new criterion for triggering the extension of word hits and a new heuristic for generating gapped alignments, it yields a gapped BLAST program that runs at approximately three times the speed of the original.

The major refinements to BLAST are the following:

For increased speed, the criterion for extending word pairs has been modified. The central idea of the BLAST algorithm is that a statistically significant alignment is likely to contain a high-scoring pair of aligned words. BLAST first scans the database for words that score at least $T$ when aligned with some word within the query sequence. Any aligned word pair satisfying this condition is called a hit. The second step of the algorithm checks whether each hit lies within an alignment with score sufficient to be reported. This is done by extending a hit in both directions, until the running alignment’s score has dropped more than $X$ below the maximum score yet attained. This extension step is computationally quite costly; with the $T$ and $X$ parameters necessary to attain reasonable sensitivity to weak alignments, the extension step typically accounts for more than 90 percent of BLAST’s execution time. It is therefore desirable to reduce the number of extensions performed.

The refined algorithm is based upon the observation that an HSP of interest is much longer than a single word pair, and may therefore entail multiple hits on the same diagonal and within a relatively short distance of one another. (This diagonal of a hit involving words starting at positions $(x_1, x_2)$ of the database and query sequences may be defined as $x_1 \cdot x_2$. The distance between two hits in the same diagonal is the difference between their first coordinates). This signature may be used to locate HSPs more efficiently. Specifically, they choose a window length $A$, and invoke an extension only when two non-overlapping hits are found within distance $A$ of one another on the same diagonal. Any hit that overlaps the most recent one is ignored. Efficient execution requires an array to record, for each diagonal, the first coordinate
of the most recent hit found. Since database sequences are scanned sequentially, this coordinate always increases for successive hits.

Because they require two hits rather than one to invoke an extension, the threshold parameter $T$ must be lowered to retain comparable sensitivity. The effect is that many more single hits are found, but only a small fraction have an associated second hit on the same diagonal that triggers an extension. The great majority of hits may be dismissed after the minor calculation of looking up, for the appropriate diagonal, the coordinate of the most recent hit, checking whether it is within distance $A$ of the current hit's coordinate, and finally replacing the old with the new coordinate. Empirically, the computation saved by requiring fewer extensions more than offsets the extra computation required for processing the larger number of hits.

The ability to generate gapped alignments has been added. The original BLAST program often finds several alignments involving a single database sequence which, when considered together, are statistically significant. Overlooking any one of these alignments can compromise the combined result. By introducing an algorithm for generating gapped alignments, it becomes necessary to find only one rather than all the ungapped alignments subsumed in a significant result. This allows the $T$ parameter to be raised, increasing the speed of the initial database scan.

By seeking a single gapped alignment, rather than a collection of ungapped ones, only one of the constituent HSPs needs to be located for the combined result to be generated successfully. This means that we may tolerate a much higher chance of missing any single moderately scoring HSP.

In summary, the new gapped BLAST algorithm requires two non-overlapping hits of score at least $T$, within a distance $A$ of one another, to invoke an ungapped extension of the second hit. The resulting gapped alignment is reported only if it has an E-value low enough to be of interest.
2.2.2 PSI BLAST

PSI BLAST [16], Position-Specific Iterated BLAST, is also a variety of original BLAST for protein database search programs, which was developed by NCBI in 1997. It introduces a method for automatically combining statistically significant alignments produced by BLAST into a position-specific score matrix, and searching the database using the matrix. It runs at approximately the same speed per iteration as gapped BLAST, but in many cases is much more sensitive to weak but biologically relevant sequence similarities.

BLAST searches may be iterated, with a position-specific score matrix generated from significant alignments found in round $i$ used for round $i + 1$. Motif or profile search methods frequently are much more sensitive than pairwise comparison methods at detecting distant relationships. However, creating a set of motifs or a profile that describes a protein family, and searching a database with them, typically has involved running several different programs, with substantial user intervention at various stages. The BLAST algorithm is easily generalized to use an arbitrary position-specific score matrix in place of a query sequence and associated substitution matrix. Accordingly, an automatic procedure is developed to generate such a matrix from the output produced by a BLAST search, and adapted the BLAST algorithm is adapted to take this matrix as input. The resulting program may not be as sensitive as the best available motif search programs, but its speed and ease of operation can bring the power of these methods into more common use.

2.2.3 PHI BLAST

The Pattern-Hit Initiated BLAST (PHI-BLAST) [16] is developed to address the problem in analyzing protein family homology. For example, a researcher frequently wishes to evaluate the significance of a specific pattern within a protein, or to exploit knowledge of known motifs to aid the recognition of greatly diverged but homologous family members. The PHI-BLAST program takes as input both a protein sequence
and a pattern of interest that it contains. It searches a protein database for other instances of the input pattern, and uses those found as seeds for the construction of local alignments to the query sequence. The random distribution of PHI-BLAST alignment scores is studied analytically and empirically. In many instances, the program is able to detect statistically significant similarity between homologous proteins that are not recognizably related using traditional single-pass database search methods.

For each instance of the input pattern in a database sequence, paired with an instance in the query, PHI-BLAST attempts to find the optimal local alignment containing the aligned patterns. This can be done rigorously by applying dynamic programming to the parts of the two sequences proceeding and the parts following the pattern. The alignment returned is required to begin at the corner of the path graph, but is permitted to end anywhere within the graph. The difficulty with this approach is that, to guarantee optimality, a very large portion of the path graph needs to be searched, and this requires inordinate time in a database search. Basically, path graph cells are considered only if the score of the best alignment leading into them falls no more than X below the best score yet found. For sufficiently large values of the X parameter, this approach almost always returns the optimal local alignment. Because PHI-BLAST performs a gapped extension whenever an instance of the input pattern is encountered in the database, reasonable execution times depend upon such instances being relatively rare. Therefore, the only allowed patterns are those that are expected to occur less frequently than once per 5000 database residues. Any pattern that contains four completely specified residues, or three specified residues whose average background frequency is 5.8 percent, passes this test. Of course, the more specific the input pattern, the faster PHI-BLAST will run. The frequency with which a pattern will occur within the database can be estimated easily from background amino acid frequencies.
2.2.4 WU-BLAST

WU-BLAST [17], developed by Warren Gish at Washington University, is a powerful software package for gene and protein identification, using sensitive, selective and rapid similarity searches of protein and nucleotide sequence databases. WU-BLAST 2.0 and NCBI-Gapped BLAST are distinctly different software packages. In spite of a common lineage for some portions of their code, in many important ways the two packages do their work differently and, consequently, obtain different results and offer different features.

The classical ungapped BLAST algorithm has not been changed in WU-BLAST 2.0, thus retaining the sensitivity and control characteristics of this algorithm that users have become accustomed to with previous versions of BLAST. Due to the aforementioned optimization, when assessed at the same sensitivity level, the classical BLAST algorithm in WU-BLAST 2.0 is essentially the same speed and uses much less memory than the 2-hit algorithm.

When run on a multiprocessor computer system, the NCBI software uses one CPU or thread by default, whereas WU-BLAST will attempt to use all available CPUs by default. As the use of multiple CPUs is never as efficient as using a single CPU, speed comparisons should be made between the two programs when using the same number of CPUs.

NCBI TBLASTX does not perform gapped alignments, whereas WU-TBLASTX produces gapped alignments by default with the option to turn them off.

When searching very large databases, virtual memory requirements are dramatically reduced in WU-BLAST 2.0, eliminating program failures that occurred when system resource limits were unexpectedly reached. Virtual databases are supported in licensed BLAST 2.0. Virtual databases can be specified on the command line as a white space-delimited list of component database names.
2.2.5 Parallel Implementations

2.2.5.1 Parallel Hardware

There are two basic methods of mapping sequence comparison to a parallel processor, one with coarse-grain parallelism, and the other with fine-grain parallelism [18].

The coarse-grain approach is appropriate for large database searches. In this case, the sequences are partitioned among the processing elements (PEs) so as to have similarly sized subsets of the database assigned to each PE. Then, multiple independent sequence analyses are performed. Each processing element must have sufficient memory for its sequences (or significant segments of its sequences), as well as for two rows of the dynamic programming matrix: the previous row, and the row being currently formed. If only a small number of sequence comparisons are required, coarse-grain parallelism will offer little speedup because the database sequences will not be spread across all processing elements.

2.2.5.2 Smith-Waterman Algorithm with MMX* Technology

Since 1995, Intel Corporation’s general-purpose processor line has supported Single-Instruction, Multiple-Data (SIMD) instructions, termed “MMX* Technology”. A significant majority of the installed base of personal computers, and almost every PC sold today, supports it. These instructions can be used to take advantage of the parallelism of Smith-Waterman and get competitive performance from general-purpose, inexpensive processors.

A form of parallel processing capability termed the single instruction, multiple data (SIMD) technology [19] enables microprocessors to perform the same operation (logical, arithmetic or other) in parallel on several independent data sources. It is possible to exploit this by dividing wide registers into smaller units in the form of microparallelism or SIMD within a register. However, modern microprocessors have added special registers and instructions to make the SIMD technology easier to use. The technology is included in some of the most widely used modern microprocessors.
including the Intel Pentium MMX. II and III.

The ParAlign algorithm [20] has been specifically designed to take advantage of this technology. It is a faster and more sensitive algorithm for sequence similarity searching in view of the rapidly increasing amounts of genomic sequence data available. The algorithm initially exploits parallelism to perform a very rapid computation of the exact optimal ungapped alignment score for all diagonals in the alignment matrix. Then, a novel heuristic is employed to compute an approximate score of a gapped alignment by combining the scores of several diagonals. This approximate score is used to select the most interesting database sequences for a subsequent Smith-Waterman alignment, which is also parallelised. The resulting method represents a substantial improvement compared to existing heuristics. The sensitivity and specificity of ParAlign was found to be as good as Smith-Waterman implementations when the same method for computing the statistical significance of the matches was used. In terms of speed, only the significantly less sensitive NCBI BLAST v:2 program was found to outperform the new approach. The algorithm of ParAlign has the following improvements:

1) Efficient parallel computation of the optimal ungapped alignment score for all diagonals. In the first phase BLAST scans for short regions of 1-3 consecutive amino acids that are identical or very similar between the two sequences. By default, BLAST requires 3 amino acids to be very similar, i.e., the sum of the three score matrix elements corresponding to the three pairs of amino acids must exceed a certain limit. NCBI BLAST v:2 additionally requires that there are two such groups on the same diagonal within a distance of 40 amino acids. Hence, if the similarity is more distributed along one diagonal it may not be detected by the present heuristic methods. This weakness is overcome in ParAlign by calculating the exact ungapped alignment score for each diagonal.

2) Computation of an approximate gapped alignment score. In the second phase of sequence alignment, sequence similarities may pass undetected if the similarity is
evenly distributed on several diagonals, in which case the optimal alignment contains many gaps. Many heuristic algorithms select a small fraction of the database sequences for a more rigorous examination using an optimal alignment algorithm within a band (FASTA) or region (NCBI BLAST v.2) surrounding the most interesting initially identified regions. BLAST uses only the score of the highest scoring initial region to determine whether a more accurate gapped alignment should be constructed. It is hence unable to recognize an otherwise significant alignment if none of the high scoring segment pairs found has a score above about 40 with a typical length query. ParAlign employs a new heuristic for computing an estimated gapped alignment score, which is used to select the most interesting fraction of database sequences for further examination. When the ungapped alignment scores for all diagonals have been found, the scores for each diagonal are combined in a new inter-diagonal scoring function, which is also a kind of maximum partial sum of scores function. Using this function, high scoring regions on neighbouring diagonals will receive a high score. The chosen inter-diagonal scoring function has been found to be very effective in filtering the sequence database.

2.2.6 Distributed Implementation — TurboBLAST

TurboBLAST [21] is a Java-based application released by TurboGenetic in April 2001. It can run on Macs, PCs and Linux boxes, helping researchers to maximize the performance potential of their computer networks regardless of platform. It is also scalable - if researchers want more speed, all they have to do is add more machines. It provides a high-performance BLAST service based on the use of multiple executions of the unmodified NCBI BLASTALL program. BLASTALL is one of the implementations of BLAST available from the NCBI that can be used to perform all five variations of the BLAST algorithm, BLASTN, BLASTP, BLASTX, tBLASTN, and tBLASTX. It accelerates the BLAST throughput and has greater scientific insights and tremendous cost-savings.

TurboBLAST achieves high performance for large numbers of BLAST searches in
two ways: by use of batch queuing, and by splitting individual BLAST search requests into multiple parts by dividing up both the set of input (query) sequences and the database(s) against which the search is to be conducted. In addition, TurboBLAST manages some of the chores related to updating genomic databases in a multi-machine environment.

The TurboBLAST system consists of three main components arranged in a classic 3-tier system containing an end-user client, a BLAST Master, and a number of BLAST Workers.

Client is the part of the system accessed by the bench scientist performing BLAST queries. The Client generates BLAST requests and submits them to the BLAST Master, waits for the results, and, after receiving them, stores them appropriately.

BLAST Master accepts a BLAST request from a Client and converts it into one or more requests to the Piranha Backend System, a sophisticated parallel execution environment that manages all BLAST requests and BLAST Workers. It waits for the results, combines them into a unified result that exactly matches ordinary BLAST output, and delivers the unified result to the Client.

BLAST Workers are components that execute BLASTALL against all or some portion of a genomic database, taking as input one or more of the query sequences.

TurboBLAST accelerates BLAST by automatically splitting BLAST requests into multiple small tasks, executing the tasks in parallel, and then merging the task results into a single unified result. Each BLAST request contains a number of input query sequences to be compared against one or more nucleotide or protein databases. The result is an ordered list of the sequences in the database(s) that have the greatest homology to one of the query sequences.

In order to deliver high performance overall, TurboBLAST provides the following features: 1) Fault Tolerance: any of the BLAST Workers may fail without affecting the correctness of the system behavior or of the BLAST results. Of course, the overall computation will take a little longer because there are fewer BLAST Workers available. 2) Dynamic Load Balancing: each of the BLAST Workers manages its own
workload. In general, if there are an ample number of tasks, the workload will be shared fairly, and very effective load balancing will be achieved. This is true even when the BLAST Workers are heterogeneous, e.g., contain different processor types, use different operating systems, run at different speeds, or contain different amounts of RAM. 3) Worker Specialization: once a BLAST Worker has executed a particular task, it will attempt to remain “focused” on tasks that reference the same database or database partition, in order to avoid the costs associated with reloading its memory. Since each BLAST Worker manages its own workload, this is handled in a completely decentralized way, with individual BLAST Workers deciding for themselves when they should look for a different type of task.

2.3 The Public Database for BLAST

International Nucleotide Sequence Database Collaboration includes GenBank (NCBI) at Bethesda in MD of USA. EMBL Nucleotide Sequence Database (EBI) in Hinxton of UK and DNA Data Bank of Japan (DDBJ) in Mishima of Japan. Data is exchanged amongst the collaborating database on a daily basis.

2.3.1 GenBank

GenBank [22] is a public database of all known nucleotide and protein sequences with supporting bibliographic and biological annotation, built and distributed by the National Center for Biotechnology Information (NCBI), a division of the National Library of Medicine (NLM), located on the campus of the US National Institutes of Health (NIH).

2.3.1.1 Organization of the Database and Record Format

Each GenBank entry includes a concise description of the sequence, the scientific name and taxonomy of the source organism, bibliographic references, and a table of features that identifies coding regions and other sites of biological significance, such
as transcription units, repeat regions, sites of mutations or modifications and other sequence features. Protein translations for coding regions are also in the feature table.

The files in the GenBank distribution have traditionally been divided into 'divisions' that roughly correspond to taxonomic divisions, e.g., bacteria, viruses, primates and rodents. In recent years divisions have been added as needed for specific initiatives in biology, such as divisions for EST sequences, genome survey sequences and high throughput genomic sequences. There are currently 16 divisions. For convenience in file transfer, the larger divisions, e.g., EST and primate, are divided into multiple files when posting the bimonthly GenBank releases on NCBI's FTP site.

Expressed sequence tag (EST) data are the major source of new sequence records and genes. ESTs also continue to provide the major source of new gene discoveries. As part of its daily processing of EST data, NCBI identifies through BLAST searches all homologies for new EST sequences and incorporates that information into the companion dbEST database. In order to organize the EST data in a useful fashion, NCBI maintains the UniGene collection of unique human, mouse and rat genes.

Sequence-tagged site (STS) data division of GenBank currently contains anonymous STSs based on genomic sequence as well gene-based STSs derived from the 3' ends of genes and ESTs. These STS records usually include primer sequences, annotations and PCR reaction conditions. The ultimate purpose for creating high resolution physical maps of the human genome is to create a scaffold for organizing large scale sequencing. Physical maps based on STS landmarks are used to develop so-called 'sequence-ready' clones consisting of overlapping cosmids or BACs. As the HTG sequence data derived from these clones are submitted to GenBank, STSs become crucial reference points for organizing, presenting and searching the data. NCBI uses 'electronic PCR' to compare all human sequences with the contents of the STS division of GenBank; This identifies primer-binding sites on the human sequences that may be amplified in a PCR reaction. This tool permits the assignment of an initial location on the map for sequence data and the association of existing GenBank entries to the new reference sequence. The electronic PCR tool is also being made
publicly available on the web to enable any researcher with a new human sequence to relate that sequence to existing maps and HTG sequence data.

Genome Survey Sequence (GSS) data division of GenBank has been the fastest growing division. GSS records represent 'random' genomic sequences, but are predominantly represented by 'BAC ends' which are single reads from bacterial artificial chromosomes used in a variety of genome sequencing projects.

High throughput genomic (HTG) data division of GenBank are unfinished large-scale genomic records that are in transition to a finished state, after which they will be placed in the appropriate organism division. These records are designated as Phase 0-3 depending on the quality of the data. Phase 0 records consist of survey sequences generated to characterize clones and may or may not progress to Phase 1. Phase 1 records contain unfinished sequence, and may consist of unordered, unoriented contigs with gaps. Phase 2 records contain unfinished sequence as ordered, oriented contigs, with or without gaps. Phase 3 records consist of finished sequence, with no gaps and may have annotations. When a HTG record reaches phase 3 it is moved from the HTG division into the appropriate organismic division of GenBank. It is now clear that a great number of human sequences will remain in the unfinished (HTG) division of GenBank as working draft sequence, while completed sequences will continue to move to the corresponding organismic division (PRI). Together these two divisions should add some 2000 Mb of new genomic sequences from US-sponsored laboratories within the next year.

GenBank record format was shown as Figure 1.

2.3.1.2 Submission of Sequence Data

Virtually all records enter GenBank as direct electronic submissions, with the majority of authors using the BankIt or Sequin programs.

About 40 percent of individual submissions are received through a Web-based data submission tool, BankIt. With BankIt, authors enter sequence information directly into a form, edit as necessary and add biological annotation. Free-form
<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORIGIN</td>
<td>&quot;1 L. leichi L. leichi, strain J9102&quot;</td>
</tr>
<tr>
<td>RANGES</td>
<td>&quot;1823-1826&quot;</td>
</tr>
<tr>
<td>RANGES</td>
<td>&quot;1823-1826&quot;</td>
</tr>
</tbody>
</table>

Figure 1: The Record Format of GenBank
text boxes allow the submitter to further describe the sequence, without having to learn formatting rules or use restricted vocabularies. BankIT creates a draft record in GenBank flat-file format for the user to review and revise. BankIT is the tool of choice for simple submissions, especially when only one or a small number of records are submitted. Submitters to update their existing GenBank records can also use bankIt.

NCBI has developed a stand-alone multi-platform submission program called Sequin which can also be linked online to NCBI. Sequin handles simple sequences, as well as long sequences and segmented entries, for which BankIT and other web-based submission tools are not well-suited. Sequin has convenient editing and complex annotation capabilities and contains a number of built-in validation functions for enhanced quality assurance. It is also designed to facilitate the submission of sequences from phylogenetic, population and mutation studies, and can incorporate alignment data. Sequin can be used to edit and update sequence records, as well as to perform sequence analysis. For example, Sequin can now incorporate any analysis tool available on the web that accepts FASTA or ASN.1 formatted data as its input. In addition, Sequin is able to work on large records and read in all of its annotations via simple tables. Versions for Macintosh, PC and Unix computers are available via anonymous FTP to ‘ncbi.nlm.nih.gov’ in the ‘sequin’ directory. Once a submission is completed, users can Email it to the address: gb-sub@ncbi.nlm.nih.gov.

2.3.1.3 Retrieving GenBank Data

The Entrez system is an integrated database retrieval system that accesses DNA and protein sequence data, genome mapping data, population sets, the NCBI taxonomy, protein structures from the Molecular Modeling Database (MMDB) and MEDLINE references via PubMed. The DNA and protein sequence data are integrated from a variety of sources and therefore include more sequence data than are available within GenBank alone. Entrez searching is provided on NCBI’s web site, via the Query Email server, and as a network client that can be downloaded by FTP.
The most frequent type of analysis performed using GenBank is the search for sequences similar to a query sequence. NCBI offers the BLAST family of programs to locate good alignments between a query sequence and database sequences. BLAST searching is provided on NCBI's web site, via an Email server, and as a set of stand-alone programs distributed by FTP.

NCBI uses the ASN.1 data format for internal maintenance of GenBank, but distributes the GenBank releases in the traditional flat-file format. The full GenBank release and the daily updates are available by anonymous FTP from 'ncbi.nlm.nih.gov'. The full release in flat-file format is available as compressed files in the directory 'genbank'. A cumulative update file is contained in the sub-directory 'daily', and a non-cumulative set of updates is contained in 'daily-nc'. A set of sequence-only files in FASTA format, corresponding to the GenBank database subsets searched by BLAST and including the non-redundant nucleotide and protein databases, is available in the 'BLAST/db' directory. Software developers creating their own interfaces or analysis tools for GenBank data are offered the NCBI ToolKit to assist in developing specialized applications.

2.3.2 EMBL

Nucleotide sequence database in European Molecular Biology Laboratory (EMBL) [23] is a comprehensive collection of primary nucleotide sequences maintained at the European Bioinformatics Institute (EBI). New data are released daily into the EMBLNEW database and are immediately available. The EMBL and EMBLNEW databases are stored and maintained in an Oracle data management system and can be searched on the internet with the Sequence Retrieval System (SRS), the EBI search engine for molecular biology databanks. Since interconnectivity between biomolecular databases has become essential for utilizing the wealth of information becoming available, EMBL database entries are cross-referenced to other databases like the eukaryotic promoter database TRANSFAC, FlyBase, TrEMBL and SWISS-PROT. SWISS-PROT itself is linked to more than 30 different databases thus providing a focal point for database
interconnectivity.

2.3.2.1 Organization of the Database and Record Format

A complete overview of the dataflow to and from the EMBL Database is provided in Figure 2.

![Dataflow Diagram]

Figure 2: An Overview of Dataflow for EMBL Database

Divisions provide subsets of the database, which reflect the areas of interest of users. The EMBL Database currently consists of 18 divisions with each entry belonging in exactly one division. In each entry the division is indicated using the three-letter codes, e.g., PRO = Prokaryotes, HUM = Human, PHG = Bacteriophages, PLN = Plants etc. The grouping is mainly based on taxonomy with a few exceptions like the HTG, EST, STS, and GSS divisions. For these divisions, grouping is based on the specific nature of the underlying data.

Expressed sequence tags (ESTs). The EST division files contain sequence and mapping data on 'single-pass' cDNA sequences or ESTs from a number of organisms.
In addition to the EST division files in the EMBL database release, the EBI provides ESTLIB, which includes further information about the libraries from which the EST sequences were derived.

High-throughput genome sequences (HTGs). In order to make genome sequences produced by high-throughput sequencing projects available to the user community as soon as possible, the HTG division includes ‘unfinished’ genome project data with annotation for many of these records being generated through computer analyses. Entries in this division all contain keywords to indicate the status of the sequencing. A single accession number is assigned to one clone, and as sequencing progresses and the entry passes from one phase to another, it will retain the same accession number with only the most recent version of a HTG record remaining in EMBL. Once ‘finished’, HTG sequences are moved into the relevant primary EMBL taxonomic division.

Patent sequence data. The EMBL database continues to collaborate with the European Patent Office to capture patent sequences from patent applications and integrate US and Japanese patent sequence data provided by the DDBJ and GenBank collaborators. Patent data can be retrieved from the EMBLNEW and EMBL databases and are also available via FTP.

EMBL record format is shown as Figure 3.

2.3.2.2 Submission of Sequence Data

Two major sources contribute to the EMBL Database: individual scientists, who submit data directly to the collaborating databases, and genome project groups which produce very large volumes of nucleotide sequence data over an extended period of time, including bulk submissions of ESTs, STSs, GSSs or large genomic records (high-throughput and finished data). Researchers submitting new sequences directly to the EMBL database use either the Internet (WEBIN) or a stand-alone software tool (SEQUIN).

The EBI’s submission tools incorporate facilities for providing and checking biological information.
Figure 3: The Record Format of EMBL
VECTOR SCANNING. a WWW-based interactive vector scanning service is available for submitters to assist in the screening of sequences for vector contamination before submission. The vector screening service uses the latest implementation of the BLAST algorithm and the special sequence databank EMVEC, comprised of an extraction of sequences from the synthetic division of EMBL commonly used in cloning and sequencing experiments. EMVEC is updated with each release of EMBL and is available from the EBI's FTP server.

WEBIN is an Internet based tool for submission of nucleotide sequences to the EMBL database. WEBIN is designed to allow fast submission of either single, multiple or even very large numbers of sequences. Sequence annotation in WEBIN is added from the ‘Summary and Sequence Features’ page. Any number of relevant features can be easily added to the sequence feature table from the comprehensive list and by filling out the specific feature forms. To assist submitters in selecting features for their sequence, WebFeat provides a full description of all EMBL features and qualifiers while the EMBL annotation examples illustrate how these features and qualifiers should be used within standard EMBL entries.

2.3.2.3 Retrieving EMBL Data

The Sequence Retrieval System (SRS) server at the EBI integrates and links a comprehensive collection of specialized databanks along with the main nucleotide and protein databases. The SRS system allows the databases to be searched using, for example, sequence, annotations, keywords, and author names. Complex, cross-database queries can also be executed and users should refer to the detailed instructions which are available online.

The EBI provides a comprehensive set of sequence database searching algorithms that can be accessed both interactively from the EMBL WWW site or by Email. EMBL may be searched as a whole or by individual taxonomic division. The most commonly used algorithms available are FASTA3, WU-BLAST, and NCBI-BLAST.

Specialized sequence analysis programs are available from the EBI. Such services
include multiple sequence alignment and inference of phylogenies using CLUSTALW. Gene prediction using GeneMark, pattern searching and discovery using PRATT, as well as applications which have been developed in-house for various projects.

EMBnet, the European Molecular Biology Network was initiated in 1988 to link European laboratories using biocomputing and bioinformatics in molecular biology research as well as to increase the availability and usefulness of the molecular biology databases within Europe. Remote copies of the nucleotide and protein sequence databases, updated daily, as well as other molecular biology resources are held at nationally mandated nodes. As bioinformatics grows, EMBnet plays an important role in support, training, research and development for the European bioinformatics research community.

2.3.3 DDBJ

The DNA Data Bank of Japan (DDBJ) [24] began its activities in earnest in 1986 in collaboration with EMBL and GenBank. Before beginning, there was a series of discussions among Japanese molecular biologists and biophysicists about the organization in which the data bank should be established. The discussion finally resulted in a proposal for the data bank to be founded in the National Institute of Genetics (NIG), which is governed by the Ministry of Education, Sports, Science and Culture (MESSC). The proposal was soon implemented with the endorsement of MESSC. Since then, continuous support by MESSC has made it possible to maintain DDBJ activities, and establish a new center in 1995 at NIG. It is called the Center for Information Biology (CIB).

2.3.3.1 Organization of the Database and Record Format

A large-scale data submission system MSS (Mass Submission System) has been developed and improved in DDBJ. MSS includes an off-line tool, MST (Mass Submission Tool), which functions by arranging data into a form ready for submission and also acts as a parser at a data producing site. Figure 4 is for overview and modules of the
large-scale data submission system.

Yamato II is a data management system at DDBJ. It is an object-oriented database management system written in C++. DDBJ record format is shown as Figure 5.

![Diagram of DDBJ Database System](image)

**Figure 4: An Overview of DDBJ Database**

### 2.3.3.2 Submission of Sequence Data

DDBJ has introduced a system which has the capacity to accept and annotate this influx of data. When submitting ordinary data, a submitter has several options. Firstly, Sakura, which requires only a WWW browser, like Netscape or MS Explorer. Secondly, Authorin, which was originally developed by GenBank. The tool was specifically aimed at a researcher who directly submitted nucleotide sequence data including citation, source organism, natural host and laboratory host information. Thirdly, Sequin, which was also developed by GenBank, can accept short mRNA sequence, multiple annotations, segment sets of DNA in addition to the previously described features of Authorin.
Figure 5: The Record Format of DDBJ
The DDBJ’s system for managing large-scale data submissions primarily consists of four separate parts which are (i) the WWW data submission system, (ii) large-scale data submission system/off-line (installed at the submitter side), (iii) data submission management system, and (iv) data storing system.

The WWW data submission system incorporates the internet environment so that a submitter is able to interactively send an inquiry to DDBJ, and to receive an ID, a password and a template ID from DDBJ. The system is, therefore, designed to properly handle all pieces of information necessary for the data submission. An interface of the system is available in both Japanese and English depending on the submitter’s preference.

The large-scale data submission system/off-line is publicly available by downloading the program from an FTP server at DDBJ. The system rigorously checks the file and annotations automatically excluding any invalid characters. It also allows a submitter to verify the file formats and consistency concerning annotation and sequence prior to actually sending the data files by Email. Two types of files are used for the submission: one is used for annotation and the other is employed for recording sequences. The file for annotation is in a tabular format which popular word processors, spreadsheet and database management systems can handle. Therefore, a submitter is not required to purchase an expensive platform in addition to their conventional system. Nucleotide sequences are submitted in the FASTA file format. The large-scale data submission system/off-line has another important function, which is to automatically verify the file format and consistency. This is important for submitting large-scale genome data, because it greatly alleviates the number of efforts, which exhaust the human resources of reviewers and annotators at DDBJ.

Data submission management system manages the submitted files and monitors the submission progress. After receiving the Excel and FASTA files sent from a submitter, a record is made for each submission by operating the system, and the message is sent to other staff members of DDBJ by Email.

Data storing system performs more rigorous checking before completely loading
the files to the master database in addition to checking the consistency regarding the annotation and sequence. The template information ranging from the locus definition, accession number, the feature information and to the source organism is also loaded to the master database by the system. Finally, the system issues an accession number to the administrator of DDBJ who notifies the number to a submitter by Email.

There was a special case for submitting GSS (Genome Survey Sequence) data. Kitasato University submitted the data using a tool called the GSSin which was specially developed by DDBJ. In this case, the files, which are formatted in FASTA, are sent to DDBJ through FTP. After receiving the files by a server named the supenri.g, they are then automatically checked and registered to the Sybase database by using another tool called the GSSsub, which was also developed by DDBJ on a UNIX server. Generous. During this process GSSub also automatically monitors the submitted files to ensure that they are valid. In addition, the system automatically registers and releases the updated GSS data submitted from the university every night. In the event of a registration error the system sends an error message to the DDBJ administrator by Email.

DDBJ is now considering upgrading the data submission and processing systems by introducing a new type of architecture such as CORBA, which is an object oriented distributed platform. The new systems will be well suited for more efficiently managing the submitted data by reducing data handling labor and time.

2.3.3.3 Retrieving DDBJ Data

A device is developed by which to reorganize the entire database into a species-oriented database in which the data are divided into a species as a unit. They have developed a tool by which one can first specify a species of interest by its scientific and then carry out a keyword or homology search against the data for that species alone. This tool is expected to be useful particularly for examining whether a particular gene sequence is available for the species in question. As data accumulate in the database
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at an ever-increasing rate, the tool will provide a means of reducing retrieval time.

The same tool as above is applied to ESTs. If one is interested in ESTs of a particular species, one might carry out a homology search against the data of that species only by giving a probe sequence and specifying the scientific name of the species. As the amount of ESTs grows tremendously, this tool will help reduce retrieval time when one is concerned with a particular species. This is better understood when one realizes that is greater than 70 percent of the rapidly increasing data are ESTs.

Another device they developed is a tool that allows one to give multiple probes at once and individually retrieve homologous or similar sequences to those probes. If one uses those two tools together, one would easily examine whether a set of sequences for a particular biological function is available for a species of interest.

For retrieval of the complete genome data, the Genome Information Broker (GIB) has been actively used worldwide web. Since the first implementation of GIB, we have repeatedly revised it and installed new complete genome sequence data into it whenever such data becomes available. By use of GIB one can now search for a particular gene not only for one species but also across the 23 species. In this way, one can study, for example, the genomic organization of the gene and its neighbour for different species.

### 2.4 The Parser of the BLAST Result

A BLAST output file is structures, consisting of a header, a number of sequence alignments and a summary. BLAST Parser can read the result file from a BLAST search and break it down into a tab-delimited file, such as it can be opened with spreadsheet applications such as Microsoft Excel.

A typical alignment block from BLASTP output is as Figure 6.

A parsed file may be like Figure 7.

There are many kinds of parser versions now which implemented by Perl, Python, C or Java. Some names and descriptions are following.
Figure 6: An Alignment Block from BLAST
Figure 7: A Parsed File of BLAST

2.4.1 PERL

2.4.1.1 Boulder

The Boulder data interchange format [25] is an easily parsable hierarchical tag/value format suitable for applications that need to pipe the output of one program into the input of another. It was originally developed for use in the human genome project at the Whitehead Institute/MIT Center for Genome Research, but has since found use in many other areas including system administration and web software development.

In addition to its use as a data interchange format, Boulder comes complete with a small database based on the Perl DB-File modules. This database allows you to store arbitrarily complex objects, index them, and later retrieve them using a simple query mechanism.

The Boulder::BLAST class parses the output of the Washington University (WU) or National Center for Biotechnology Information (NCBI) series of BLAST programs and turns them into Stone records. You may then use the standard Stone access methods to retrieve information about the BLAST run, or add the information to a Boulder stream. The parser works equally well on the contents of a static file, or on information read dynamically from a filehandle or pipe.

Boulder::BLAST::NCBI parses and read NCBI BLAST files. Specialized parser for NCBI format BLAST output. Loaded automatically by Boulder::BLAST

Boulder::BLAST::WU parses and read WU-BLAST files. Specialized parser for WU-BLAST format BLAST output. Loaded automatically by Boulder::BLAST.

There are following methods in Boulder:
The `parse()` method as shown in Figure 8 accepts a path to a file or a filehandle, parses its contents, and returns a Boulder Stone object. The file path may be absolute or relative to the current directory. The filehandle may be specified as an IO::File object, a FileHandle object, or a reference to a glob (FILEHANDLE notation). If you call `parse()` without any arguments, it will try to parse the contents of standard input.

```perl
$stone = Boulder::Blast->parse($file_path);
$stone = Boulder::Blast->parse($filehandle);
```

Figure 8: Function of Parse() in Boulder

If you wish, you may create the parser first with `Boulder::BLAST new()`, and then invoke the parser object’s `parse()` method as many times as you wish to, producing a Stone object each time as shown in Figure 9.

```perl
$stream = Boulder::Blast->new;
$stream = Boulder::Blast->new($file, @more_files);
$stream = Boulder::Blast->new(\*FILEHANDLE);
```

Figure 9: New() Function in Boulder

The tags defined in the parsed BLAST Stone object are shown in following Figure 10, Figure 11, and Figure 12. Each BLAST-hit is represented by the tag. BLAST-hits as Figure 13. There may be zero, one, or many such tags. They will be presented in reverse sorted order of significance, i.e. most significant hit first.
Blast_program
The name of the algorithm used to run the analysis

Blast_version
This gives the version of the program in whatever form appears on the banner page.

Blast_program_date
This gives the date at which the program was compiled, if and only if it appears on the banner page.

Figure 10: The Tags about the Program in BLAST Stone Object

Blast_run_date
This gives the date and time at which the similarity analysis was run in the format "Fri Jul 4 09:12:16 1997"

Blast_parms
This points to a subrecord containing information about the algorithm's run-time parameters. The following subtags are used. Others may be added in the future.

Figure 11: The Tags about the Run in BLAST Stone Object

Blast_query
The identifier for the search sequence, as defined by the FASTA format. This will be the first set of non-whitespace characters following the """" character. In other words, the search sequence ""name"".

Blast_db
The Unix filesystem path to the subject database

Blast_db_title
The title of the subject database.

Figure 12: The Tags of the Query Sequence and Subject Database in BLAST Stone Object
Figure 13: The BLAST-hits Tag in BLAST Stone Object

Each BLAST-hit tag will have at least one, and possibly several HSPs tags, each one corresponding to a high-scoring segment pair. These records contain detailed information about the hit, including the alignments as Figure 14.

Figure 15 show a parsed Stone object. Long lines have again been truncated.

2.4.1.2 Bioperl: BPlite - Lightweight BLAST Parser

BPlite [26] is a package for parsing BLAST reports. The BLAST programs are a family of widely used algorithms for sequence database searches. The reports are non-trivial to parse, and there are differences in the formats of the various flavors of BLAST. BPlite parses BLASTN, BLASTP, BLASTX, TBLASTN, and TBLASTX reports from both the high performance WU-BLAST, and the more generic NCBI-BLAST. BPlite is for those people who would rather not have a giant object specification, but rather a simple handle to a BLAST report that works well in pipes.

BPlite has three kinds of objects, the report, the subject, and the HSP. To create a new report, you pass a filehandle reference to the BPlite constructor as shown in Figure 16 and Figure 17. A subject is a BLAST hit, which should not be confused with an HSP. A BLAST hit may have several alignments associated with it. A useful way of thinking about it is that a subject is a gene and HSPs are the exons. Subjects have one attribute (name) and one method (nextHSP) as Figure 18.
Figure 14: The HSPs Tag in BLAST Stone Object

An HSP is a high scoring pair, or simply an alignment. HSP objects inherit all the useful methods from RangeI/SeqFeatureI/FeaturePair, but provide an additional set of attributes (score, bits, percent, P. match, positive, length, querySeq, sbjctSeq, and homologySeq) that should be familiar to anyone who has seen a BLAST report. For lazy/efficient coders, two-letter abbreviations are available for the attributes with long names (qs, ss, hs) as shown in Figure 19. Ranges of the aligned sequences in query/subject and other information (like seqname) are stored in SeqFeature objects. querySeq, sbjctSeq and homologySeq do only contain the alignment sequences from the BLAST report.

2.4.2 Python

Someone considers that Perl does not scale well past small-to-medium sized projects. Perl is very good for parsing large data files and extracting information, and for writing those parsers quickly and robustly. However, the problems in computational
Figure 15: AParsed Stone Object

my Report = new bdo::Tools::BPliteFile("STDIN");

Figure 16: A New Object of Report in BPlite
Figure 17: The Attributes and Method of a Report Object

```perl
$report -> query ;  # access to the query name
$report -> database ;  # access to the database name
$report -> nextSubject ;  # gets the next subject
while (my $subject = $report -> nextSubject()) {
  # canonical form of use is in a while loop
}
```

Figure 18: An Object of Subject in BPlite

```perl
$subject -> name ;  # access to the subject name
$subject -> object ;  # overloaded to return name
$subject -> nextHSP ;  # gets the next HSP from the object
while (my $hsp = $subject -> nextHSP()) {
  # canonical form is again a while loop
}
```

Figure 19: An HSP Object in BPlite

```perl
$hsp -> score ;
$hsp -> bits ;
$hsp -> percent ;
$hsp -> P ;
$hsp -> match ;
$hsp -> positive ;
$hsp -> length ;
$hsp -> querySeq ;  # $hsp -> qs ;
$hsp -> objectSeq ;  # $hsp -> ss ;
$hsp -> homologySeq ;  # $hsp -> hs ;
$hsp -> query -> start ;
$hsp -> query -> end ;
$hsp -> query -> seqname ;
$hsp -> subject -> primary_tag ;  # "similarity"
$hsp -> subject -> source_tag ;  # "BLAST"
$hsp -> subject -> start ;
$hsp -> subject -> end ;
...
"$hsp" ;  # overloaded for query -> start .. query -> end bits
```
biology are getting more complicated and the relationships between software packages more complex. Python is much better at expressing those solutions and enabling different components, developed by different people, to work together.

There are several versions of BLAST parser which developed by Jeffrey Chang and et al. The release in March 2001 marks two milestone in the package. First, it has support for sequences and annotations, alignments, substitution matrices, BLAST, ClustalW, ENZYME, FASTA formatting, GenBank, GoBase, Medline, Prosite, Rebase, SCOP, SwissProt, and UniGene. Second, it is the first non-developer's release, which means it is now reasonable to expect people to download it and do work immediately without having to mess around with the code.
Chapter 3

Jini

3.1 How Does Jini Network Technology Work?

In a running Jini system, there are three main players [7] as shown in Figure 20. There is a service, such as a printer, a toaster, a marriage agency, etc. There is a client, which would like to make use of this service. Thirdly, there is a lookup service (service locator), which acts as a broker/trader/locator between services and clients. There is an additional component, and that is a network connecting all three of these, and this network will generally be running TCP/IP. The Jini specification is fairly independent of network protocol, but the only current implementation is on TCP/IP.

Codes will be moved around between these three pieces, and this is done by marshaling the objects. This involves serializing the objects in such a way that they can be moved around the network, stored in this “freeze-dried” form, and later reconstituted by using included information about the class files as well as instance data. This is done using Java’s socket support to send and receive objects.

In addition, objects in one JVM (Java Virtual Machine) may need to invoke methods on an object in another JVM. Often this will be done using RMI (Remote Method Invocation), although the Jini specification does not require this and there are many other possibilities.
3.1.1 Service Registration

A service is a logical concept such as a blender, a chat service, a disk. It will turn out to be usually defined by a Java interface, and commonly the service itself will be identified by this interface. Each service can be implemented in many ways, by many different vendors. For example, there may be Joe's dating service, Mary's dating service or many others. What makes them the same service is that they implement the same interface; what distinguishes one from another is that each different implementation uses a different set of objects (or maybe just one object) belonging to different classes.

A service is created by a service provider. A service provider plays a number of roles:

1) It creates the objects that implement the service. It registers one of these - the service object with lookup services. The service object is the "publicly visible" part of the service, and will be downloaded to clients.

2) It stays alive in a server role, performing various tasks such as keeping the service "alive".

In order for the service provider to register the service object with a lookup service, the server must first find the lookup service. This can be done in two ways: if the
location of the lookup service is known, then the service provider can use unicast TCP to connect directly to it. If the location is not known, the service provider will make UDP multicast requests, and lookup services may respond to these requests.

Lookup services as shown in Figure 21 will be listening on port 4160 for both the unicast and multicast requests.

![Diagram of lookup service and service provider](image)

Figure 21: Service Provider Finds a Lookup Service

When the lookup service gets a request on this port, it sends an object back to the server. This object, known as a registrar, acts as a proxy to the lookup service, and runs in the service's JVM (Java Virtual Machine) as shown in Figure 22. Any requests that the service provider needs to make of the lookup service are made through this proxy registrar. Any suitable protocol may be used to do this, but in practice the implementations that you get of the lookup service (e.g. from Sun) will probably use RMI. What the service provider does with the registrar is to register the service with the lookup service. This involves taking a copy of the service object, and storing it on the lookup service as shown in Figure 23.

### 3.1.2 Client Lookup

The client on the other hand, is trying to get a copy of the service into its own JVM. It goes through the same mechanism with the service. First, it finds the lookup service using unicast or multicast as shown in Figure 23.
Figure 22: A Registrar is Returned to Service Provider

Figure 23: A Registrar Registers the Service Object

Figure 24: A Client Looking for a Lookup Service
A client gets a registrar from the lookup service as Figure 25. Through the registrar, the client asks for the service object as Figure 26 and a service object is copied to client side as Figure 27.

Figure 25: A Registrar is Returned

Figure 26: Asking for a Service

3.2 Discovering a Lookup Service

A client locates a service by querying a lookup service. In order to do this, it must first locate such a service. On the other hand, a service must register itself with the lookup service, and in order to do so it must also first locate a service.
The initial phase of both a client and a service is thus discovering a lookup service. The search for a lookup service can be done either by unicast or by multicast. In fact, the lookup service is just another Jini service, but it is one that is specialized to store services and pass them on to clients looking for them.

Sun supplies a lookup service called reggie as part of the standard Jini distribution. The reggie requires support services to work: an HTTP server and an RMI daemon, rmid.

A Java object running as a service has a proxy component exported to the service locators and then onto a client. It passes through one JVM in "passive" form and is activated in the client’s JVM. An object consists of both code and data, and it cannot be reconstituted from just its data – the class definitions are also required. So class definitions for service proxy objects must also be downloaded, usually from where the service came from. The HTTP server is needed to deliver the class files to clients. This gives two sets of class files: the set needed to run the service and the set needed to reconstitute objects at the client. The mahalo service supplied by Sun as a transaction manager uses the class files in mahalo.jar to run the service, and the class files in mahalo-dl.jar to reconstitute the transaction manager proxy at the client. These files and support services are shown in Figure 28.

The other support service needed for reggie is an RMI daemon(rmid). A proxy
service gets exported to the client. In most cases this will need to communicate back to its host service. There are many ways to do this. One mechanism is the Java RMI system. An rmid is a part of the standard Java distribution. This must be run on the same machine as reggie. A rmid is responsible for starting services such as reggie. It will create a new JVM on demand, to run the service. A rmid may look after a number of services, not just reggie, and they will all be run in their own JVMs.

3.2.1 Unicast Discovery

Unicast discovery can be used when you already know the machine on which the lookup service resides, so you can ask for it directly. This is expected to be used for a lookup service that is outside of your local network, which you know the address of anyway.
3.2.2 Multicast Discovery

If the location of a lookup service is unknown, it is necessary to make a multicast search for one. UDP supports a multicast mechanism which the current implementations of Jini use. Because multicast is expensive in terms of network requirements, most routers block multicast packets. This usually restricts multicast to a local area network, although this depends on the network configuration and the time-to-live of the multicast packets.

3.3 Service Proxy

A service will be delivered from out of a service provider. That is, a server will be started, to act as a service provider. It will create one or more objects which between them will implement the service. Amongst these will be a distinguished object - the service object. The service provider will register the service object with lookup service, and then wait for network requests to come in for the service. What the service provider will actually export as service object is usually a proxy for the service. The proxy is an object that will eventually run in a client, and will usually make calls back across the network to service backend objects. These backend objects running within the server actually complete the implementation of the service.

The proxy and the service backend objects are tightly integrated: they must communicate using a protocol known to them both, and must exchange information in an agreed manner. However, the relative size of each is up to the designer of a service and its proxy.

Basically, there are two kinds of proxy-fat proxy and thin proxy.

One extreme is where the proxy is so fat, which means it does a lot of processing on the client side. Backend object(s) within the service provider itself are then typically "thin", not doing much at all. The role of the server is to register the proxy with service locators, and just to stay alive (renewing leases on the service locators). The service itself runs entirely within the client. The opposite extreme is where the proxy
is thin, doing nothing more than passing requests between the client and “fat” backend objects, and most processing will be done by these backend objects running on the server side.

Some services can be implemented by a single object, the service object. How does this work if the service is actually a toaster, a printer, or controlling some piece of hardware? By the time the service object runs in the client’s JVM, it may be a long way away from its hardware. It cannot control this remote piece of hardware all by itself. In this case, the implementation of the service must be made up of at least two objects, one running in the client and another distinct one running in the service provider. The service object is really a proxy, which will communicate back to other objects in the service provider, probably using RMI as shown in Figure 29. The proxy is the part of the service that is visible to clients, but its function will be to pass method calls back to the rest of the objects that form the total implementation of the service, the “service backend” objects. The proxy needs to communicate with other objects in the service provider.

![Diagram](image)

**Figure 29: A Thin Proxy**
How is the proxy primed? This is not specified by Jini, and can be done in a large number of ways. For example, an RMI naming service can be used such as rmiregistry, where the proxy is given the name of the service. This is not very common, as RMI proxies can be passed more directly as returned objects from method calls, and these can refer to ordinary RMI server objects or to RMI activatable objects. Or the proxy can be implemented without any direct use of RMI, and can then use an RMI exported service or some other protocol altogether such as FTP, HTTP, or a home-grown protocol.

3.4 The Structure of Jini

3.4.1 Client Structure

Internally, a client's pseudocode will include the following steps:

1) Prepare for Discovery
2) Discover a Lookup Service
3) Prepare a Template for Lookup Search
4) Lookup a Service
5) Call the Service

The client side code in Figure 40 is simplified from the real case, by omitting various checks on exceptions and other conditions. As an example, it attempts to find a BLAST service, and then calls the method getBlastResult() on this service. This is just to show how the above schema translates into actual code.

3.4.2 Server Structure

The pseudocode of a BLAST service on the server side will include the following steps:

1) Prepare for Discovery
2) Discover a Lookup Service
3) Create Information about a Service
public class TestUnicastBlast
{
    public static void main(String[] args)
    {
        new TestUnicastBlast();
    }
    public TestUnicastBlast()
    {
        LookupLocator lookup = null;
        ServiceRegistrar registrar = null;
        Blast a_blast = null;
        // Prepare for discovery
        lookup = new LookupLocator("...");
        // Discover a lookup service
        // This uses the synchronous unicast protocol
        registrar = lookup.getRegistrar();
        // Prepare a template for lookup search
        Class[] classes = new Class[] {Blast.class,
                                        ServiceTemplate.class,
                                        new ServiceTemplate(null, classes, null)},
        // Lookup a service
        classifier = (FileClassifier) registrar.lookup(tcp);
        // Call the service
        BlastResult a_result = classifier.blast(querySeq);
    }
}
TestUnicastFileClassifier

Figure 30: Code Structure on Client Side
4) Export a Service

5) Renew Lease Periodically

The server side code is simplified from the real case, by omitting various checks on exceptions and other conditions. As an example, it exports an implementation of a BLAST service, a BlastImpl object. We do not give detailed explanations. This is just to show how the above schema translates into actual code in Figure 35.

```java
public class BlastServer implements DiscoveryListener
{
    protected LeaseRenewalManager leaseManager = new LeaseRenewalManager();

    public static void main(String argv[])
    {
        new FileClassifierServer();
        keep server running (almost) forever to
        allow time for locator discovery and
        keep re-registering the lease
        Thread currentThread().sleep(Lease.FOREVER);
    }

    public BlastServer()
    {
        LookupDiscovery discover = null;
        Prepare for discovery - empty here
        Discover a lookup service
        This uses the asynchronous multicast protocol,
        which calls back into the discovered method
        discover = new LookupDiscovery(lookupDiscovery.ALL_GROUPS);
        discover.addListener(this);
    }

    public void discovered(DiscoveryEvent evt)
    {
        ServiceRegistrar registrar = evt.getRegistrar();
        At this point we have discovered a lookup service
        Create information about a service
        ServiceItem item = new ServiceItem(null, new BlastImpl(), null
        Export a service
        ServiceRegistration reg = registrar.register(item, Lease.FOREVER);
        Renew leasing
        leaseManager.renewUntil(reg.getLease(), Lease.FOREVER, this);
    }

    BlastServer
}
```

Figure 31: A Code Structure on Server Side
Chapter 4

BLAST Server Design

4.1 Introduction

Applying the Jini technology, we develop a BLAST service system. We separate our design into four parts. 1) Design for the service architecture. 2) Design for server side. 3) Design for client side. 4) Common classes on server and client sides.

4.2 Design for the Service Architecture

Because the BLAST service is involved in database queries, all of the processing is done on the server side. The proxy just exists on the client to take calls from the client, invoke the method in the service on the server, and return the result to the client. So we choose a thin proxy as shown in Figure 32.

Since the proxy need take calls from the client, the methods of the BLASTImpl are called remotely. The class BLASTImpl has to inherit the interface Remote. The BLASTImpl-Stub is generated from BLASTImpl by use of the rmic compiler. Inheriting from UnicastRemoteObject allows RMI to export the stub rather than the service, which remains on the server. The class structure for this is shown in Figure 33 and Figure 34.
Figure 32: JVM Objects for RMI Proxy

Figure 33: The Class Diagram for RMI Proxy
4.3 Design for Server Side

4.3.1 Register a Blast Service

The following code in Figure 35 is simplified from the real case, by omitting the issues about user interface, various checks on exceptions and other conditions. As an example, it exports an implementation of a BLAST service, a BlastImpl object.

4.3.2 Create a User Interface

To post the service, a proxy for BLAST service and user interface to enter a query are needed to post on the lookup service.

User interfaces are not yet part of the Jini standard. But the Jini community (with a semi-formal organization as the “Jini Community”) is coming towards a standard way of specifying many things, including user-interface standards and guidelines. Guideline number one from the “serviceUI” group is: user interfaces for a service should be given in Entry objects. The Jini Entry class is designed to allow the additional information to be given in the request by adding extra objects.
public class BlastServer implements DiscoveryListener
{
    protected LeaseRenewalManager leaseManager = new LeaseRenewalManager();

    public static void main(String args[])
    {
        new FileClassifierServer();

        // keep server running (almost) forever to
        // allow time for locator discovery and
        // keep re-registering the lease
        Thread.currentThread().sleep(Lease.FOREVER);
    }

    public BlastServer()
    {
        LookupDiscovery discovery = null;

        // Prepare for discovery - empty here
        // Discover a lookup service
        // This uses the asynchronous multicast protocol.
        // which calls back into the discovered() method
        discovery = new LookupDiscovery(LookupDiscovery.ALL_GROUPS);
        discovery.addDiscoveryListener(this);
    }

    public void discovered(DiscoveryEvent ev)
    {
        ServiceRegistrar registrar = ev.getRegistrar();
        At this point we have discovered a lookup service

        // Create information about a service
        ServiceItem item = new ServiceItem(null, new BlastImpl(), null);

        // Export a service
        ServiceRegistration reg = registrar.registerItem(Lease.FOREVER);

        // Renew lease
        leaseManager.renewUntil(reg.getLease(), Lease.FOREVER, this);
    }
}

Figure 35: A Code Structure on Server Side
To minimize the amount of serialized code that must be shipped around, the user interface is created as much as possible on the client side. So we created user interface on the client side but on the server side. So the user-interface should be exported as a factory object that can create the user interface on the client side. The factory imports the minimum number of classes for the interface to compile and be exported. The other general class can be get from client VM. A typical Frame factory is the one that returns a JFrame. Here a factory object, a FrameFactory object, is created on the server side and exported to create user interface on the client side, as shown in Figure 36 and Figure 37.

![Diagram](image)

Figure 36: A FrameFactory Object on Client and Server Sides

In the sequenceEntryFrame class, we do not call setVisible(), but pack() as shown in Figure 38.

If a client receives a ServiceItem containing entries with many factory implementation objects, it will need to download the class files for all of these, as it instantiates the entry objects. There is a strong chance that each factory may be bundled into a jar file that also contains the user interface objects themselves. So if the entries directly contain the factories, then the client will need to download a set of class files before it even goes about the business of deciding which of the possible user interfaces it wants to select.
Figure 37: A Class Diagram for SequenceEntryFrameFactory

Figure 38: A Class Diagram for SequenceEntryFrame
This downloading may take time on a slow connection, such as wireless or home network link. It may also cost memory, which may be scarce in small devices. So it is advantageous to hide the actual factory classes until the client has decided that it does in fact want a particular class. Then, of course, it will have to download all of the class files needed by that factory.

In order to hide the factories, they are wrapped in a marshalledObject as shown in Figure 39. This keeps a representation of the factory, and also a reference to its codebase, so that when it is unwrapped the necessary classes can be located and downloaded. By putting it into entries in this form, no attempt is made to download its classes until it is unmarshalled.

The decision as to whether or not to unmarshall a class can be made on a separate piece of information, such as a set of strings which hold the names of the factory class.

Figure 39: A Class Diagram for BLASTServer
4.4 Design for Client Side

4.4.1 Retrieve a BLAST Service

The client side code in Figure 40 is simplified from the real case, by omitting the issues about user interface, various checks on exceptions and other conditions. As an example, it attempts to find a BLAST service, and then calls the method `getBlastResult()` on this service.

```java
public class TestUnicastBlast {
    public static void main(String[] args) {
        new TestUnicastBlast();
    }

    public TestUnicastBlast() {
        LookupLocator lookup = null;
        ServiceRegistrar registrar = null;
        Blast a_blast = null;
        // Prepare for discovery
        lookup = new LookupLocator("...");
        // Discover a lookup service
        // This uses the synchronous unicast protocol
        registrar = lookup.getRegistrar();
        // Prepare a template for lookup search
        Class[] classes = new Class[] {Blast.class};
        ServiceTemplate tp = new ServiceTemplate(null, classes, null);
        Lookup a_service = (FileClassifier) registrar.lookup(tp);
        // Call the service
        BlastResult a_result;
        a_result = Blast.getBlast("QuerySeq");
    }
}
```

Figure 40: Code Structure on Client Side
4.4.2 Get a User Interface

To show a user interface on the client side, a client calls the function `getUIFactory()` to get the Framefactory object and call the function `getFrame()` to get the user interface. Finally, the client call the function `setVisible()` to the frame to show the interface. A class diagram for a client is shown in Figure 41.

\[\text{Figure 41: A Class Diagram for a Client}\]

4.5 Common Classes on Server and Client Sides

Because the service is implemented remotely and runs in a separate JVM, then the BLASTResult object must be serialized for transport to the client JVM. For this to be possible, it must implement the Serializable interface. While the class files are accessible to both client and service, the instance data of the BLASTResult object needs to be serializable to move the object from one machine to the other, as shown in Figure 42.
Figure 42: A Class Diagram for BLASTResult

Class BLASTResult is inheritance by four classes, as shown in Figure 43. SummaryBR is used to represent the summary of the BLAST result as shown in the conceptual user interface, such as reference ID, number of letters in the query sequence, number of sequences in the database. GraphBR is used to present an overview of the BLAST result, allowing you to quickly identify the similar region. AlignmentBR is used to show the accession number, which can be used to retrieve this sequence from the database, clone name, which is assigned by the researcher. Clone description, the scores, which is linked to a diagram that shows the query sequence aligned with the matching sequence from the database. DBEntryBR is used to retrieve the other information from Medline.

Figure 43: A Class Diagram for BLASTResult Hierarchy
The interface of the BLAST should be accessible for client and server. The method here is defined to throw a java.rmi.RemoteException. This type of exception is used throughout Java (not just the RMI component) to mean “a network error has occurred”. This could be a lost connection, a missing server, a class not downloadable, etc. The interface is shown in Figure 44.

```java
...
Blast.java

public interface Blast
{
    public BlastResult getBlastResult(String querySequence)
        throws java.rmi.RemoteException;
}
Blast
```

Figure 44: The Interface of BLAST Class
Chapter 5

Conceptual User Interface Design

The conceptual user interface is based on the user interface of NCBI.

5.1 Input

The page is mainly to collect the information, which is needed for BLAST, such as the query sequence, the set sequence, and the chosen database. It also includes the BLAST button to submit your query, RESET button to reset the information you have input as shown in Figure 45.

5.2 Output

We separate the whole BLAST results into four parts. 1) SummaryBR is used to represent the summary of the BLAST result. 2) GraphBR is used to present an overview of the BLAST result, allowing you to quickly identify the similar region. 3) DBEntryBR is used to retrieve the other information from database. 4) AlignmentBR is used to show the alignments in detail.
5.2.1 SummaryBR

A SummaryBR is shown in Figure 46. It often includes: 1) The number of letters gives the length of the sequence that was posted in the box in the input page. 2) The number of sequence in database. 3) The number of letters corresponds to the total number of nucleotides in the database.

5.2.2 GraphBR

A GraphBR is shown in Figure 46. A graph is display to present an overview of the BLAST result, allowing you to quickly identify the similar regions. The query sequence is labeled and is drawn as a thick red bar. Numbers below the bar give the scales in bases. Sequences with the best match to the query sequence are shown in red. Low scoring sequences show up as black bars.
5.2.3 DBEntryBR

A DBEntryBR is shown in Figure 47. It is used to retrieve the other information from databases. It includes some links such as following: 1) Link to the database served as the entry point for this sequence. 2) Accession number, which can be used to retrieve this sequence from the database. 3) The scores, which is linked to a diagram that shows the query sequence aligned with the matching sequence from the database.

5.2.4 AlignmentBR

A AlignmentBR is used to show the alignments in detail. It is shown in Figure 48. It can include: 1) The score assigned by BLAST. In general, the higher the score, the better the match between the query sequence and a sequence in the database. 2) Identities. In the example, 100 percent of the nucleotides in a 2110 base stretch of the query sequence are identical to a 2110 nucleotide region in the sequence obtained from GenBank.
Figure 47: The Database Entries in BLAST Result

Figure 48: The Detailed Alignments
Chapter 6

Summary and Future Work

Here, a distributed system is designed for BLAST service with Jini network technology. Currently designing is a simple system, which can only process the requests form clients synchronously. The future work to improve the system will include followings:

1) Supporting the nation of an analysis pipeline  As the ability of scientific investigation to produce large numbers of such sequences has become mainstream, the ability to process, store, and analyze them becomes very important. The notion of an analysis pipeline for processing and analyzing large batches of sequences has risen recently. The sequence analysis pipeline consists of an ordered set of processing stages, each of which does some well-understood operation on its input data, and produces output data that may be used by some subsequent stage. With the idea, a sequence analysis pipeline can logically be broken down into these components: DNA analysis methods, database support, the distributed analysis server, the user interface, and so on.

2) Handling the requests from clients asynchronously  To handle multiple requests from clients, the system receives these requests from clients and places them on a request queue, from which requests are dispatched to be processed.
3) Using distributed processors to increase the throughput  To increase the utility of multiple processors system, parallel processing the computationally intensive tasks in the sequence analysis portions of the pipeline, such as similarity searching, we can distributed the analysis tasks over multiple processors. Since it is more valuable for the distributed analysis system to maximize throughput, rather than to provide the minimal turnaround time for a given job, scheduling multiple requests concurrently should be considered.
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