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ABSTRACT
Software comprehension and program slicing

Lava Kumar

Program comprehension is a very difficult task but, at the same time crucial for system maintenance and development. As programs grow in size, this task becomes more and more daunting. It is, therefore, necessary to evolve program comprehension strategies, which allow us to minimize the amount of data that is to be observed and inspected as part of the comprehension process.

Program slicing has been widely accepted as a very powerful technique for programmers to comprehend very large and complex programs. This technique decomposes a large program into a smaller one that contains only statements relevant to the computation of a selected function and variable.

Various slicing techniques have been evolved over the past years, such as static slicing, dynamic slicing and hybrid slicing. Each technique exploits a different algorithm to compute slices based on some slicing criterion.

In this report, we present an alternate approach to hybrid slicing and its integration in the CONCEPT (Comprehension Of Net CEntered Programs and Techniques) project, which provides a set of tools and techniques to slice a program using various slicing approaches/methodologies. CONCEPT also utilizes information derived from program slicing algorithms to derive a program comprehension framework.
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1. **Introduction**

Program comprehension is a very difficult task but at the same time crucial for system development and maintenance. As programs grow large and complex, comprehension of these systems becomes more and more aggravating for programmers who maintain these programs.

Several studies have shown that a large amount of time and money is being spent on maintenance and modification of existing programs. It is, therefore, necessary to have a proper program comprehension strategy before maintenance or modification is done to a program. Poor design, unstructured programming methods and crisis-driven maintenance can contribute to poor code quality which in turn affects program comprehension. The essence of program comprehension is to identify program artifacts and understanding their relationships; this process is essentially pattern matching at various abstraction levels via mental pattern recognition by the software engineer and the aggregation of these artifacts to form more abstract system representations [44]. The comprehension of source code plays an important role in ensuring correctness during the maintenance process. Debugging and program tracing techniques are available for program comprehension; however, the volume of information presented to the developer becomes daunting as programs become large and complex.

The goal of program comprehension is to acquire sufficient knowledge about a software system so that it can evolve in a disciplined manner. There are varieties of support mechanisms for aiding program comprehension, which can be grouped into four categories: unaided browsing, leveraging corporate knowledge, experience, and
computer-aided techniques like reverse engineering. In this report, the focus is on reverse engineering and now it can be applied effectively in program comprehension [3, 18, 47].

One approach to improve the comprehension of programs is to reduce the amount of data that has to be observed and inspected. Program slicing is a program decomposition technique that transforms a large program into a smaller one that contains only statements relevant to the computation of a selected function. Applications of program slicing can be found in software testing, debugging and maintenance where program slicing essentially reduces the amount of data that has to be analyzed in order to comprehend a program or parts of its functionality.

Static slicing:

The notion of static program slicing originated in the seminal paper by Weiser [59,60]. Weiser defined a slice $S$ as a reduced, executable program obtained from a program $P$ by removing statements from $P$ such that $S$ replicates parts of the behaviour of $P$.

Dynamic slicing:

Korel introduced a major extension of program slicing, with Laski [24], called dynamic slicing. The dynamic slicing approach not only utilizes static source code information, but also dynamic information from program executions on some program input. The dynamic slice preserves the program behaviour for a specific input, in contrast to the static approach, which preserves the program behaviour for the set of all inputs for which the program terminates. By considering only a particular program execution rather than all possible executions, dynamic algorithms may compute slices that are significantly smaller than the slices computed by the static slicing algorithms.
**Hybrid slicing:**

Hybrid program slicing algorithms were introduced to take advantage of both static and dynamic slicing properties. These algorithms use static information to lower the run time overheads and dynamic information is used for more accurate handling of dependencies [49]. Gupta and Souffa proposed in [15] to use both static and dynamic information for the computation of program slices for structured programs.

**CONCEPT:**

The Comprehension Of Net CEntered Programs and Techniques project was developed to design and develop an integrated environment. The CONCEPT project provides an open implementation platform utilizing a variety of comprehension concepts, tools and methods, as well as user experience and knowledge to streamline the comprehension process by focusing a programmer’s attention on these program parts and tools that are relevant for the selected task.

**1.1 Motivation and objective**

The objective of this work was to integrate and implement static and hybrid slicing within the CONCEPT framework. CONCEPT was designed as an open comprehension framework to guide programmers during the challenging task of understanding large traditional and object-oriented programs and their executions.

In addition, a new alternative hybrid slicing technique referred to as "alternate hybrid slicing" is presented and integrated within the CONCEPT project.
1.2 Scope of the dissertation

The presented report consists of five sections including this section.

In section two, an overview and a survey of related literature and existing approaches of static, dynamic and hybrid slicing, as well as a general comparison of these algorithms is presented.

In section three, an overview of the CONCEPT environment is presented. In section four, an alternate technique to hybrid technique is introduced and discussed.

In section five, conclusions of the present work and proposed future directions related to this study are outlined.
2. **Background**

Program comprehension is a crucial part of system development and software maintenance. It is expected that a major share of systems development effort will go into modifying and extending pre-existing systems, about which programmer usually know little. Change to a system may be necessitated for adaptive, perceptive, corrective or preventive reasons. Understanding the system, incorporating the change, and testing the system to ensure that the change has no united effect on the system are the three facets of software maintenance [13,36,55]. For all of these maintenance activities, software comprehension plays a pivotal role. A commonly used technique to enhance the comprehensibility of software systems is through reverse engineering. This technique is used to analyze a subject system with the goals to: (a) identify the system’s components and their inter-relationships (b) create representations of a system in another form at a higher level of abstraction and (c) understand the program execution and the sequence in which it occurred. Numerous theories have been formulated and empirical studies are conducted to explain and document the problem-solving behavior of software engineers engaged in program comprehension. Cognitive models have been introduced to describe the comprehension processes and knowledge structures used to form a mental representation of the program under examination [40].

Typically, a program performs a large set of functions/outputs. Rather than trying to comprehend all of a program’s functionality, programmers will focus on selected functions (outputs) with the goal to identify which parts of the program are relevant for that particular function. Program slicing provides support during program comprehension, by capturing the computation of a chosen set of variables/functions at
some point (static slicing) in the original program or at a particular program execution position (dynamic slicing). This will lead to a smaller, simplified version of the original version of the program without changing the local semantics of the extracted slice.

2.1 Basic program slicing terminology

Program slicing terminology is based on the terminology of program dependence theory. Most of the slicing algorithms are represented by a directed graph, which captures the notion of data dependence and control dependence in programs. The program structure is represented by a flow graph $G = (N, A, s, e)$, where (1) $N$ is a set of nodes, (2) $A$, a set of arcs, is a binary relation on $N$ and (3) $s$ and $e$ are, respectively, unique entry and exit nodes. A node corresponds to an assignment statement, an input or output statement or the predicate of a conditional or a loop statement, in which case, it is called a test node.

A path from the entry node $s$ to some node $k$, $k \in N$, is a sequence $<n_1, n_2, \ldots, n_q>$ of nodes such that $n_1 = s$, $n_q = k$ and $(n_i, n_{i+1}) \in A$, for all $n_i$, $1 \leq i < q$. A path that has actually been executed for some input will be referred to as an execution trace. A path is regarded feasible only if there exists some input data, which causes the path to be traversed during a particular program execution. A program trajectory has been defined as a feasible path that has actually been executed for some specific input. Notationally, an execution trace is an abstract list (sequence) whose elements are accessed by position in it, e.g., for trace $T_X$ in Figure 2, $T_X(4)=4$, $T_X(5)=8$. Node $Y$ at position $p$ in $T_X$ (e.g., $T_X(p)=Y$) will be written as $Y^p$ and referred to as an action. $Y^p$ is a test action if $Y$ is a test node $v^a$ denotes variable $v$ at position $q$, i.e., variable (object) $v$ before execution of node $T_X(q)$. 
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For example, $T_x = <1, 2, 3, 4, 9, 10, 11, 12>$ is the execution trace when the program in
Figure 1 is executed on the input $x$: $MSRP = 25000$; this execution trace is presented in
Figure 2.

```cpp
1. normal_profit = 100;
2. bonus_profit = 1500;
3. cin >> MSRP;
4. if (MSRP > 30000)
   {
5.     bonus_profit = MSRP + bonus_profit;
6.     normal_profit = MSRP + normal_profit;
7.     Showroom_price = MSRP + bonus_profit + normal_profit;
   }
8. else
   {
9.     Showroom_price = MSRP + normal_profit;
   }
10. cout << normal_profit;
11. cout << bonus_profit;
12. cout << Showroom_price;
```

Figure 1: Sample program
<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>normal_profit = 100</td>
</tr>
<tr>
<td>2</td>
<td>bonus_profit = 1500;</td>
</tr>
<tr>
<td>3</td>
<td>cin &gt;&gt; MSRP;</td>
</tr>
<tr>
<td>4</td>
<td>if (MSRP &gt; 30000)</td>
</tr>
<tr>
<td>5</td>
<td>else</td>
</tr>
<tr>
<td>6</td>
<td>Showroom_price = MSRP + normal_profit;</td>
</tr>
<tr>
<td>7</td>
<td>cout &lt;&lt; normal_profit;</td>
</tr>
<tr>
<td>8</td>
<td>cout &lt;&lt; bonus_profit;</td>
</tr>
<tr>
<td>9</td>
<td>cout &lt;&lt; Showroom_price;</td>
</tr>
</tbody>
</table>

Figure 2: An execution trace of the sample program on input MSRP = 25000

A use of variable v is an action in which this specific variable is referenced. A definition of variable v is an action, which assigns a value to that variable. The following assumptions are made: $U(Y^P)$ is a set of variables whose values are used in action $Y^P$ and $D(Y^P)$ is a set of variables whose values are defined in $Y^P$. Sets $U(Y^P)$ and $D(Y^P)$ are determined during program execution, especially for array and pointer variables because it is possible to identify the specific array elements that are used or modified by the action during program execution.

Static data dependence captures the situation in which one node assigns a value to an item of data and the other action uses that value. Data dependence is based on the concepts of a variable definition and use. Thus, a node $j$ is data dependent on node $i$ if there exists a variable $v$ such that: (1) $v$ is defined in node $i$, (2) $v$ is used in node $j$ and (3) there exists a path from $i$ to $j$ without an intervening definition of variable $v$. In the sample program of Figure 1, there exists data dependence between node 5 (using the variable MSRP) and node 3 (defining the variable MSRP).
Static control dependence is based on the concepts of post-dominance. Informally, this can be thought of as one program statement determining in some way, whether or not another statement will be executed. The control dependence is defined as [11]: let Y and Z be two nodes and \((Y, X)\) be a branch of Y. Node Z post-dominates node Y iff Z is on every path from Y to the exit node e. Node Z post-dominates branch \((Y, X)\) iff Z is on every path from Y to the program exit node e through branch \((Y, X)\). Z is control dependent on Y iff Z post-dominates one of the branches of Y and Z and does not post-dominate Y. The concept of post-dominance means that all execution paths in a control flow graph from a specific node i to the program end must pass through another node j before they reach the program end [19]. For example, in the sample program of Figure 1, there exists a control dependence between the node 5 and node 4, where node 5 is control dependent on node 4.

2.1.1 Backward program slicing

In backward slicing, slices are computed by gathering statements and control predicates through backward traversal of the program dependencies, starting at the slicing criterion [56]. The slices are mostly obtained by traversing the edges of graph towards the root node.

2.1.2 Forward program slicing

A forward program slice contains all statements and control predicates dependent on the slicing criterion. A statement is ‘dependent’ on the slicing criterion: 1) if the value computed at that statement depend on the values computed at the slicing criterion or 2) if
the values computed at the slicing criterion determine the fact if the statement under consideration is executed or not.

2.1.3 Removable Blocks

Korel introduced the notion of removable blocks in [29] and described it as the part of program text (code) that can be removed during slice computation. A block is described as the smallest component of the program text that can be removed (e.g. assignment statement, input and output statements, etc.). Test nodes (predicates of conditional statements) are not removable individually and therefore, they are considered part of a complex block where they can be removed if none other block in the complex block is said to be not removable. Intuitively, a block may be removed from a program if its removal does not "disrupt" the flow execution on some input $x$. Each block $B$ has a regular entry to $B$ and a regular exit from $B$ referred to as $r$-entry and $r$-exit, respectively. In unstructured programs, because of jump statements, execution may enter a block directly without going through its $r$-entry; in this case, one can say execution enters the block through a jump entry. Similarly, execution can exit a block without going through its $r$-exit; in this case, the execution leaves a block through a jump exit. Let $B_1, B_2, B_3$ be a sequence of three blocks in a program. Block $B_2$ may be removed, if during execution of the program on some input $x$, the execution exits from block $B_1$ through its $r$-exit, enters block $B_2$ through its $r$-entry, leaves $B_2$ through its $r$-exit, and enters block $B_3$ through its $r$-entry. If block $B_2$ is removed and the resulting program is executed on the same input $x$, the program execution will, after leaving $B_1$ through $r$-exit, enter block $B_3$ directly through its $r$-entry. In this case, the flow of execution is not disrupted by the
removal of block $B_2$. Figure 3 shows the sample program represented in Korel’s removable block concept.

```
1. normal_profit = 100;             B1
2. bonus_profit = 1500;             B2
3. cin >> MSRP;                     B3
4. if (MSRP > 30000)               B4
    {                             B5
5.    bonus_profit = MSRP + bonus_profit;  B5
6.    normal_profit = MSRP + normal_profit;  B6
7.    Showroom_price = MSRP + bonus_profit + normal_profit;  B7
    }                             B5
8. else                            B8
    {                             B9
9.    Showroom_price = MSRP + normal_profit ;  B9
    }                             B9
10. cout << normal_profit;          B10
11. cout << bonus_profit;           B11
12. cout << Showroom_price;         B12;
```

Figure 3: Sample program (Figure 1) with removable blocks
2.2 Static program slicing

Based on the original definition of Weiser[60], static program slice $S$ consists of all statements in program $P$ that may affect the value of variable $v$ at some point $p$. The slice is defined for a slicing criterion $C = (x, V)$, where $x$ is a statement in program $P$ and $V$ is a subset of variables in $P$. Given $C$, the slice consists of all statements in $P$ that potentially affect variables in $V$ at position $x$. Static slices are computed by finding consecutive sets of indirectly relevant statements, according to data and control dependencies.

```
1.    normal_profit = 100;
2.    bonus_profit = 1500;
3.    cin >> MSRP;
4.    if (MSRP > 30000)
     {  
6.    bonus_profit = MSRP + bonus_profit;
7.    normal_profit = MSRP + normal_profit;
8.    }  
9.    else
     {  
10.    Showroom_price = MSRP + normal_profit;
     }  
12.    cout << Showroom_price;
```

Figure 4: Static slice for variable `Showroom_price`

2.2.1 Advantages and disadvantages of static program slicing

Static program slicing [60] derives its information through the analysis of the source code. Its strength can be found particularly in the following areas:

(a) The computation of a static program slice is relatively rapid (compared to the dynamic program slice) as only the static analysis of the source code and no analysis of program execution is required.
(b) It helps the user to gain a general understanding of the program parts that contribute to the computation of a selected function with respect to all possible program executions.

(c) It is not necessary to identify relevant input conditions.

However, static program slicing has some major drawbacks and they are as follows:

(a) For programs containing conditional statements, dynamic language constructs like polymorphism, pointers, aliases, etc., static slicing has to make conservative assumptions with respect to their run-time contribution that might be relevant for slice computation.

(b) Due to its static nature, static program slicing does not provide any information with respect to the analysis of program executions as slices are based on static information.

(c) In most cases, static program slicing produces larger program slices than the dynamic program slicing algorithms.

2.3 Dynamic program slicing

The goal of program slicing is to find the slice with the minimal number of statements, but this goal may not be always achievable in general static program slicing. A dynamic program slice overcomes the limitations of the static program slicing algorithms as it is based on a particular program execution (program input). A dynamic program slice, as originated by Korel and Laski [24], is an executable part of the program whose behaviour is identical, for the same program input, to that of the original program with respect to a variable of interest at some execution position. In the existing dynamic program slice
algorithms. The major goal is to identify those actions in the execution trace that contribute to the computation of the value of variable \( y^q \) by identifying data and control dependencies in the execution trace. However, it is also important to identify actions that do not contribute to the computation of \( y^q \). The more such "non-contributing" actions that can be identified, the smaller will be the dynamic program slice computed by the algorithm. A slicing criterion of program \( P \) executed on program input \( x \) is a tuple \( C = (x, y^q) \) where \( y^q \) is a variable at execution position \( q \). A dynamic program slice of program \( P \) on slicing criterion \( C \) is any syntactically correct and executable program \( P' \) that is obtained from \( P \) by deleting zero or more statements. In addition, the dynamic program slice when executed on program input \( x \), produces an execution trace \( T'_x \) for which there exists a corresponding execution position \( q' \) such that the value of \( y^q \) in \( T_x \) equals the value of \( y^{q'} \) in \( T'_x \). A dynamic program slice \( P' \) preserves the value of \( y \) for a given program input \( x \). The goal to find the smallest slice may be difficult; however, it is possible to determine a safe approximation of the dynamic program slice that will preserve the computation of the values of variables of interest. Most of the existing algorithms of dynamic program slice computation use the notion of data and control dependencies to compute dynamic program slices. Dynamic program slicing algorithms presented in [3,13] do not compute correct slices for unstructured programs (shown in [31]) and/or procedural language constructs. In [21], an algorithm for the computation of inter-procedural slicing of structured programs was presented. However, this algorithm is limited to structured programming language constructs. In [31], a dynamic program slicing algorithm based on the notion of removable blocks was introduced. This algorithm computed correct executable slices for unstructured non-object-oriented programming...
languages. Later, the algorithm was further refined in [47] for all language constructs found in major procedural programming languages. A forward computation of dynamic slices for structured programs was introduced in [29] that does not require the recording of an execution trace. A dynamic program slicing for object-oriented programs based on forward computation was introduced in [62] that computes non-executable program slices, but it is not based on the notion of removable blocks.

By last definition LD \( (v^k) \) of variable \( v^k \) in execution trace \( T_X \), it means, action \( Y^p \) such that (1) \( v \in D(Y^p) \) and (2) for all \( i, p < i < k \) and all \( Z \) such that \( T_X (i)=Z, v \in D(Z^l) \), in other words, action \( Y^p \) assigns a value to variable \( v \) and \( v \) is not modified between positions \( p \) and \( k \). For example, the last definition of variable \textit{Showroom_price} at node \( 12^9 \) in execution trace of Figure 2 is action \( 9^5 \).

Dynamic data dependence captures the situation where one action assigns a value to an item of data and the other action uses that value. For example, in the execution trace of Figure 2, \( 3^3 \) assign a value to variable \textit{MSRP} and \( 4^4 \) uses that value.

Dynamic control dependence captures the influence between "test" actions and actions that have been chosen to be executed by these "test" actions. The concept of control dependence may also be extended to actions by using the concept of control dependence between nodes. Action \( Z^k \) is control dependent on action \( Y^p \) iff (1) \( p < k \), (2) \( Z \) is control dependent on \( Y \), and (3) for all actions \( X^i \) between \( Y^p \) and \( Z^k \), \( p < i < k \), \( X \) is control
dependent on $Y$. For example, action $9^6$ is control dependent on action $4^4$ as action $8^5$ is control dependent to $4^4$ in the execution of Figure 2. Figure 5 shows a dynamic program slice for variable $Showroom\_price$ at block 12, with input $MSRP = 25000$. A dynamic program slice can be regarded as a refinement of the static program slice. By applying dynamic analysis [24], it is easier to identify those statements in the program, that do not have influence on the variables of interest.

```
1.    normal\_profit = 100;
3.    cin\>>MSRP;
4.    if (MSRP > 30000 )
   {   
   }
8.    else
   {   
9.    Showroom\_price := MSRP + normal\_profit;
   }
12.  cout<<Showroom\_price;
```

Figure 5: Dynamic slice for $Showroom\_price$ at block 12, with input $MSRP = 25000$

2.3.1 Advantages and disadvantages of dynamic program slicing

As already stated, dynamic program slicing is a further refinement of static program slicing, the following are considered the main advantages as compared to the later:

(a) Dynamic program slicing allows a reduction in the slice size and a more precise handling of arrays and pointer variables at runtime.

(b) Dynamic program slicing computation can utilize information about the actual program flow for a particular program execution, which leads to an accurate handling of dynamic and conditional language constructs and therefore, leads to smaller program slices.
(c) Allows for additional application in performance analysis and debugging.

There are few associated disadvantages to get the above benefits such as:

(a) In dynamic program slicing (compared with static slicing), it is necessary to identify relevant input conditions for which a dynamic program slice should be computed. A commonly used approach to identify such input conditions is referred to as an operational profile, which is a well-known concept that is frequently applied in testing and software quality assurance.

(b) The computation of dynamic slices is based on a particular program execution that incurs a high run time overhead due to the required recording of program executions and/or analysis of every executed statement.

2.4 Hybrid program slicing

Hybrid program slicing algorithms takes advantage of the best properties of both static and dynamic slicing to derive a compromising slicing solution. However, very few research work focus on this type of slicing. Gupta and Souffia in [15] used pre-set breakpoints history information in their static slicing to solve conditional predicates. They characterized the procedure as follows:

(a) The user sets the breakpoints and starts the execution.

(b) When the breakpoint is encountered, the user examines the values of variables at breakpoint.
(c) If the values are as expected, the user resumes the program execution. However, before resuming the execution, the user may disable some breakpoints or add new ones.

(d) If the values are incorrect, the user requests slicing information for selected variables to potential causes of errors.

Information on conditional predicates helped to reduce the size of the static program slice without having to generate complete execution trace of the program. It assumes that the user can identify the breakpoints at various points in the program. Limitations of this approach are that it only supports structured programs, assumes user’s knowledge of program for breakpoints and it might not compute executable slice. It is generally agreed that mixing of static and dynamic program slicing is a good compromise between accuracy and time performances. However, the user should interfere as little as possible to compute the slice [49]. Gupta et al. in their paper [15], have presented an algorithm based on breakpoint history and some experimental results of their work. Schoenig and Ducass'e [49] hybrid backward slicing algorithm for Prolog and is only applicable to a limited subset of Prolog programs. They developed only preliminary prototype and there is no further research evidence on their algorithm or test results.

2.4.1 Comparison of hybrid program slicing with other program slicing approaches

Dynamic program slicing algorithms have the advantage of being able to handle dynamic language constructs. However, the computation of dynamic slices is based on a particular program execution that incurs a high run time overhead due to the required recording of
program executions and/or analysis of every executed statement. The time and space required for recording execution trace and traversing the same trace depends on the number of times each of these executed statements might be significant. For example, if the program has a “for” loop for \( n \) times and has \( m \) statements in the loop, then the \( m \times n \) entries have to be stored/traversed and analyzed. Many statements are executed merely because they are part of the program flow but their execution might not be relevant at all for the computation of the selected function. In the above example, for instance, say there are only \( l \) statements that are relevant to the computation of the selected function. This will result in unnecessary tracing and traversing of \( (m-l)+1 \times n \) executed statements during slice execution.

As the source code size grows, space and time complexity increases drastically for the dynamic program slice computation due to number of executed statements that have to be stored and analyzed.

Static program slicing, on the other hand, only analyzes the source code and requires, therefore, less of an overhead during the slice computation. As already stated, it computes conservative program slice, which is an undesirable property. At the same time, the cost for computation is far lower than the dynamic program slicing.

In short, hybrid program slicing uses the cheaper computational properties of static program slicing presented in [15], and at the same time, improves the accuracy of the slice with minimal incremental cost. However, the algorithm presented in [15] is clearly not the choice for larger programs as it is impractical to set breakpoints for every conditional statement unless the user has a very good understanding of the code.
Definitely, the quality of the slice should be progressed towards dynamic program slice. To achieve better slicing algorithms, one of the logical steps is to give the user some choices to choose between size and accuracy. One choice is to reduce the size of the execution trace recording in dynamic program slicing by some means. One of the ways to reduce the recording trace is to use the condensed program such that unwanted statements are executed in the first place. Another approach is to suspend the execution trace recording at a given criterion.

2.4.2 Advantages and disadvantages of hybrid program slicing

As stated earlier, hybrid program slicing uses properties of both static and dynamic program slicing, taking advantage of both approaches:

(a) It allows for a reduction of space and time complexity for the computation.
(b) It computes a slice of higher or equal precision than the static slice.
(c) It helps programmers to carry out multiple executions at a low cost with various values for the same variable to understand behaviour of the source code.

However, to bring the two major program slicing techniques together, hybrid program slicing has to carry out additional work and it poses a few disadvantages:

(a) Additional run time requirements compared to static program slicing.
(b) Not all the hybrid program slicing guarantees the accuracy of dynamic slicing as it depends on the hybrid program slicing algorithm and criterion.
3. Integration of program slicing within CONCEPT

3.1 CONCEPT a comprehension framework

The CONCEPT project was developed to provide an open software comprehension and maintenance framework [47]. The CONCEPT framework is developed using a program slicing tool presented in [32,33]. It provides a platform for the development of advanced program slicing algorithms, slicing related features as well as applications and visualization techniques for both functional and object-oriented programs. The motivation for the project is to provide an open environment that supports a variety of cognitive models and visualization & algorithmic comprehension techniques to guide users during various program comprehension tasks. For example, understanding and analyzing of existing source code and the comprehension of program executions etc. Providing higher levels of visual abstraction might not be enough to guide programmers during the complex tasks such as software comprehension of large software systems [5,21]. Most program comprehension tools represent more a collection of somewhat independent tools that provide certain analysis or visual abstraction approaches. Users (in particular novice users) are frequently confronted with a significant initial learning curve caused by the large set of less intuitive functions and their associated information. Within the software engineering community, well-known concepts of good software design are module cohesion and module coupling. In the CONCEPT environment, we try to overcome limitations of current comprehension tools with respect to their functionality and learnability by applying the concepts of coupling and cohesion on the functional level of program comprehension tools. One of the CONCEPT design goals is to maximize the cohesion and minimize the coupling of the available functionality within the tool.
Functional cohesion means a collection of tools that form from a user and task perspective, a set of coherent functions providing them with the functionality required to master a particular task and its associated information (Figure 6).

![Diagram of Traditional Comprehension Tools vs MOOSE](image)

Figure 6: Task-oriented functional cohesion from a user perspective

### 3.1.1 CONCEPT - Architecture

The CONCEPT architecture (Figure 7) is based on five major components: (1) task and user centred approach that will guide users during comprehension of specific tasks (slicing framework), (2) an algorithmic framework, providing analysis and metric functionality, (3) an application framework that provides a set of applications supporting various comprehension tasks, (4) the visualization support and (5) an underlying repository that provides a communication and interaction interface among all the parts of the environment.

![CONCEPT program comprehension framework](image)

Figure 7: CONCEPT program comprehension framework
The CONCEPT environment was designed with two major goals in mind. The first goal was to provide a suite of tightly integrated tools with a set of coherent functionality. The second goal was to create an open environment that can easily be extended with new tools, algorithms, and applications to meet future demands. These goals are achieved by creating a general framework that consists of several sub-frameworks as illustrated in Figure 8.

![Diagram of CONCEPT architecture with sub-frameworks](image)

Figure 8: The open CONCEPT architecture with sub-frameworks

Figure 9 shows the abstract system design of the CONCEPT framework. The system design allows the addition of modules without having to modify the overall system as they exchange the data using the adapter layer. The new modules such as static and hybrid program slicing algorithms need to use the adapter for external data storage and retrieval. Within CONCEPT framework an algorithmic sub-framework has been
implemented that uses program slicing for algorithmic analysis of sub-programs. The algorithmic sub-framework is an integrated part of CONCEPT framework providing an open architecture that can be expanded to use different algorithms utilizing static and dynamic information. The information is derived through reverse engineering and is stored in framework repository. Parser layer interfaces the source code through adapter for visualization support within CONCEPT framework.

![Diagram](image)

Figure 9: CONCEPT system design
3.1.2 CONCEPT - A user-centered approach

Evidence culled from day-to-day experience tends to indicate that, in most cases, software engineering technology can meet business benefits and requirements and yet, still be quite challenging to use and learn. Many definitions of usability exist, often making usability a confusing concept. Generally speaking, usability of software refers to how easy it is to use and how easy it is to understand. For an inexperienced user, ease of use is coupled closely with ease of learning and does not necessarily imply a high performance in task completion. Whereas experienced users are interested in completing a wide range and number of tasks with minimal obstruction. A usable system would, therefore, be easy to use and learn over time while allowing to gain experience in the process [58]. Despite efforts made by managers to render the transition more “user-friendly”, the associated help documentation and training material, although precise and perfectly describing the product, are often delivered in an esoteric and unreadable language. Thus rendering the product and its document inconsistent. This could contribute to the rejection of the product by its users. It also explains a large part of the frequently observed phenomenon of modifying the product or the documentation after it has been deployed.

A typical CONCEPT interactive interface is shown in the following figures.

Figure 10 : CONCEPT parent Window -1
The user first interacts with CONCEPT framework using interface as shown in Figure 10. The user then loads the specific program source code into CONCEPT through File/Open menu options. This inturn will display the source code in the display screen (Figure 11). The user will now have to parse the source code using Parse option on the menu bar or press concerned button on main tool bar. CONCEPT will now create necessary repository files and display screen (Figure 12) to enable user to view various diagrams such as Class diagram (Figure 13), Sequence diagram (Figure 14) and collaboration diagram (Figure 15). User will also be able to create slices (Static, Dynamic, Hybrid and Alternate hybrid) through Slice menu option and respective sub options.
Figure 13: Class diagram as sliced and depicted by CONCEPT

In the CONCEPT class model slice (Figure 13), a class member function will be included in the slice if at least one statement in the member function is the part of the program slice. This also includes any cascading relationship among classes relevant to slice.

Figure 14: Sequence diagram as depicted by CONCEPT
The CONCEPT framework provides some of the traditional visual abstraction, e.g. call-graph with enhancements in the navigation process and newer approaches for static and dynamic views of the larger object oriented system and their execution. Other abstraction techniques extend the standard UML notation of a class model, sequence and collaboration diagram by applying a reengineering process to derive dynamic sequence diagrams (Figure 14), dynamic collaboration diagrams (Figure 15) and class diagrams (Figure 13).

Figure 15: Collaboration diagram as depicted by CONCEPT
4. **Alternate approach to hybrid slicing**

After considering the advantages and disadvantages of various slicing techniques, which are presented in chapter 2 and summarized in the table below (Figure 16). While CONCEPT currently uses all the three techniques, nevertheless, we have proposed and integrated in CONCEPT an alternative approach to hybrid slicing. This approach utilizes slicing algorithms already implemented in the CONCEPT framework and at the same time overcomes the major disadvantages of the hybrid algorithm presented in section 2.4. This new alternate hybrid algorithm reduces the run time overhead required by the original hybrid algorithm.

<table>
<thead>
<tr>
<th>Static slicing</th>
<th>Dynamic slicing</th>
<th>Hybrid slicing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advantages:</strong> Cheap as no analysis of an execution trace is necessary.</td>
<td><strong>Advantages:</strong> Provides information about actual program flow.</td>
<td><strong>Advantages:</strong> It allows for a reduction of the space and time requirements for the computation.</td>
</tr>
<tr>
<td>Provides a general way to understand the program.</td>
<td>Facilitates testing and debugging.</td>
<td>It will help the programmer to carry out multiple executions at a low cost.</td>
</tr>
<tr>
<td>No operational profile is necessary.</td>
<td>Outputs a smaller slice.</td>
<td>Outputs a smaller slice.</td>
</tr>
<tr>
<td><strong>Disadvantages:</strong> No dynamic execution trace is available for dynamic analysis of program executions.</td>
<td><strong>Disadvantages:</strong> Requires high run time overhead.</td>
<td><strong>Disadvantages:</strong> Additional run-time overhead is required as compared to static program slice.</td>
</tr>
<tr>
<td>Outputs a large slice.</td>
<td>Requires an operational profile.</td>
<td></td>
</tr>
</tbody>
</table>

Figure 16: Comparison of various slicing techniques
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In this new approach, an executable static slice will first be computed. In the next step, the repository file such as "Executed_statement.txt" will be examined and based on the dynamic information available in this file, the system will highlight the statements in the new alternate hybrid slice that are part of static slice and executed.

The different steps involved in the computation of alternate hybrid slice are enumerated below:

1. The original program will be parsed.

2. An executable static slice will be computed.

3. The static slice will be executed keeping track of executed statements.

4. The static slice will be combined with the executed statements as available in the Executed_Statements.txt file and new alternate hybrid slice will be generated.

5. The slice will be displayed.

The process can be well illustrated on the source code shown in Figure 17.

```java
1. void main()
2. {
3.     i = 0;
4.     while (i < 2) {
5.         if (i == 0)
6.             a = 5;
7.         else
8.             a = 10;
9.         i++;
10.     }
11. }
```

Figure 17: Source code of Sample_1 program
Figure 18 shows the execution trace for the Sample_1 program (Figure 17) combining the data and control dependencies for variable "a". \( T_x = \{1, 2, 3, 4, 5, 6, 7, 8\} \)

<table>
<thead>
<tr>
<th>Statement number</th>
<th>Execution count</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>void main()</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>i = 0;</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>while (i &lt; 2)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>if (i == 0)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>a = 5;</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>else</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>a = 10;</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>i++;</td>
</tr>
</tbody>
</table>

Figure 18: Executed statements file for Sample_1 program by CONCEPT

Based on the slicing techniques discussed in section 2, the slices of the Sample_1 program (Figure 17) using different slicing approaches are shown in Figure 19.

<table>
<thead>
<tr>
<th>Static slicing</th>
<th>Dynamic slicing</th>
<th>Alternate hybrid slicing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. void main(){}</td>
<td>1. void main(){}</td>
<td>1. void main(){}</td>
</tr>
<tr>
<td>2. i = 0;</td>
<td>2. i = 0;</td>
<td>2. i = 0;</td>
</tr>
<tr>
<td>3. while (i &lt; 2)</td>
<td>3. while (i &lt; 2)</td>
<td>3. while (i &lt; 2)</td>
</tr>
<tr>
<td>{</td>
<td>{</td>
<td>{</td>
</tr>
<tr>
<td>4. if (i == 0)</td>
<td>4. if (i == 0)</td>
<td>4. if (i == 0)</td>
</tr>
<tr>
<td>a = 5;</td>
<td>6. else</td>
<td>5. a = 5;</td>
</tr>
<tr>
<td>else</td>
<td>7. a = 10;</td>
<td>6. else</td>
</tr>
<tr>
<td>a = 10;</td>
<td></td>
<td>7. a = 10;</td>
</tr>
<tr>
<td>i++;</td>
<td></td>
<td>8. i++;</td>
</tr>
<tr>
<td>}</td>
<td></td>
<td>}</td>
</tr>
<tr>
<td>}</td>
<td></td>
<td>}</td>
</tr>
</tbody>
</table>

Figure 19: Slices obtained for Sample_1 program using different techniques
It can well be observed from Figure 19 that the slice created by the alternate hybrid approach is the same as the one computed by the static slicing approach and in this case there has not been any tangible gain by using this technique. The dynamic slicing approach will provide in this case, a smaller and more precise slice for a given slicing criterion compared to the static or alternate hybrid slicing algorithms. However, for the Sample_2 program (Figure 20) the alternate hybrid slicing algorithm will compute a smaller slice than the static algorithm. The slice will be identical to the dynamic slice.

```c
1. void main()
2. {
3.     i = 0;
4.     if (i == 0)
5.         a = 5 ;
6.     else
7.         a = 10;
8.     i++;
9. }
```

Figure 20: Source code for Sample_2 program

Figure 21 shows the execution trace for the sample_2 program shown in Figure 20.

\[ T_r = <1,2,3,4,7> \]

<table>
<thead>
<tr>
<th>Statement number</th>
<th>Execution count</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>void main()</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>i = 0;</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>if (i == 0)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>a = 5;</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>i ++;</td>
</tr>
</tbody>
</table>

Figure 21: Executed_statements file for Sample_2 program
Once we compute the alternate hybrid slice, the traditional static and dynamic slice for the Sample_2 program, we can compare the different slices (Figure 22).

<table>
<thead>
<tr>
<th>Static slicing</th>
<th>Dynamic slicing</th>
<th>Alternate hybrid slicing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. void main(){}</td>
<td>1. void main(){}</td>
<td>1. void main(){}</td>
</tr>
<tr>
<td>2. i = 0;</td>
<td>2. i = 0;</td>
<td>2. i = 0;</td>
</tr>
<tr>
<td>3. if (i == 0)</td>
<td>3. if (i == 0)</td>
<td>3. if (i == 0)</td>
</tr>
<tr>
<td>4. a = 5;</td>
<td>4. a = 5;</td>
<td>4. a = 5;</td>
</tr>
<tr>
<td>5. else</td>
<td>7. i++;</td>
<td>7. i++;</td>
</tr>
<tr>
<td>6. a = 10;</td>
<td>}</td>
<td>}</td>
</tr>
<tr>
<td>7. i++;</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 22: Slices obtained for Sample_2 program using different techniques

In Figure 22, one can observe that the alternate slicing approach computes the same slice as the dynamic slicing approach, however, without requiring the recording of a complete dynamic execution trace and thereby reducing the required runtime overhead.

4.1 Advantages and disadvantages of the alternate slicing approach

(a) The computation of the alternate program slicing approach is relatively rapid (compared to dynamic program slicing) as only the static analysis of the source code is conducted and no detailed analysis of program execution is required.

(b) The alternate hybrid slice assists the user to gain a general understanding of the
program parts that contribute to the computation of a selected function and a particular program execution.

(c) For specific program flow and slicing criterion discussed above, this approach may compute a much smaller slice than that computed by static slicing approach.

Nevertheless, the alternate program slicing has some drawbacks, which are elaborated below:

(a) For programs containing dynamic language constructs like arrays, pointers, aliases, etc., the alternate hybrid slicing has to make some conservative assumptions with respect to their run time contribution similar to the one made by static slicing and therefore, frequently computes larger slice than dynamic slicing algorithm.

(b) As this approach does not take into consideration all the information regarding execution trace, the slice created may not provide all the information necessary for a detailed analysis of program execution.
5. Conclusions and future work

5.1 Conclusions

In this report, we have presented and discussed general program slicing techniques which include static, dynamic and hybrid slicing techniques. A new alternate technique to hybrid slicing has also been proposed, discussed and integrated in the CONCEPT project.

The results of the static and alternate hybrid slicing obtained through CONCEPT are very encouraging and produce almost correct slice as anticipated for all language constructs found in object oriented programming language.

5.2 Future work

As part of the future work, it is proposed to include criterion-based hybrid slicing algorithm in the CONCEPT framework and also to combine criterion-based slicing with the new alternative hybrid slicing approach. New slicing related concepts as well as new visualization techniques should be derived to take advantage of the algorithms. In addition, integration of forward program slicing algorithms within hybrid slicing framework has to be developed to investigate additional usability aspects of CONCEPT environment.

5.3 Analytical analysis to be conducted

It is now planned to conduct an experimental analysis of the various slicing algorithms presented in this report using a variety of programs to illustrate the benefits and
limitations of each approach.

It is anticipated that hybrid program slicing run time will be greater than the static program slicing, which may be acceptable to achieve better accuracy. The hybrid program slice run time will also be much lower than dynamic program slicing because many non-contributing statements have been removed using static program slicing.

However, further analytical experiments have to be carried out to compare the hybrid program slicing algorithm with static and dynamic program slicing. Through this analytical analysis, certain properties will be evaluated which will allow further study of slicing algorithms in the context of their accuracy, limitations, time and space complexity and behavior for different types of programs and program executions. The properties we plan to use are the following:

5.3.1 Correctness

Correctness of the slice is defined for each of the language constructs that are handled properly by the algorithm. This property has to be tested with sample programs with different language constructs, for example, conditional statements, loops, class constructs etc. for the proposed algorithms with the existing algorithms.

5.3.2 Accuracy

The goal of slicing is to compute the smallest executable subprogram from the original program. This property is referred to as accuracy of the program slicing algorithm. Again, this property has to be tested with sample programs with the new algorithm as well as with other existing algorithms.
5.3.3  **Time complexity**

*Time complexity* is dependent on the execution length and size of the program to be sliced. This property can be analytically verified using the computation time for different algorithms with same slicing criterion.

5.3.4  **Space complexity**

*Space complexity* is dependent on the amount of data used for the analysis in any algorithm at any one time. This property can be verified by memory requirements during the computation of slice using different algorithms with the same slicing criterion.

Further experiments need to be carried out in the above category with the same conditions across the experiments. In other words, the comparison with different algorithms shall use the same sample program, slicing criterion and where applicable, same execution length. This data could be useful in optimizing the slicing algorithms within the CONCEPT framework.

<table>
<thead>
<tr>
<th>Program</th>
<th>Computation Time for Hybrid slicing</th>
<th>Computation Time for static slicing</th>
<th>Computation Time for dynamic slicing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program1</td>
<td>$X_l$ seconds</td>
<td>$Y_l$ seconds</td>
<td>$Z_l$ seconds</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Programx</td>
<td>$X_x$ seconds</td>
<td>$Y_x$ seconds</td>
<td>$Z_x$ seconds</td>
</tr>
</tbody>
</table>

Figure 23: Computation time for slicing the sample programs
<table>
<thead>
<tr>
<th>Program</th>
<th>Memory resources for Hybrid slicing</th>
<th>Memory resources for static slicing</th>
<th>Memory resources for dynamic slicing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program1</td>
<td>$X\ell$ kB</td>
<td>$Y\ell$ kB</td>
<td>$Z\ell$ kB</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>......</td>
</tr>
<tr>
<td>Programx</td>
<td>$X\times$ kB</td>
<td>$Y\times$ kB</td>
<td>$Z\times$ kB</td>
</tr>
</tbody>
</table>

Figure 24: Memory resources for slicing the sample programs

Using the above information, CONCEPT users can determine the particular type of slicing algorithm to be used in a particular case, based on the time and space availability of each algorithm.
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