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ABSTRACT

Corporate Hedging Policy and the Accuracy of Analysts’ Forecasts: Evidence from

Large, Non-Financial U.S. Corporations

Gabriela Rusu

This paper examines the accuracy of forecasts of financial analysts in light of the hedging
policies of the S&P 500 non-financial companies over the 1994 — 1997 period. Given that
hedging reduces the volatility of cash flows, we ask whether it allows financial analysts to
provide more accurate forecasts for firms that hedge than for firms that do not. Three data
sources are used to construct the data set for this study: the Edgar database, Compustat
and I/B/E/S. Univanate and multivariate tests are run in order to determine the effect of
the usage of derivative products for hedging purposes, as well as that of the level of the
usage, on analysts’ forecasts accuracy. Only interest rate risk and foreign exchange risk
hedging are considered, separately and together as the total hedging variable. The
empirical results show that neither the involvement, nor the degree of involvement in
hedging activities of a firm will result in more accurate forecasts, when considering the
I-year forecasts. [nterest rate hedging and overall hedging do not impact on the accuracy
of forecasts in a statistically significant way. However, surprisingly, the results show an
increase in the forecast error when the company is involved in higher levels of foreign
exchange hedging. The results also show evidence that the further away in time the

forecast is made, the more relevant the hedging policies of a company are to the analyst.

iii



ACKNOWLEDGEMENTS

[ would like to express my deep gratitude to professor Dogan Tirtiroglu, for his
valuable help, availability, support and unlimited patience. Professor Tirtiroglu was for

me more than just a supervisor; he also was, and is a mentor and a friend.

I would like to thank professor Bhabra, for the advice and help provided

throughout the period that leaded to the completion of this thesis, as well as for his

interesting ideas that inspired this study.

Also, many thanks go to professor Prevost for his advice and comments.

[ would like to thank I/B/E/S for providing the data used in this study.

[ would also like to thank my friend Michéle Accarisi, for her support, her patience

and interesting input.

Finally I would like to thank my family and Michel for supporting and encouraging
me, throughout my studies. I would have never completed this thesis without their support

and understanding.

iv



Table of Contents
List of Figures
List of Tables

1. INTRODUCTION
2. LITERATURE REVIEW

2.1. Empirical evidence on hedging

2.1.1. Hedging incentives
a) Tax incentive
b) Incentives to reduce costs of financial distress
¢) Agency cost reduction incentives
d) Impact of managerial risk aversion

2.1.2. Determinants of hedging
2.2. Empirical evidence on accuracy of analysts’ forecasts
2.2.1. Importance of analysts’ forecasts
2.2.2. Determinants of analysts’ forecasts accuracy
a) Disclosure by the company
b) Human factors affecting analysts’ forecasts
¢) Accounting information
2.2.3. Analysts’ forecasts bias
3. DEVELOPMENT OF HYPOTHESIS
4. DATA
4.1. Sample construction
4.2. Hedging data
4.3. Control variables
4.4. Dependent variables
4.4.1. Dependent variables for forecast accuracy
4.4.2. Other dependent variables
4.5. Final data sample
5. METHODOLOGY
6. RESULTS

6.1. Impact of hedging on the accuracy of analysts' forecasts

0~ W

16
18
19

6.2. Effect of forecast timing on the relationship between hedging and the

accuracy of analysts forecasts

6.3. Impact of hedging activities on the standard deviation of forecasts

among analysts
6.4. Impact of hedging activities on the number of revisions

6.5. Empirical evidence for the December and non-December samples

7. CONCLUSION
8. FURTHER RESERCH

REFRENCES

Vi

vi

43
46

62
63

66



List of Figures

Figure 1: Collection of the 1-year forecasts

Figure 2: Collection of the 2-year forecasts

Figure 3: Collection of the 1-month forecasts

List of Tables

Table 1: Descriptive statistics of the hedging data

Table 2: Descriptive statistics for the control variables

Table 3: Evolution of the data set

Table 4: Univariate and OLS results for the 1-year forecasts

Table 5: Results for the multivariate tests for the dependent variables

Table 6: OLS-results to standard deviation of forecasts among analysts

Table 7: OLS-results using the number of total revisions as the dependent variable
Table 8: OLS-results using the number of up revisions as the dependent variable
Table 9: OLS-results using the number of down revisions as the dependent variable

Table 10: OLS-results for the December and non-December samples

34

35

77

81

S4

90

93

vi



1. Introduction

The past two decades have been ground for important developments in research
relating to derivative products and hedging policies. This great interest is mainly due to
the drastic development that the business environment has known, through massive
globalization and development of new financial instruments. At the same time, this
period has experienced an important increase in research relating to analysts’ forecasts.
Research in both areas (hedging policies and analysts’ forecasts) is very important due to
the increasingly important place that derivative products take in the business life and the
impact of analysts’ forecasts on capital markets (Brown, Foster, and Noreen (1985)). This
study examines the earnings forecasts of financial analysts in light of the hedging policies
of the S&P 500 non-financial companies. The companies in this study are collected as of
January 1995, and the sample is kept constant over the period of the study from 1994 to
1997, even though, some companies drop from or get added to the index during the same
period. Given that hedging is expected to reduce a firm’s volatility of cash flows, we ask
whether it allows financial analysts to provide more accurate earnings forecasts for firms
that hedge than for firms that do not (or for firms that hedge more than those that hedge
less). Pervious studies have shown that forecast accuracy is influenced by different
factors, such as the level of disclosure of information (Higgins (1998)), and the
experience of the analysts with a specific firm (Mikhail, Walther, and Willis (1998)).
However, to our knowledge, there is no previous work in the literature that relates

accuracy of analysts’ forecasts to firms’ usage of derivative products.



Three data sources are used to construct the data set for this study: the Edgar
database, Compustat and [.B.E.S.. Univariate and multivariate tests are run in order to
determine the effect of the usage of derivative products for hedging purposes, as well as
that of the level of the usage, on the accuracy of analysts’ forecasts. Only interest rate risk
and foreign exchange risk hedging are considered, separaiely and together as the total

hedging variable.

The results obtained in this study show that interest rate risk hedging and overall
hedging does not significantly impact on the accuracy of the l-year forecasts. However,
we find that forecast error increases with the level of forcign exchange hedging. The
above impacts of hedging policies on the accuracy of forecasts were found to be more
significant when the forecasts are made further away in time from the announcement date

of the actual earnings.

The paper is organized as follows. The second part describes the previous research
that was conducted on hedging activities and the accuracy of analysts’ forecasts. The third
part formulates the hypotheses that are to be tested in this study. The fourth part describes
the data used in this study, as well as the process followed in order to obtain the final data
set. The fifth part explains the models that are used in order to test the hypotheses
developed in the fourth section. The sixth part shows the effect of hedging activities on
the accuracy of analysts’ forecasts, as well as results for the other hypotheses. Finally, the

seventh part gives a conclusion of the paper.

(28]



2. Literature Review

The 1990’s were ground for a massive globalization of corporations, as well as
important developments for the derivative products. The market of derivative products
has experienced a drastic expansion in recent years and, more and more companies are
aware of and use hedging as part of their corporate policy. Bodnar, Hayt and Marston
(1999) show in their study that even though the percentage of firms using derivatives did
not change since their 1994 survey, a significant proportion of the survey respondents
indicated increased usage of hedging products. This finding implies that the firms that
hedge consider that financial derivative products are helpful to the firm.

The hedging activities of the S&P500 firms is an important part of our research
and therefore, we will consider quite a bit of the hedging literature. The accuracy of
analysts’ forecasts is at the heart of this project. Thus, the previous work on the accuracy

of the analysts’ forecasts will follow our literature review on hedging.

2.1. Empirical Evidence on Hedging

Previous studies show that there are three main incentives for hedging: 1) the
reduction of taxes, 2) the reduction of expected transaction costs of financial distress and
3) agency costs reduction. Different studies show that the weight of one or more of these
incentives depends on several factors. Moreover, many articles underline the benefits of
hedging; companies seem to have recognized these benefits and try to take advantage of
them. However, some of the most recent research questions how optimal the hedging
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positions of certain firms are (Ahn, Boudoukh, Richardson, and Whitelaw (1999), and
Graham and Rogers (1999)). This research suggests that some managers have incentives
to invest in derivative products in a manner that would compromise the optimal hedging

point, and that would represent a disadvantage for the firm.

2.1.1. Hedging incentives

The interest for corporate risk management seems to have emerged in the 1970’s.
However, it was not until 1985 that Smith and Stulz (1985) publish an article that
examined the possible determinants of corporate hedging. Smith and Stulz (1985)
develop a theory that suggests that hedging is part of the corporate financing policy of
value-maximizing firms. They examine the factors that encourage some firms to hedge
and not others. Smith and Stulz (1985) examine theoretically the motives for risk
management; they do not provide empirical evidence. They argue that firms hedge for
three main reasons: the reduction of taxes (for companies having convex tax functions),
the reduction of the expected costs of financial distress, and because of managerial risk

aversion.

Many articles in the late 1990’s show great interest in the reasons or incentives
that explain corporate hedging practice. Graham and Smith (1999) provide new evidence
on the tax determinants of hedging. This is consistent with the idea that firms with
convex tax functions have an incentive to hedge. Bodnar, Hayt, Marston and Smithson
(1994) survey two thousand companies (530 respondents) on their use of hedging
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instruments. Summary statistics indicate that 67% of the hedging firms in 1994 were
using hedging to minimize the cash flow fluctuations. Bodnar, Hayt and Marston (1996,
1998) report similar and improved survey results for 1995 and 1998 in comparison to
their 1994 survey. They find that the percentage of respondent firms that were using
denivative products in 1997 was not significantly different from that in 1993. However,
they report that the significant proportion of hedging firms increased the usage of
derivative products. Their results also show that 83% of hedging respondents in 1998 are
large firms and that the reduction of cash flows volatility is still the primary concern of

the risk managers.

a) Tax incentives

Hedging has been long viewed as a way to reduce corporate taxes. Miller (1986)
finds evidence that the regulatory and tax environment are at the centre of the major
financial innovations, which are mainly represented by the development of derivative
products. Smith and Stulz (1985) show that it is optimal for firms with a convex tax
function of earnings to hedge. Also, Nance, Smith and Smithson (1993) show that firms
with the more convex tax function hedge more than those with less convex tax functions.
Graham and Smith (1999) use simulation methods to examine convexity of tax functions
and conclude that firms with convex tax functions, which they find to be approximately
50% out of 80,000 Compustat tracked companies, will reduce the tax payments by using
hedging instruments. However, the reductions in taxes are marginal in most cases,

implying that the strength of tax incentive to hedge is highly dependent on the cost of
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hedging, and that more recent tax regulations and market developments have changed
some of the characteristics of companies that are hedging, at least for those which hedge
to benefit from tax savings. Moreover, Bodnar and Gebhardt (1999) underline the weight
of taxation in the decision of derivative products usage by comparing the general usage of
derivative products in the US and Germany. They find that German firms consistently
make greater use of derivative products' than US firms. The authors justify this
observation by a “‘greater importance of the financial accounting statements in Germany”
(where they also act as the basis for taxation) relative to the US (where they are purely to
provide information to investors)” and by “stricter policies of control over derivative
activities within the firm” in Germany, as compared to the U.S. (Bodnar and Gebhardt

(1999, pg. 25)).

b) Incentives to reduce costs of financial distress

Hedging is also used to reduce the volatility of future cash flows. This should also
lower the expected transactional costs of financial distress. Smith and Stulz (1985) argue
that financial distress imposes real costs on the shareholders and the bondholders. Miller
and Modigliani (1963) and Miller (1977) show that it is optimal for a firm to take on
more debt to benefit from additional value from tax savings. Given that hedging is

expected to reduce financial distress costs, then hedging firms can have a higher debt-to-

! Bodnar and Gebhardt (1998) consider three classes of derivatives hedging for three different types of risk:
exchange rate risk, interest rate risk and commodity risk.



equity ratio than comparable non-hedging firms. However, Nance, Smith and Smithson
(1993) do not observe the expected significant positive relationship between hedging and
leverage; although Berkman and Bradbury (1996) find evidence that New Zealand firms

are using hedging instruments in order to lower their expected financial distress costs.

¢) Agency cost reduction incentives

The reduction of volatility of cash flows resulting from hedging also contributes
in reducing some agency costs in the hedging firms. The underinvestment’ problem,
suggested first by Myers (1977), is the agency cost that hedging seems to have more
effect on. Stulz (1990) and Froot, Scharfstein and Stein (1993) also suggest that
underinvestment might be higher in non-hedging firms that find it costly or impossible to
have access to external financing. They find evidence that firms with closely correlated
cash flows with future investment opportunities will hedge less, while firms with closely
correlated cash flows and collateral values will hedge more®. Nance, Smith and Smithson
(1993) find that companies that have more growth options in their investment opportunity
set make more extensive use of derivative products than others, confirming the agency

cost reduction hypothesis. Géczy, Minton and Schrand (1997, pg. 1323) report a similar

2 Bodnar and Gebhardt (1998) state that the financial accounting statements are the basis for taxation in
Germany.

’ The underinvestment problem is described as the eventuality where the management of a heavily
leveraged firm will not undertake a positive Net Present Value investment, knowing that most of the
incremental value of the project goes to bondholders.

* Closely correlated cash flows with future investment opportunities suggest that necessary financing will be
available when investment opportunities will be undertaken, and that low availability of cash flows will
correspond to a period where there will be no valuable investment opportunity to take advantage of.
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result; they state that ‘firms with greater growth opportunities and tighter financial

constraints are more likely to use currency derivatives’.

d) Impact of managerial risk aversion

Hedging is viewed as a financial strategy to reduce agency costs of a firm, by
increasing its internal financing possibilities and reducing its dependence on external
financing. Several studies have shown support for this theory that hedging enhances the
value of a company by reducing underinvestment costs: see Stulz (1990), Froot,
Scharfstein and Stein (1993), Nance, Smith and Smithson (1993), and Géczy, Minton and
Schrand (1997). However, Tufano (1996), in his study of the gold and mining industry,
questions whether the value of a company for shareholders is maximized under hedging.
He shows no strong support for the reduction of financial distress costs, nor for the
reduction of the need for external financing, as consequences of hedging. On the other
hand, Tufano (1996) finds evidence showing that hedging is positively affected by the
number of shares of stock that managers own, and negatively affected by the amount of
options managers hold. Managers who own more options are considered to be less risk
averse, while managers holding more stock are considered to tolerate less volatility in
their returns, and to be more risk averse. The relationships between hedging and
management’s stock or option holding, found by Tufano (1996), support the managerial
risk aversion theory. Schrand and Unal (1998) support Tufano’s (1996) findings by
providing evidence on 571 mutual-to-stock conversions. The authors find that the
volatility of returns of a stock is negatively related to the number of shares that managers

8



purchase at conversion. Also, Schrand and Unal’s (1998) results show that the volatility
of returns is significantly higher for stocks that have managers that are granted options at
conversion, than for those that do not. Graham and Rogers (1999) also find support for
the managerial risk aversion theory, using probit and truncated regressions. However,
support for the managerial risk aversion theory is statistically significant only, when
studying interest rate hedging. For foreign exchange hedging, there is no statistically
significant relationship between the levels of stock, or the number of options owned by

managers and the hedging levels.

2.1.2. Determinants of hedging

Although the interest in derivative products dates back to the 1970’s, it was not
until Nance, Smith and Smithson (1993) that the determinants of hedging policies were
analysed from an empirical point of view, where the actual use of derivative products was
included in an empirically testable model. Nance, Smith and Smithson (1993) use survey
data on the use of hedging instruments and a logistic model to determine the reasons
behind hedging. They find that firms with 1) convex tax functions, 2) large firms, 3) firms
with high research and development expenditures, 4) and firms with higher growth
opportunities hedge more than others. However, Nance, Smith and Smithson (1993) do
not find that highly levered companies are more likely to be engaged in hedging. This
finding does not support their hypothesis. They also find that hedging could be substituted
by other financial policies; lower levels of liquidity and higher dividends characterize

companies using derivative instruments.



Mian (1996) provides new evidence on the determinants of hedging using data
from the annual reports of companies as compared to survey data. Using univariate tests,
the author finds that hedging firms are larger in size than non-hedging firms. However,
there is no evidence that hedgers have a higher market-to-book ratio than non-hedgers.
Using multivariate logistics regressions, Mian (1996) confirms his previous result of a
positive relationship between the size of a company and its derivative use. But,
surprisingly, a statistically significant negative relationship between market-to-book ratio
and hedging is also evident. This does not support the hypothesis that the possibility to
reduce transaction costs and agency costs is an incentive for hedging. The author explains
this result as a possible inhibition of companies ‘from cost effectively hedging their
growth option-related exposures’, due to ‘costs associated with financial reporting
requirements’ (Mian (1996, pg. 433)). Also, through a correlation table Mian (1996)
reports no correlation between hedging and leverage, while dividend yield and dividend
payout are positively correlated to hedging, and liquidity is negatively correlated with

hedging.

Samant (1996), in his study of interest rate swap usage, reports that fixed-rate
payers that hedge exhibit higher levels of leverage, profitability and growth options, as
well as greater inaccuracy in earmings forecasts, than those that do not hedge. However,
results are inconclusive for the floating-rate payers. No significant difference is reported
between the characteristics of hedgers and non-hedgers for the floating-rate payers. These
results are obtained using both binary and continuous variables for hedging.

10



When studying the characteristics of hedging firms, only one of these
characteristics seems to bring all authors to a consensus. All recent studies find evidence
that firms using derivatives instruments for hedging are consistently larger in size than
firms that do not use derivatives. Géczy, Minton, and Schrand (1997) support the above
statements in their study where they assume that the size is a proxy for economies of
scale. They explain this positive relationship between size and hedging by “the presence
of cost-driven motives for hedging” (Géczy, Minton, and Schrand (1997, pg. 1340)).
Haushalter (2000) also supports the hypothesis of economies of scale being the reason for
hedging. He reported that “larger companies and companies whose production is located
primarily in regions where prices have a high correlation with the prices on which
exchange-traded derivatives are based are more likely to manage risks”. Along the same
line of research Goldberg, Godwin, Kim and Tritschler (1998) find evidence, that both
interest-rate risk and foreign-exchange risk hedging are positively related to the size of
the U.S. non-financial firms. Similar results are reported by Fehle (1999), who finds that

there is a highly significant positive relationship between size and hedging.

Growth opportunities of a firm is another firm characteristic that is of interest to
researchers. This is due to its impact in reducing the underinvestment incentives. Most
studies find evidence that greater growth opportunities increase the likelihood of hedging.
Géczy, Minton and Schrand (1997, pg. 1323) report that “firms with greater growth
opportunities and tighter financial constraints are more likely to use currency

derivatives”. Howton and Perfect (1998) who study 451 Fortune 500/ S&P500 firms and
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461 randomly selected firms, also find support for the agency cost hypothesis, reporting a
significant relationship between the level of hedging and the growth opportunities
(proxied by the ratio of research and development expenses to sales). However, Howton
and Perfect (1998) do not find a statistically significant relationship between hedging and
growth opportunities for the random sample; although the coefficient was positive.
Supporting evidence for the agency cost model is also provided by Goldberg, Godwin,
Kim and Tritschler (1998) who find a positive relationship between the level of hedging
and the growth opportunities of a firm (proxied by the research and development
expenses). However, Fehle (1999) find some mixed evidence for the hypothesis that
hedging companies are more growth oriented companies. Using univariate tests, Fehle
(1999) reports that derivative users are less value and more growth oriented companies
than non-users. However, when using a probit model, Fehle (1999) finds that the book-to-
market ratio has a statistically significant positive relationship with hedging. This result
implies that more value oriented firms are more likely to hedge, which does not support

the agency cost hypothesis.

Leverage of a company affects its ability to raise external financing. Thus, a
positive relationship between the levels of leverage and hedging is expected, in order to
support the agency cost model. Most recent studies tend to agree on this relationship of
leverage levels with hedging levels. Howton and Perfect (1998) find support for a
positive association of hedging and leverage for both Fortune 500 / S&P500 and random
samples for the total hedging and for interest rate hedging. However, when studying

currency hedging, Howton and Perfect (1998) report a negative coefficient estimate for
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the relationship between leverage and currency hedging. This coefficient estimate is not
statistically significant for both samples. Haushalter (2000) also finds evidence that
greater levels of leverage are associated with greater hedging activities ( in order to
manage price risk) for a sample of oil and gas producers between 1992 and 1994.
Goldberg, Godwin, Kim and Trtschler (1998) report results supporting the Howton and
Perfect (1998) findings. Their results show that interest rate hedging is significantly
positively affected by the levels of leverage, while foreign-exchange hedging exhibit a
negative but not significant relationship with leverage. Fehle (1999) also finds supporting
evidence of a positive relationship between the levels of leverage and the levels of
hedging, when using a probit model. Also, when using univariate tests, Fehle (1999) finds
that firms that use derivatives have significantly higher debt-to-equity ratio than those that

do not.

Liquidity levels is another firm characteristic that is likely to influence its hedging
activities. Consistent with the need for external financing, it is expected that higher levels
of liquidity will result in lower levels of hedging, given that higher liquidity implies a
lesser need for external financing. Goldberg, Godwin, Kim and Tritschler (1998) find
support for this statement in their study, where the liquidity levels are negatively related
to the levels of hedging for all three measures of hedging: foreign-exchange hedging,
interest rate hedging and total hedging. Similar results are reported by Howton and
Perfect (1998), who confirm a negative relationship between liquidity levels and all three
measures of hedging, for the Fortune 500 / S&P500 sample. However, Howton and

Perfect (1998) do not find a statistically significant relationship between liquidity and
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currency hedging, for the random sample; although interest rate hedging and total hedging
exhibit a statistically significant negative relationship with the level of liquidity, for the
same sample. Fehle (1999) reports, using univariate tests, that users of derivative products
are significantly less liquid than non-users. Also, Fehle's (1999) multivariate probit
estimation results confirm the negative relationship between the levels of liquidity and the

levels of hedging.

The evidence on the characteristics of firms that use derivative products for the
purpose of hedging, described above, comes from studies on U.S. companies. However,
there is international support for these findings. Jalilvand (1999) shows in his results that
users of derivative products are larger in size and have higher levels of leverage than the
non-users for Canadian firms. Berkman and Bradbury (1996), in their study of New-
Zealand firms, find in their univariate tests that firms using derivative products are
significantly larger in size, more levered, less liquid and pay more dividends than non-
users. Their univariate results are supported by their multivariate Tobit regression results,
where size, leverage, and dividend payout are positively related to hedging. and liquidity
is negatively related to hedging. He and Ng (1998), who study foreign exchange hedging
in Japan, support previous findings suggesting that hedgers are larger in size than non-
hedgers. Also, still using firm-characteristics as proxies for hedging policies, the authors
report that low levels of liquidity and higher levels of leverage are characteristics of
hedging firms. Bodnar and Gebhardt (1999) find, in their study of German firms, that

hedgers are larger in size than non-hedgers.
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2.2. Empirical Evidence on Accuracy of Analysts’ Forecasts

The research interest in the accuracy of the analysts’ forecasts and the factors that
might influence them, seems to have started in the 1970’s and has continued with an
increasing research output until today. Analysts’ forecasts play an important role in the
capital markets, given that they have proven to influence stock prices, (Brown, Foster and
Noreen (1985), Stickel (1992), and Lim (2001)). Due to this importance of forecasts,
many studies attempt to find evidence on the factors that affect their accuracy. Although,
many firm characteristics are found to affect the accuracy of analysts’ forecast, analyst

bias is reported to affect accuracy.

2.2.1. Importance of Analysts’ Forecast

DeBont and Thaler (1990) find evidence that the majority of investors do not
produce their own forecasts in taking their investment decision, but rely on those of
analysts. Thus, it is only expected that these forecasts influence stock prices through the
actions of investors. The influence of analysts’ forecasts is documented by several
studies. Stickel (1992), in his comparison of All-American and Non All-American
analysts finds that All-American analysts provide more accurate forecasts. Also, Stickel
(1992, pg. 1811) reports that “stocks return immediately following large upward forecast
revisions suggest that All-Americans impact price more than other analysts”. Lim (2001,
pg. 370) also shows the importance of analysts’ forecasts, and justifies analysts’ positive
bias by the firm managers’ preference for favourable forecasts. Lim (2001) states that this

5



managerial preference is due to more favourable forecasts supporting ‘“higher capital
market valuations”. Finally, analysts’ forecasts are important to investors given that they
might provide the most accurate appraisal of expectations of market earnings. Several
studies provide evidence that analysts’ forecasts are more accurate than the forecasts
obtained with time-series model (Fried and Givoly (1982), Conroy and Harris (1987), and
Brown and Kim (1991)). Wiedman (1996) also supports this statement, by finding a
stronger relationship between expectations of market eamings with variables associated
with analysts’ forecasts accuracy, than that of expectations of market earnings with

variables associated with the time-series model forecasts.

2.2.2. Determinants of Analysts’ Forecasts Accuracy

Being aware of the importance of analysts’ forecasts, academics have extensively
studied for the past decades. the different factors that could affect the accuracy of these
forecasts. A very wide range is represented by these factors; from firm characteristics to
human factors affecting the analysts, by the environment the company finds itself in at the
proximity of the forecast date, and the tools that analysts use to collect the data necessary

to make an informed forecast.

a) Disclosures by the Company

The disclosure level of a company seems to be a natural factor in the accuracy of

analysts’ forecasts. Lys and Sohn (1990), and Lang and Lundholm (1996) find results that
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show that the disclosure of information positively contributes to the accuracy of forecasts.
The hypothesis that larger levels of disclosure increase the accuracy of analysts’ forecasts
is also supported by Higgins (1998) in his international study. Studying firms in France,
Germany, Japan, the Netherlands, Switzerland, the United Kingdom and the United
States, Higgins (1998) reports evidence that the accuracy of analysts’ forecasts was
significantly higher and the optimistic bias significantly lower for firms in countries that
mandate high levels of disclosure compared to those in countries that impose lower
disclosure levels. Moreover, other empirical evidence shows that the degrec of disclosure
increases with the size of a company (Ho and Michaely (1998)) and with the number of
analysts following the company (Lim (2001)). Lim (2001), also, states that the FASB's
and SEC’s disclosure requirements seem to support the hypothesis of decreasing
disclosure costs with an increase in the size of the company. Thus, due to this relationship
between size and disclosure of a company, Lim (2001) test the association between size
and analysts’ forecast accuracy. Lim (2001) reports a statistically significant positive
relationship between the size of the company and the level of accuracy of analysts’
forecasts, for the entire sample, as well as for different sub-periods and size-based sub-
samples. Lim (2001) also reports a similar type of relationship for the level of analysts
coverage (as given by the number of analysts providing forecasts) with the level of

accuracy of analysts’ forecasts (Lim (2001)).



b) Human Factors Affecting Analysts’ Forecasts

It seems intuitive that the greater the experience of an analyst in making eamings
forecasts the more accurate his/her forecasts should be. Several studies have documented
the effect of the experience of the analysts on the forecasts (Mikhail, Walther and Willis
(1997), Clement (1997), and Bailey and Gupta (1999)). However, this relation between
experience and forecast accuracy seems also to be dependent on the way that experience
is considered. When studying the forecast accuracy among industries, O’Brien (1990)
does not find any significant difference in the accuracy of forecasts between the analysts’
earnings forecasts for different industries. Mikhail, Walither and Willis (1997) also find
no evidence that accuracy of the forecasts is affected by the degree of involvement of an
analyst in a specific industry. On the other hand, Mikhail, Walther and Willis (1997), in
their study of 990 analyst-firm combinations, find evidence for a positive relationship
between analysts’ forecast accuracy and their firm-specific experience, measured as the
number of prior quarters for which the analysts has issued an earnings forecast for the
firm. This relationship between forecasts and the degree of experience has been
documented both in the finance and statistics literature. Bailey and Gupta (1999) find
support for this relationship and its human component, in a laboratory environment. They
report that human performance was statistically superior to the [statistical] model when

few data points were available and when forecasting further into the future.



e) Accounting Information

Several studies that focus on analysts’ forecasts have documented the importance
of the use of accounting information by the analysts in order to reach a best possible
forecast (Anderson (1988), and Hunton and McEwen (1997, 1999)). Hunton and
McEwen (1999) find evidence for a relationship between the accuracy of analysts’
forecasts and the accounting information used to reach these forecasts. They report that
analysts that focus on Balance Sheet items in the Annual Report and footnotes provide
less accurate forecasts than analysts that base their forecasts on company information,

such as the Key ratios and the five-year eamings summary.

2.2.3. Analysts’ Forecast Bias

The important effect that earnings forecasts have on the capital markets and the
increasing interest in studying the accuracy of these forecasts has resulted in several
studies reporting that analysts tend to give overly optimistic eamnings estimates (Butler
and Lang (1991), Francis and Philbrick (1993), Dreman and Berry (1995), Olsen (1996),
Chopra (1998), Hayes (1998), and Lim (2001)). Chopra (1998), in his study of the
earnings forecasts of the S&P500 companies, reports that forecasted earnings are on
average 11.2 percent greater than actual earnings at the beginning of the year, although,
this gap decreases over the year. The author also finds that the growth rate of earnings
forecasts is, on average, double of the growth rate of actual earnings for the past 13 years.

These results confirm the findings of Butler and Lang (1991, pg. 155), who conclude that
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analysts “persist over time in their optimism or pessimism relative to consensus earmings
forecasts, for firms of both high and low earnings predictability”. Although, Butler and
Lang (1991) suggest that pessimistic bias is also present in analysts’ forecasts, most
studies consistently support only the optimistic bias. The greater support for the
optimistic bias could be justified by the underreaction of analysts to negative earnings
news and their overreaction to positive earnings news (Easterwood and Nutt (1999)).
Hayes (1998) studies one possible incentive for the optimistic bias in analysts: the trading
commission. The author models the interaction between an analyst and an investor, and
finds that analysts have greater incentives to gather information for stock they expect will
perform well than for stocks expected to have a poor performance. Thus, stocks that
perform well should exhibit more accurate forecasts and less bias than those that perform
poorly. Moreover, Hayes (1998, pg. 313) states that the holding of a stock is also related
to the accuracy of the forecasts: “if a stock is not widely held, an analyst will initiate
coverage only if the stock’s performance is expected to be good; this would imply that
earnings forecasts for such stocks should be especially precise”. These results show
support for previous findings, demonstrating that analysts are more optimistic in their
forecasts for sell stock than for buy stock (Francis and Philbrick (1993)). Also, studying
incentives for optimistic bias on earnings forecasts, Lin and McNichols (1997) find
evidence that analysts would provide more optimistic forecasts for companics that have
an investment banking relationship with their employer. Lim (2001, pg. 369), agrees with
the persistent optimistic bias of analysts. However, the author using a quadratic-loss
utility function, finds results implying that ‘positive and predictable bias may be a

fundamental property of statistically optimal earnings forecasts’.



3. Development of Hypotheses

The accuracy of analysts’ forecasts has been studied and analysed from many
points of view; however, there is no study that we know of, that has used the hedging
activity of a company as an explanatory variable. A company is believed to engage in
hedging activities when it faces some sort of market risk. In the 1990s, due to the
increasing globalization, most companies are expected to face increased market risk. The
companies that use derivative securities for hedging purposes should have less volatile
cash flows than companies that do not get involved in hedging activities, given that

derivative products are traded for this main reason.

The first hypothesis takes its essence from the above mentioned reason for
hedging. It is expected that in the event the volatility of cash flows of a company is
reduced, the volatility of earnings per share will be reduced as well. Also, it is expected
that when analysts deal with less volatile earnings, they will be able to give more accurate

forecasts for these figures. Therefore, the first hypothesis is as follows:

Hypothesis 1a: Analysts’ forecasts for earnings are expected to be more accurate

for companies that hedge in comparison to those that do not hedge.

Hypothesis 1b: The accuracy of analysts’ forecasts are expected to increase with
higher levels of involvement in hedging activities, assuming that higher levels of hedging

are closer to the optimal levels of hedging.



The next hypothesis explores the effect of time and hedging over the analysts’
forecast accuracy. We conjecture that there is an inverse relationship between forecast
horizon and accuracy. This implies that when the forecast is made on a date far from the
actual earnings announcement date, the uncertainty due to the possible unexpected events
is higher. So, the effect of hedging will be more evident.  Or, alternatively, when the
forecast is made on a date not far from the announcement date for the actual earnings, the
uncertainty will be less and therefore, the effect of hedging will be less evident. When a
forecast is made well in advance of the carnings announcement date, the forecast accuracy
for the companies that are involved in hedging activities is likely to be better than that for
companies that are not involved in hedging activities. All the above arguments are also

applicable when the levels of hedging are taken into consideration.

Hypothesis 2: The longer the forecast horizons are, the more significant the

impact of hedging activities would be on the forecast accuracy.

Standard deviation of earnings forecasts is also analysed in this study as a proxy
for forecast accuracy. The hedging activity of a company is also expected to affect the
standard deviation of earnings forecasts of a company. As companies are more involved
in hedging activities, the number of analysts following these companies is expected to be
higher. One could think that the higher the number of analysts issuing a forecast, the
higher the standard deviation of forecasts among analysts will be. However, we expect

the effect of the higher number of forecasts to be offset by the expected advantages of
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hedging. Also, analysts should exhibit a better consensus when a company is hedging

their market risks.

Hypothesis 3: The higher the involvement of the company in hedging activities,

the lower the standard deviation of forecasts among analysts.

The number of revisions over the forecast period of interest is also used as a proxy
for forecast accuracy in this study. As mentioned before, companies with higher levels of
hedging are expected to be followed by a larger number of analysts. A larger number of
analysts following a company could lead one to believe that the number of revisions
would be higher. However, the hedging activities of a company are expected to reduce the
volatility of that firm's cash flows and improve the accuracy of analysts’ forecasts.
Therefore, in order to be consistent with the above expectations, the number of revisions
should be lower for companies that are involved in hedging activities than for those that
are not. Also, in order to ensure that the number of revisions is not directly atfected by the
number of estimates, and that the latter effect would not drive the results, the total
revisions are expressed as a percentage of total estimates’ when running the models. The
same logic is applied for the up and down revisions. The percentage of up revisions is
likely to be higher than that of down revisions for the companies that use derivative
products. The above statements are expected to also hold when the level of hedging is

taken into account.

5 The number of up and down revisions are also expressed as a percentage of total estimates.



Hypothesis 4a: There will be fewer revisions for firms with higher levels of

hedging than for those with lower levels or for those that do not hedge.

Hypothesis 4b: The companies with higher levels of hedging, are expected to
have less up revisions than the ones with lower levels or those that do not participate in

hedging activities.

Hypothesis 4c: The higher the level of hedging, the lower the number of down

revisions will be.

The last hypothesis explores the effect of fiscal year end of the company. [n our
sample the majority of companies have a fiscal year end of December, while some have
fiscal years ending in one of the other months. It is widely believed that for most
companies that have a fiscal year ending in December, greater amounts of information
will be available for companies with a fiscal year ending in December than for the others.
Thus, more analysts are expected to issue estimations of future earnings for December
fiscal year end companies, and these estimations are expected to be affected to a higher
extent by the usage or not of derivatives, as well as the level of usage of derivatives by

these companies.

Hypothesis 5: Companies with a fiscal year ending in December will have a
higher improvement in the forecast accuracy for hedging companies than companies with

fiscal year ending in any other month.



4. DATA

4.1. Sample construction

In order to analyse the accuracy of earnings forecasts in relation to the hedging
policy of companies, we construct our sample based on the 500 companies listed on the
S&P500 index as of January 1995. The 500 companies are kept constant throughout the
data collection process and over the entire time period of 1994 - 1997. The decision to
keep the same companies for the four-year period, instead of collecting data for the
S&P500 companies as of each of the four years, is due to the fact that several companies
are deleted from and added to the index over time. Keeping the companies constant for
the entire time period is important for the consistency of the sample and allows us to
study the evolution of the hedging activities over time of the same companies. The time
frame of 1994-1997 is chosen in order to ensure robustness of the results over time, and
to avoid the possibility that a unique event specific to one ycar may considerably affect
the results in a specific manner. Also, one has to consider that it is likely that fewer

number of companies were involved in hedging activities in 1994 than in 1997.

4.2. Hedging data

The overall data used in the statistical analyses come from three major data
sources. The first source consists of the hedging data for the chosen companies; the
second one deals with the data that gives an overall description of the companies; and the
third one consists of the analysts’ earnings forecasts. A company is considered as being
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involved in hedging activities only if it was hedging its exposure to the interest rate and
the currency risks®. Therefore, there are three measures of hedging used in this study:
interest rate hedging, currency hedging, and total hedging. The notional amounts of these
hedging activities are collected from the 10-K reports from the EDGAR database.
EDGAR is part of SEC (Securities and Exchange Commission) and can be found on the
web at the following address: http://www.sec.gov./edgar.shtml. The SEC requires all
public companies (except foreign companies and companies with less than $10 million in
assets and 500 shareholders) to file registration statements, periodic reports, and other
forms electronically through EDGAR. We searched the database through the quick form
lookup, using the company name. The quick form lookup contains the most recent data.
Data that was filed in 1994 or earlier, for periods preceding 1993, are reported in the
EDGAR Archives. The notional amounts given in the annual reports are aggregated
amounts that do not take into account a positive or negative sign that would be assigned
by the type of transaction (payable and receivable amounts are added), but rather gives an
account of the overall involvement of each company in the hedging activities. For each
company the 10-K reports were opened for each year from 1995 to 1999. These reports
provide the data for the fiscal year ends for the 1994 - 1997 time period. The 10-K reports
are the annual report that most companies file with the Commission. The information that
is related to the hedging policies of the sample firm is found through a find-path that
consists of key words or expressions. The most commonly used find-paths are ‘financial

instruments’ and ‘market risk’. For most companies, these two find-paths reveal the

¢ Some companies were using commodity hedging as well. However, our study is iimited to the most widely

used types of hedging, being interest rate and currency hedging, given that commodity hedging is specific to
only one industry type.
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hedging policies of the sample firms in relation to the interest rate risk and the currency
risk. However, in the event where these two find-paths do not provide any results, the key
words ‘derivative’, ‘hedging’, ‘swap’ and ‘forward’ are used. In the instance where any of
these key expressions or words do not provide any information on the hedging activities
of the firms, a more through study of the document is performed. Then, if any of these
research efforts do not result in any hedging information, the firm is labelled as being a

non-hedging firm for that particular year’.

Table 1 shows the number of firms that participated in hedging activities in each
year for the 1994 - 1997 time frame. Given that our sample is composed of the S&P500
companies, our sample mainly consists of large companies from a variety of industries.
Panel (a) reports currency hedging results for our sample. The number of currency
hedgers per year varies between 216 and 231 companies®, while the number of companies
that are not involved in currency hedging varies between 181 and 220 companies for the
1994 - 1997 period. Panel (b) provides the hedging information for the interest rate risk.
The number of hedgers in this case varies from 204 to 237, while the number of non-
hedgers varies between 201 and 216. Finally, Panel (c) shows how many firms were

involved in either currency or interest rate hedging during the same period.

7 This rigorous screening is performed, even though most of the companies identified as non-hedgers
through our process, were clearly stating in their annual statements that they were not using any derivative
products for risk management purposes, given that they were considering their market risk to have no
significant effect on their revenues.

¥ The number of currency hedgers appears to be lower at the fiscal year end 1997 than that at fiscal year end
1994. However, the lower number of currency hedgers is not due to a lower number of companies interested
in hedging their currency risks, but to an increasing number of companies with missing data. The greater
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4.3. Control Variables

The control variables are collected for the same 500 companies (for the 1995 -
1999 time period). The data for the control variables are collected from the Research
Insight (Compustat) and /B/E/S databases. Table 2 provides the descriptive statistics for
the control variables. These variables are included in the regressions in order to control
for as many factors, other than hedging, as possible. Following the relevant literature, we

conjecture that these variables have an effect on the analysts’ forecasts and their accuracy.

One of the control variable that was previously shown in the literature to have an
effect on the accuracy of the analysts’ forecasts is the size of the company for which the
forecast is made. In this study, the company size is measured by the natural logarithm of
the net sales of the company’. Logic dictates that larger companies will be followed by
more analysts, given that larger companies are usually better known by the public and
have a stronger presence. Supporting the previous statement, the study of O’Brien and
Bhushan (1990) has shown that the larger the company, the higher the number of analysts
following it, and the higher the number of forecasts given. The fact that larger companies
are followed by more analysts could be justified by lower costs of disclosure for the larger
companies (Ho and Michaely (1988)). Also, given that larger companies are of higher
public interest and that the media is following them more closely, analysts are expected to

have a better sense of the future performance of the company.

missing data are due to missing 10-K reports for some companies for specific years. This might be
explained by mergers, bankruptcies, or name changes for these companies.



Tangibility ratio is another factor that can affect the accuracy of the analysts’
forecasts. Tangibility ratio is measured as the ratio of tangible assets over total assets'®.
The lower the tangibility ratio of a company implies a greater amount of current assets,
and thus a lower need for external financing and a lower probability of financial distress
for the firm. Therefore, a company with a low tangibility ratio has a lower probability to
experience negative financial surprises, and by consequent is considered to be a more
stable company. Thus, companies with low tangibility ratios are expected to have more
accurate analyst’s forecasts. However, high tangibility ratio means more availability of
collateral in obtaining external financing, when the need for additional financing appears
unexpectedly, either due to potential investment opportunities or debt payments.
Therefore, the evidence on the effect of tangibility ratio on the accuracy of analysts

forecasts’ is expected to be mixed.

The leverage ratio is a measure that is related to the under-investment problem
and the growth opportunities of a company. In this study, we measure leverage as the
ratio of total debt'' to total assets'’. A company with a relatively high leverage ratio is
generally believed to have taken on more debt in order to invest in new opportunities that

are expected to allow the company to grow. In this case, analysts will believe that the

% Total assets are also used as an alternative measure for the company's size; however, results are not
reported in this paper.

% In this paper, tangible assets are calculated as follows:

Tangible Assets = Total Assets - Current Assets - [ntangible Assets

! Total debt is the sum of long-tern and short-term debt.

2 In order to insure the robustness of our results, Debt-to-Equity ratio is used as an alternative in the tests.
However, the results with the Debt-to-Equity ratio are not inciuded in this paper. These results can be
obtained from the author upon request.



company will experience some positive outcomes in the future. Also, companies with
higher levels of debt are more closely monitored by the creditors. Thus, holding all else
constant, their future eamings are expected to be predicted more accurately. However,
from another point of view, companies with higher levels of debt generally are proven to
have more volatile earnings, increasing the likelihood that analysts’ forecasts will be less

accurate. Which tendency will be dominant is an empirical question.

The growth opportunity of a company can also affect the way an analyst is making
a forecast. In this study, we use the price-to-book ratio as a proxy for a firm's growth
opportunities'’. A firm with high growth opportunities is expected to have higher positive
earnings in the future than a value firm. However, value firms have less volatile earnings
than growth firms do. Thus, one would expect a less accurate forecast for the firms with a

higher price to book ratio.

The profitability of a company is another factor that may affect the accuracy of the
analysts’ forecasts. The ratio of operation income before depreciation-to-total assets is the
measure of profitability used in this paper. A company with a high profitability ratio tends
to drive analysts towards being positively biased, in the event where this is not the regular
pattern for this company. Thus, one could believe that forecast accuracy will be lower for
companies with higher profitability ratios. However, companies with high profitability

ratios are companies that are more likely to be followed closely by analysts and.

" The ratio of research and development expenditures-to-total assets is an other proxy used for growth
opportunities. However, the results are not reported in this paper. The results obtained with this proxy are
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consequently these companies would have a more accurate forecast than the ones with
low profitability ratios. Also, companies with a high profitability ratio are more likely to
be able to meet their expenses and take advantage of future investment opportunities,
without being caught in a position of financial distress or facing any big surprises.
Therefore, we expect that firms with higher profitability ratios will tend to have more

accurate analysts’ forecasts.

In order to ensure the robustness of our results, we incorporate in our model a
proxy for the stability of earnings. This proxy is represented by the standard deviation of
quarterly earnings over a period of five years'*. The standard deviation of quarterly
camnings is calculated after actual quarterly earnings are deflated by the actual price at the
end of the fiscal year for the company. The actual quarterly earnings and the fiscal year
end closing price are collected from the I/B/E/S database'”. The more stable the historical

carnings of a company are, the more accurate the analysts’ forecasts are expected to be.

The “number of estimates” is included in the model as another variable that will
affect the accuracy of analysts’ forecasts. The number of analysts following a firm is

provided in the I/B/E/S database, and is taken at the time when the forecast that is of

not as strong, due to a considerable reduction in the number of observations, caused by missing data on this
variable.

'* Another proxy used to measure the stability of earnings is the standard deviation of operating income
over 5 years, with the exception of the measure for the fiscal year end of 1994, where only 16 quarter of
data are available. This is due to the fact that we have access to quarterly data only as far back as the
quarters of fiscal year 1990, on the Compustat database. The standard deviation of operating income is
calculated after quarterly earnings are deflated by total assets of the company at the end of the fiscal year
end.

'3 I/B/E/S provides far more complete and consistent price and quarterly earnings data than Compustat
does.
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interest to us was issued. It seems that the larger the number of analysts for a company,
the more information is available for that company. Also, it is possible that a greater
number of analysts providing an estimate for a company, will result in a higher variance
of the forecasts. However, the effect of the greater availability of information is expected
to dominate. Therefore, we expect that a large number of analysts following a company

will result in more accurate earnings’ forecasts.

Preferred equity and convertible debt are considered in some papers to be
substitutes for hedging (Nance, Smith, and Smithson 1993)'°. Preferred equity could be
considered as a substitute to hedging, given that the issue of preferred equity is expected
to confer similar advantages as hedging. Some of the recognized benefits of preferred
equity issues are the possible reduction of under-investment costs and financial distress
costs, by raising funds without increasing the debt level. Similar attributes can be
recognized for convertible debt. Thus, the expectations that apply to hedging, also extend
to preferred equity and convertible debt. Companies with higher levels of preferred equity
(or convertible debt) should have lower likelihood of financial distress, and more stable
earnings. Therefore, companies with higher levels of preferred equity (or convertible

debt) should result in analysts providing more accurate forecasts.

We also include dummy variables for the industry. after dividing the companies
into four major industry groups: financial, utilities, manufacturing, and services. All

companies belonging to the financial industry are excluded from this study since these



firms have an important role as dealers and intermediaries in the derivative markets.
These dummy variables are included, given that companies in different industries have
different needs for hedging. The different types of operations from one industry to another
expose the firms to different types of risk. For example, the manufacturing industry seems
to be exposed to currency risk to a greater extent than the services industry. On the other
hand, services industries seems to be exposed to interest rate risk, to a greater extent than
the manufacturing industry. Thus, it would seem that hedging of currency risk would have
a greater impact on the forecast accuracy of the manufacturing industry, while the
hedging of interest rate risk would have a greater impact on the forecast accuracy of the

services industry.

Dummy variables for each year are included as well, in order to take into account
any specific events that might have happened in a given year. The economic outlook for a
specific year could have an impact on forecast accuracy. For example, in a year when the
U.S. experiences an unexpected recession, the forecasts will be much greater than the

actual earnings.

'® Only preferred equity will be used as a proxy for hedging substitute. Results with convertible debt can be
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4.4. Dependent Variables

4.4.1. Dependent variables for forecast accuracy

In this study we analyse the effects of hedging on the a) 1-year earnings’ forecasts,
b) the 2-year earnings’ forecasts, and ¢) the 1-month earnings’ forecast prior to fiscal year
end. The forecasts measures given in I/B/E/S are the means of forecast estimates among
analysts given in a month. For the 1-year forecasts, the first forecasts for each sample firm
in the fiscal years 1995 through 1998 are included and are related to actual earnings at the
end of the same fiscal year. For the 2-year forecasts, the first forecasts available are
collected as they are issued in fiscal years 1995 to 1998. These 2-year torecasts are related
to actual earnings as of fiscal year ends 1996, 1997, 1998, and 1999. The [-month
forecasts arc collected as the last forecasted earnings for the last fiscal years 1995 to
1998.

The relationship between forecast horizons and actual earnings is depicted below
in figures 1,2, and 3.
Figure 1: Collection of 1-year Forecasts
The grey area is the period of the year when first forecasts are collected. For the 1-year

forecasts, only the first forecasts made in the 3 months at the beginning of the fiscal year
are considered in the study (represented by the grey area in the figure).
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obtained from author upon request.
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Figure 2: Collection of 2-year Forecasts

The grey area is the period of the year when first forecasts are collected. For the 2-year
forecast period, only the first forecasts made in the 6 months at the beginning of the first
fiscal year are considered in the study (represented by the grey area in the figure).
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Figure 1: Collection of 1-month Forecasts

The grey area is the period of the year when last forecasts are collected. For the 1-month
forecast period, only the last forecast made in the last 3 months of the fiscal year are
considered in the study (represented by the grey area in the figure).
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For the l-year forecast, the first available forecast earnings for the respective
fiscal year, is made at least nine months away from the fiscal year end (Figure 1). In most
cases, the first available |-year forecast is given 10 months before the fiscal year end. All

2-year forecasts are included in the study for as long as the forecast is made at least 18



months before the fiscal year end, at which time the actual earnings are announced
(Figure 2). The l-month forecasts figures are collected as the last forecasts available
before the fiscal year end; only values that are forecasted up to 3 months in advance of the

fiscal year end are included (Figure 3).

The forecasts and actual earnings are collected from Institutional Brokers Estimate
System (I/B/E/S) for fiscal years from 1995 to 1998. However, when collecting the actual
annual earnings and the fiscal year closing prices for the fiscal year 1998, the data are
collected from the Compustat database, given that the I/B/E/S database available to us has
no complete data for the whole year further than the fiscal year 1997. There are six
dependent variables for forecast accuracy that are used in this study. As indicated, these
variables are collected from the I/B/E/S database, and to our knowledge, they have not

been used in the risk management literature yet.

The first measure of forecast accuracy is given by the tollowing ratio:

Faccul; = |Forecast earnings; - Actual earnings;| / Fiscal Year End Closing Price; (1)

where i indicates sample firm i.

The absolute value of the forecast error is used in order to capture only its magnitude, and
exclude the effect of an optimistic or pessimistic bias. The absolute value of the forecast
error is deflated by the closing stock price at the fiscal year end to bring the observed
values to a common basis across all firms.
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The second measure of forecast accuracy Is given as a percentage of actual annual

earnings:

Faccu2; = |[Forecast earnings; - Actual earnings;| / Actual earnings; )

where i indicates sample firm .

In both equations, the mean of forecast earnings among analysts is used. We construct

equations (1) and (2) for the l-year, 2-year and 1-month forecasts.

4.4.2. Other dependent variables

The standard deviation of forecasts is also used as a proxy of forecast accuracy.
This figure is given in the I/B/E/S database. We collect the value of the standard
deviation only on the date on which the forecasts for a saumple firm are made by the
analysts. These forecasts must also be used in equations (1) or (2). The value of the
standard deviation for a sample firm is given as the standard deviation of forecasts among

analysts at the time the forecasts are made.

Also, analysts’ revisions as a percentage of total estimates are used as a different
proxy for analysts’ forecasts accuracy. The “up” revisions, “‘down” revisions and “total”
revisions are analysed separately in order to determine the effects of hedging on each type

of forecast revision. The up revisions are calculated as follows:
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uprevi; = (sum of number of upward revisions over the time frame of the forecast;) /
the total number of estimates over the time frame of the forecast; 3)

where i indicates sample firm i.

The number of up revisions is added over the 10 months that forecasts are made for the 1-
year forecasts. For the 2-year forecasts the number of up revisions is added over the 23-
or-22 month period'’, over which the 2-year forecasts are made. The sum of the total
number of estimates over the forecast period is computed in the same manner as the sum

of up revisions.

The down revisions are also calculated as a percentage of the total forecast over

the forecast period, as follows:

dwnrevi; = (sum of number of down revisions over the time frame of the forecast;) /
the total number of estimates over the time frame of the forecast; 4)

where i indicates sample firm i.

The number of down revisions is obtained in the same way the number of up revisions is

obtained.

'” The number of months over which the up revisions are added depends on when the first forecast is made
for the forecast period.
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The percentage total revisions over total forecasts, over the forecast period, is

calculated using the following equations:

allrevi; = (sum of number of total revisions over the time frame of the forecast;) /

the total number of estimates over the time frame of the forecast;'® (5)

4.5. Final Data Sample

The three data sources discussed above are merged in order to obtain a final data
set on which different statistical models are run. Several SAS programs are run in order to
obtain this final data set. Table 3 describes the process followed to obtain it. We start by
reading the forecast data from the I/B/E/S tapes, for the forecasts made between 1992 and
1998 for the fiscal years ending in 1993 through 1998. The 18,788 observations read by
this first program include the initial and all of the revised 1-year, and the 2-year forecasts,
UB/E/S has data for 482 out of the 500 sample companies we are interested in. In the
second program, the difference between the time the forecast is made at and the fiscal
year end is calculated, in order to find the exact time frame of the forecast. Only the first
forecasts for each sample firm is kept; for the 1-year and 2-year time periods. For the -
month forecasts, only the forecast that is closest to the fiscal year end is considered. This
results in a reduction of the number of observations to 1,843 for the 1-year forecasts, to
1849 for the 2-year forecasts, and to 1820 for the 1-month forecasts. Since we have a

sample of 500 companies a total of 2000 observations for the 1-year forecasts, the 2-year

'* The time frame of forecasts is the same as for the up and down revisions.
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forecasts, and the 1-month forecasts over the four year, sampling period are the maximum
total number of observations possible. Also, in this second program, we obtain the sum of
the number of forecasts made for the entire forecast period, and the total number of
revisions, as well as the sum of upward and downward revisions. Then we obtain the
annual and quarterly earnings per share for a sample firm and its respective closing prices
from the “actuals™ file in I/B/E/S, to calculate the standard deviation of the quarterly
earnings scaled by the closing price for this firm. Using 5 years of data on the quarterly
earnings scaled by the closing price, the standard deviation of quarterly earnings is
calculated for the fiscal year ends 1994, 1995, 1996 and 1997. The standard deviation of
quarterly operating income before depreciation is also calculated for the same fiscal year
ends as an alternative to standard deviation of quarterly eamings. Before calculating this
standard deviation, the quarterly operating income is scaled by the fiscal year end total
assets. At this point, two files are built: one that contains 1) all the forecast data, 2) the
standard deviation of quarterly earnings scaled by price and 3) actual eamings deflated by
price'q, and another that contains 1) all other control variables collected from Compustat,
and 2) the standard deviation of operating income before depreciation scaled by total
assets. In each of these two files, there is an identification number assigned to each
company according to their alphabetical order. After assigning an identification number
to each company in the forecast data file and including the actual earnings scaled by price,
the forecast data file is reduced to 1,707 observations for the 1-year forecasts, to 1588 for
the 2-year forecasts, and to 1721 for the 1-month forecasts. The number of observations

decreases due to missing data in the Compustat database. These identification numbers

' As mentioned above the actual annual earnings scaled by price is calculated from the data obtained on
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are assigned from a common identification file that contains the names, tickers, cusip
numbers and identification numbers, specific to each of the initial 500 companies. In the
next step, the forecast data file is merged with the Compustat data file, using the
identification number. This reduces further the number of observations to 1,410
observations for the l-year file, to 1,415 observations for the 2-year file, and to 1,358
observations for the 1-month file. The forecast data are for the fiscal year ending from
1995 to 1998 for the l-year and 1-month forecasts, and from 1996 to 1999 for the 2-year
forecasts. The Compustat data are for fiscal years ending from 1994 to 1997. These fiscal
years are combined with the forecast data with the fiscal year ends as described above.
Then, we add to this merged file the file containing the hedging data. reducing even
further the number of observations to 1,323 for the 1-year forecasts, to 1,267 observation
for the 2-year forecasts, and to 1,333 observations for the 1-month forecasts. The hedging
data correspond to the same fiscal years as the Compustat data, namely 1994 to 1997.
Thus, we endow the typical financial analyst with the hedging and other control variables
at the end of a fiscal year before the analyst formulates his/her forecast for the coming
fiscal year, or 2-years, or the month. Several operations are made on the data in the last
file, to scale all control and hedging variables and to compute all the dependent variables.
The final data set is reduced to 1,135 observations for the 1-year forecast due to missing
data, only 955 observations are read for the 2-year forecasts, and 1,227 observations are
read for the 1-month forecasts. This final data set is used in the OLS regressions. When
we run the univariate tests the data set used is composed of only the hedging and the

forecast data. This merged data set used for the univariate tests has 1,344 observations for

Compustat, for fiscal year ending in 1998, due to missing data on I/B/E/S for this fiscal year end.
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the l-year forecasts, 1,133 observations for the 2-year forecasts, and 1,338 observations
for the l-month forecasts. The final data sets used for the OLS regressions or the

univariate tests only include the data needed in order to run the respective tests.



5. Methodology

Both univariate and multivariate tests are used in order to study the relationship

between hedgers and the accuracy of analysts’ forecasts.

In order to test for the mean difference of forecast accuracy between hedgers and
non-hedgers, we use the t-distribution. The sample used in the univariate tests to examine
the mean differences between hedgers and non-hedgers for the dependent variables is the
merged sample of I/B/E/S data and hedging data (Table 3, data step 8). However, when
testing the mean differences for the independent variables, the sample used is the final
data set of the merged data from Compustat, I/B/E/S and hedging data (Table 3, data step
7). The degree of significance of the difference is given by the critical t-statistic values. A
critical value of 2.59 or higher corresponds to a l-percent significance level, of 1.96
corresponds to a 5-percent significance level. and of 1.69 comresponds to 10-percent
significance level. In this study, we consider a result as statistically significant only in the
case where critical t-statistic values correspond to a significance level of 10-percent or

lower.

To study the relationship between forecast accuracy and hedging, multivariate
ordinary least square regressions are run. The dependent variables, as well as the
independent variables are scaled in order to standardize them, to make the comparison
among companies more appropriate. We use up to ten control variables. The sample used
in the ordinary least square regressions is the final data sample of the merged data from
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Compustat, [/B/E/S, and the hedging data, as shown in Table 3, data step 7. The empirical

model for the I-year forecast horizon with continuous data is as follows:

Yio =+ 2" 1006y DYi( + 22j=lnjDIj.i.l + 21 BeXkin ) + € 1)
In using binary data for hedging, equation (1) becomes:

Yi.« =0+ 8DHi, + £ 10067 DY, + Y mDLi+ 2™ e BiXui )+ 80 ()

where,

Y = the value of the forecast accuracy,

DY = the dummy variable for fiscal years ending in 1996 through 1999,

DI = the dummy variable for manufacturing and services industries,

DH = the dummy variable for hedging, when binary variables are used for the hedging

activities,

X = the independent variables, as described in section 4.2. and 4.3. ,

o = is the intercept also reflecting the effect of the dummy variables for the fiscal year of
1995 and the dummy variable for the utilities industry on the dependent variables,

d = the coefficient to be estimated for the dummy variable for hedging variables,

Y. = the coefficients to be estimated for the dummy variables for fiscal years ending in
1996 through 1998,

n; = the coefficients to be estimated for the dummy variables for the manufacturing and
services industries,

Bx = the coefficients to be estimated for the k' vanable,

& = the error term of the empirical model,



t = fiscal years 1995, 1996, 1997, and 1998,
i =1,..., 500 (the company),

k = the number of independent variables in the model.
[t is important to note that k = 1 to m in equation (1) while k = | to (m-1) in
equation (2). This is because the continuous hedging variable is included in the X matrix

in equation (1).

We make the necessary modifications to equations (1) and (2) to test for

hypotheses using the 2-year and 1-month forecast horizons.
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6. Results

Three different measures of hedging activities are used in both the univariate and
multivariate tests. These measures of hedging only take into consideration two major
types of hedging activities: interest rate risk hedging and foreign exchange risk hedging.
In all tables, three sets of results are provided. One set of results shows the impact that
hedging of interest rate risk alone has on the forecast accuracy; this set of results is given
under the column that has the title: Interest Rate. Another set of results gives the impact
of hedging of foreign exchange risk on the forecast accuracy. This set of results is listed
under the column entitled: Currency. The third set of results shows the effect of both
interest rate risk and foreign exchange risk hedging together on forecast accuracy. This

last set of results is given under the column entitled: Total Hedging.

6.1. Impact of Hedging on Analysts’ Forecasts Accuracy

Table 4 reports the results from the univariate and multivariate tests on the first
fundamental research question of the influence of hedging on the forecast accuracy. Panel
A shows the results of the univariate tests on the I-year forecasts. The first two rows of
Panel A show that there is no statistically significant difference in the accuracy of
analysts’ forecasts between hedgers and non-hedgers for any type of hedging considered.
T-statistics range from 0.04 to -1.27 for the first measure of forecast error that is scaled by
the closing price, and from -0.14 to 0.58 for the second measure of forecast error. These

results reject Hypothesis la, that posits that analysts’ forecasts for companies using
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derivative products for hedging purposes are more accurate than for companies that are
not using derivative products. Total Hedging in Panel A shows that the forecasts for
hedgers are less accurate than those for non-hedgers. However, none of these results are
statistically significant. Panel B of Table 4 shows the results of the ordinary least square
(OLS) regressions, also testing for Hypothesis 1a. These results are obtained using binary
variables for the hedging activities. If a sample firm is engaged in hedging activities, then
we assign a value of 1 for the hedging variable for this firm and 0 otherwise. The results
in Panel B, also reject Hypothesis la. Only companies that engage in interest rate risk
management exhibit a slightly negative, but insignificant coefficient estimate of -
0.00005867. On the other hand, companies that hedge only their foreign exchange risks,
or both their interest rate risk and foreign exchange risk, have positive and insignificant
coefficient estimates. These results suggest that observing the hedging position of a tirm
does not contribute to an analyst’s forecast accuracy. Panel C of Table 4, shows the
results of the OLS regression on Hypothesis 1b, which posits that the degree of accuracy
of analysts’ forecasts is increasing with an increase in the level of hedging activities. The
coefficient estimates for all three types of hedging fail to support Hypothesis 1b. The
coefficient estimates for interest rate hedging and total hedging are both negative (-
0.00042394, and -0.00036789 respectively), as expected by Hypothesis lb. However,
none of these two coefficient estimates is statistically significant. The coefficient estimate
for foreign exchange hedging, on the other hand, is positive (0.00703) and statistically
significant at the 10% level. This result implies that analysts increase their forecast errors
with an increase in the level of hedging of foreign exchange risk, which contradicts
Hypothesis 1b. Overall, these results are surprising, under the assumption that companies
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maintain optimal hedging positions, be it for interest rate risk management, and/or foreign
exchange risk management. A firm with an optimal hedging position should be able to
reduce the risk it is hedging against and as a result, the volatility of its future cash fiows
should also be reduced. However, our results do not support this hypothesis. One possible
explanation is that firms do not maintain optimal hedging positions. However, when an
analyst makes a forecast, there are many human factors that could influence his/her
judgement. Several studies have shown that analysts’ forecasts are significantly affected
by their experience with a specific firm (for example, Mikhail, Walther and Willis (1997),
Clement (1997), and Bailey and Gupta (1999)). In our study, we have no information that
would indicate which analyst makes a specific forecast and for how many quarters the
same analyst provides forecasts for a specific company. Therefore, the fact that we do not
control for the firm-specific experience of analysts, might have affected our results.
Another possible explanation for our results can be that the majority of analysts providing
forecasts for our sample firms that are involved in hedging activities is less experienced
with these tirms. In this case, the effect of hedging on the accuracy of analysts’ forecasts
is offset by the effect of the lack of experience. Also, many past studies show that
analysts consistently provide overly optimistic earnings estimates (Butler and Lang
(1991), Chopra (1998), Hayes (1998), and Lim (2001)). The presence of an optimistic
bias could also, in part, explain our results. Analysts might estimate that volatility of cash
flows would decrease more than they actually do and that hedging would have more
positive effects on the stock performance than it does. These kind of estimations would
result in overly optimistic forecasts. Therefore, the greater optimistic bias of analysts for
companies involved in hedging activities could cancel the effects of hedging on the
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accuracy of analysts’ forecasts. Although, this is just a possible explanation, it could be
tested using the same type of forecast accuracy measures without taking the absolute
value of the difference between the forecast and the actual earnings. Finally, our results
could be explained by the way analysts collect and use the accounting information. All
the data documenting hedging activities for the 1994 - 1997 period are only available in
the footnotes of annual reports of each company. Hunton and McEwen (1999) show in
their study that many analysts choose not to focus on balance sheet items and the
footnotes in the annual reports, and to focus on the key ratios of these companies. The
authors also show that analysts that focus on the key ratios provide more accurate
forecasts than others. Therefore, if analysts do not consider the data available in the
footnotes of the annual reports, they will not consider the hedging activities of a company
when making an earnings forecast. Moreover, we are not aware of any financial ratio
formulated specifically to account for a firm’s hedging activities and their effectiveness.
Also, according to Hunton and McEwen (1999) analysts that focus on footnotes and take
hedging into consideration should be expected to give less accurate forecasts than those
that focus on key ratios. This could in part explain the positive coefficient of currency
hedging in Panel C. However, a more plausible explanation for the positive coefficient
estimate of currency hedging is that this type of hedging activity would only decrease the
volatility of earnings from the company’s foreign operations, but not for the earnings
from the company’s domestic operations. Therefore, analysts might overestimate the
effect of hedging on the volatility of total earnings of the company. This could then result
in analysts giving overly optimistic forecasts for companies that are involved in foreign
exchange risk hedging.
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Variables that have a statistically significant effect on forecast accuracy in Table 4
for both Panels B and C are tangibility ratio, profitability ratio, indicator variables for
industry categories and indicator variables for the fiscal year 1998. Preferred equity
attains significance in models with interest rate risk hedging. In Panel C, sales exhibit a
statistically significant impact on forecast accuracy, when currency hedging is used in the
model as an independent variable. The tangibility ratio has a statistically significant
positive coefficient estimate indicating that an increase in the tangibility ratio will result
in an increase in the forecast error. Lower tangibility ratios correspond to higher levels of
current assets. Thus, they indicate lower needs of external financing and higher stability
of the firm. Analysts are likely to give more accurate forecasts for companies with lower
levels of tangibility and higher levels of liquidity. This relationship between tangibility
and accuracy of analysts’ forecasts, for the l-year period, is consistent through all
regressions, for all different types of hedging and both measures of forecast accuracy. The
profit ability ratio’s negative coefficient estimate is statistically significant at the 1%
level, in both Panels B and C, when using all types of hedging, for the 1-year forecast
period. These results support the hypothesis that companies with higher profitability
ratios would have lower needs of external financing and lower probability of facing
financial distress. Consequently, higher levels of profitability would result in more
accurate forecasts. It is important to notice that although the size of a firm does not
exhibit a statistically significant coefficient estimate in all cases, the coefficient estimates
are negative as expected and close to the 10% significance level. Panel C, shows that an
increase in size significantly decreases the error of analysts’ forecasts (at the 10%
significance level), in currency hedging. This result is consistent with O’Brien and
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Bhushan (1990) and Ho and Michaely (1988), who show that a higher number of analysts

follow larger companies and that larger companies have lower disclosure costs.

6.2. Effect of Forecast Timing on the Relationship between Hedging and the

Accuracy of Analysts Forecasts™

Table 5 reports the results from the multivariate tests, inquiring the influence of
hedging activities on analysts’ forecasts accuracy. Panel A shows the results for the
forecast revisions l-month prior to the announcement of actual eamnings. Panel B shows
the results of the regression where l-year forecasts are used in the computation of the
dependent variable. Panel C shows the results of the regression when 2-year forecasts are
used in the computation of the dependent vartable. All these regressions are run using
continuous variables for all types of hedging activities. The three panels in Table 5 test
for our second hypothesis which posits that the longer the forecast horizon is the more
significant the impact of hedging activities should be on the accuracy of analysts’
forecasts. In Panel A, we see that the coefficient estimates of interest rate hedging and
total hedging are negative, while the coefficient estimate of foreign exchange risk hedging
is positivel'. However, none of these three coefficient estimates are statistically

significant.

® We are reporting results only for faccul in Table S. Results for faccu2 are similar to those reported. and
can be obtained from the author upon request.

2 See 6.1 for a possible explanation of a positive coefficient for foreign exchange risk hedging.



Panel B provides the results for the 1-year forecasts. We see that the coefficient
estimates of interest rate risk management and total hedging are also negative, as in panel
A. Although these coefficient estimates are still not statistically significant, one can
observe that the significance levels of these coefficient estimates have increased as
compared to those in panel A. The t-statistics for the coefficient estimate of interest rate
hedging is -1.09 in Panel B, as compared to -0.67 in Panel A; and the t-statistics for the
coefficient estimate of total hedging is of -0.95 in Panel B, as compared to -0.62 in Panel
A. The coefficient estimate of currency hedging is still positive in Panel B, but it becomes
statisticallv significant at the 10% level in this panel (t-statistics is 1.69 in Panel B, as

compared to 0.38 in Panel A).

Panel C provides the results for the 2-year forecasts. We see that the coefficient
estimates of interest rate hedging and total hedging are still negative. Although the
coefficient estimate of total hedging is still not statistically significant, it is closer to the
10% significance level in Panel C than in Panel B (the t-statistics is of -1.55 in Panel C,
while it is -0.95 in Panel B). The coefficient estimate of interest rate hedging becomes
statistically significant at the 10% level in Panel C (the t-statistics is of -1.71 in Panel C,
as compared to -1.09 in Panel B). The coefficient estimate of currency hedging, although
still positive, is more statistically significant in Panel C, than in Panel B, passing from a
10% significance level to a 5% significance level (the t-statistics is of 2.34 in Panel C, as

compared to 1.69 in Panel B).



When we consider the regressions results given in all three panels of Table 5, we
can conclude that we fail to reject Hypothesis 2. Thus, the impact of hedging activities
seems to be more important the further away from the announcement date of the actual
earnings, the forecasts are made. More precisely, in this study, the longer the forecast
horizon is, the more likely it is that the interest rate risk hedging activities will decrease
analysts’ forecast errors. On the other hand, the longer the forecast horizon is, the more

likely it is that the foreign exchange risk hedging will increase the analysts’ forecast error.

It is worthwhile to observe that none of the coefficient estimates of the other
independent variables follows the same pattern as those of the hedging activities. This

underlines the effect of hedging activities on analysts’ forecast accuracy.

6.3. Impact of Hedging Activities on the Standard Deviation of Forecasts Among

Analysts

Table 6 reports the results from the OLS regressions, testing whether firm’s
hedging activities are likely to reduce the standard deviation of forecasts among analysts®
for the l-year forecast period. Panels A and B, show the results testing Hypothesis 3, that
states that the higher the involvement of a company in hedging activities is, the lower the
standard deviation of forecasts among analysts would be for
this company. Panel A shows the estimation results using binary variables for the hedging

activities, while Panel B shows the estimation results using continuous variables for the

At the time the first forecasts of a fiscal year are made.
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hedging activities. Panel A of Table 6 shows that only the coefficient estimate of interest
rate hedging is negative, implying that the usage of derivative products for interest rate
hedging purposes would reduce the standard deviation of torecasts among analysts, as
posited in Hypothesis 3. However, the t-statistics of this coefficient estimate is not
statistically significant. The coefficient estimate of currency hedging and total hedging are
positive. This suggests that the usage of derivatives for the purpose of hedging foreign
exchange risk and both interest rate and foreign exchange risks, increases the
disagreement among analysts on eamings forecasts. However, once again these
coefficients are not statistically significant. These results show that the usage of
derivative products has no significant effect on the standard deviation of forecasts among

analysts. Thus we reject our third hypothesis.

In Panel B of Table 6, it can be seen that both interest rate hedging and total
hedging exhibit negative coefficient estimates, but they are not significant. On the other
hand, currency hedging exhibits a large positive coefficient estimate, implying that the
level of derivative usage for the purpose of hedging foreign exchange risk has an
important effect on the dispersion of forecasts among analysts. The t-statistics of 4.69 of
this coefficient estimate shows that there is a 99% likelihood that an increase in the level
of derivative usage for foreign exchange risk management will increase the standard
deviation of forecasts among analysts at the moment the forecasts are made. The third
hypothesis is once again rejected by these results. It is worthwhile to notice the

similarities of these results and those reported in Panels B and C of Table 4. One can
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conclude hedging foreign exchange risk has a different effect on analysts’ forecast

accuracy.

Other independent variables with a significant impact on the dispersion of
analysts’ forecasts in Table 6 are sales, the tangibility ratio, the profit ratio, the price-to-
book ratio, the preferred equity, the indicator variables for the fiscal years and the
indicator variables for the industry categories. All these independent variables have
coefficient estimates that are consistent with the results reported in Panels B and C of
Table 4 (except for sales). It is expected that all these variables affect the standard
deviation of forecasts among analysts in the same way they affect their forecast errors®. It
is surprising to see that in both Panels B and C sales has positive coefficient estimates
that are statistically significant at the 1% and 5% levels. These results suggest that the
larger a company is, the greater the forecast dispersion among analysts is. This is not
expected given that larger firms have lower disclosure costs (Ho and Michaely (1988)).
Lower disclosure costs suggest that analysts would be able to make more informed
forecasts, and consequently, they would be more likely to agree with each other. One
possible explanation for the increase in forecast dispersion with the increase in size might
be that larger companies have more analysts following them (O’Brien and Bhushan

(1990)). A large number of analysts might increase the standard deviation of forecasts.

B The lower the consensus among analysts is, the greater the forecast error is expected to be.
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6.4. Impact of Hedging Activities on the Number of Revisions

Table 7 reports the results from the multivariate tests, inquiring the influence of
hedging activities on the number of total revisions for the l-year forecasts. Panels A and
B report the empirical results on Hypothesis 4a. It posits that there will be fewer revisions
for firms with higher levels of hedging positions than for those with lower levels (Panel
B), or those that do not hedge (Panel A). The results in Panel A are obtained using binary
variables for the hedging activities, while those in Panel B are obtained using continuous
variables for hedging activities. Panel A shows that the coefficient estimates of all
hedging activity types are negative. However, the impact of the hedging activities is only
statistically significant, at the 5 and 10% levels, when we consider interest rate risk
hedging and foreign exchange risk hedging separately. But, when these two types of
hedging activities are considered together, the influence of these hedging activities on the
number of revisions becomes insignificant at the 10% level. Panel B shows that the level
of hedging of interest rate risk and of both interest rate and foreign exchange risks have
the expected negative impact on the number of total revisions for the l-year forecasts.
But, this impact is not statistically significant for either of these two measures.
Surprisingly, the results in Panel B show that an increase in the level of involvement in
derivative usage for the management of the foreign exchange risks results in an increase
in the number of total revisions. The impact of the level of derivative usage of hedging
purposes is significant at the 1% level in this case. It is important to note that the level of
foreign exchange risk hedging also has a significant positive impact on the analysts’
forecast error for the first forecast of the year. It is possible that the higher error of the
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first 1-year forecasts for firms with higher levels of foreign exchange risk hedging drives
the higher number of revisions for these firms. This is a possible explanation, although, it

still has to be tested. According to the results in Table 7, Hypothesis 4a is rejected.

[t is interesting to note that both Panels A and B show that the number of revisions
is greater for companies with higher tangibility ratios, and lower price-to-book ratios.
Both panels report a 1% significance level of the impact of the tangibility ratios, and a 5%
significance level of the impact of the price-to-book ratio. The influence of the tangibility
ratio on the number of revisions could be explained by the lower current assets that
implies a higher dependence on external financing. Although, the influence of the price-
to-book ratio on the number of revisions is surprising, it could be explained by a possible
greater optimism or lack of experience for analysts providing estimates for value

companies.

Table 8 reports the results of the OLS regressions, testing for the influence of
hedging activity on the number of upward revisions, over the l-year period for the l-year
forecasts. Panels A and B reports the empirical results testing for Hypothesis 4b. The
results in Panel A are testing whether the usage of derivative products influences the
number of upward revisions of forecasts over the l-year period. These results are
obtained using binary data for the hedging activity. The results in Panel B are testing
whether the level of usage of derivative products for hedging purposes affects the number
of upward revisions for the 1-year forecasts. These results are obtained using continuous

variables for the hedging activity. Panel A reports results similar to those in Table 7,
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Panel C. The coefficient estimates of all types of hedging activities are negative. These
results suggest that the usage of derivatives for hedging purposes decreases the number of
upward revisions for the l-year forecasts. However, only the impacts of interest rate risk
hedging and foreign exchange risk hedging, separately, are statistically significant at the
5% level. The t-statistics of -1.57 for the coefficient estimates of total hedging is only
close to the 10% significance level. Panel B reports positive coefficient estimates for all
the hedging types, but the effect of the level of hedging activity is only significant for the
hedging of foreign exchange risk, as in Table 7. The same reasoning, proposed for the
results in Table 7 could be used to explain the statistically significant positive relationship
between the level of usage of derivative products for hedging the foreign exchange risks
and the number of upward revisions. Therefore, it could be concluded that the Hypothesis

4b is rejected.

[tis also interesting to note that in both Panels A and B of Table 8, the tangibility
ratio and the price-to-book ratio do not significantly impact the number of upward
revisions. These two panels show that the specific characteristics of a firm do not
significantly impact the number of upward revisions. However, in the year the l-year
forecasts are made seems to have an overall negative impact on the number of upward
revisions. The economic set-up at the time might explain this relationship, although
further investigation is needed. Also, the industry the firm belongs to has an impact on the
number of upward revisions for the 1-year forecasts.

Table 9 reports the empirical results testing for the influence of hedging activities
on the number of downward revisions for the l-year forecasts. Panels A and B show
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results testing for Hypothesis 4c. Panel A provides the results for whether the usage of
derivative products affects the number of downward revisions. These results are obtained
using binary variables for the hedging activities. Panel B shows the estimation results,
inquiring whether the level of derivative products usage has an impact on the number of
downward revisions. These results are obtained using continuous variables for the
hedging activities. The results in Panel A of Table 9 show that all types of hedging
activities have positive coefficient estimates. None of these three coefficient estimates is

statistically significant. Thus we reject Hypothesis 4c.

The results in Panel B report negative coefficient estimates for the interest rate
hedging and total hedging. Neither of these coefficient estimates is statistically
significant. Also, currency hedging exhibits a positive coefficient estimates in Panel B of
Table 9. Like others, this estimate is not statistically significant. Therefore, the results in

Panel B, of Table 9, also lead to the rejection of Hypothesis 4c.

Moreover, it is worthwhile to note that the economic environment and the
industry classification are not the only factors affecting the number downward revisions
as for the upward revisions, but, some firm-specific characteristics also influence the
number of downward revisions. In both panels in Table 9, the tangibility and leverage

ratios are significantly affecting the number of downward revisions for the l-year

forecasts.
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6.5. Empirical Results for December and Non-December Samples

Table 10 reports the results for the influence of hedging activities on the accuracy
of analysts’ forecasts, using two different samples. One consists of companies having
fiscal years ending in December, and another that consists of companies having fiscal
years ending in any other month of the year. Panels A and B show the results on
Hypothesis 5. It posits that analysts will provide more accurate forecasts for firms with a
December fiscal year end than for those with fiscal years ending in any of the other
months. Panel A provides the results for the 1-year forecasts using the ratio of the forecast
error to the closing price of the stock as the dependent variable. The ratio of the forecast
error to the actual earnings is the dependent variable used in Panel B. In both panels, the
forecast error is given by the difference between the forecast and actual earmnings. Panel A
shows that companies that have a fiscal year ending in December exhibit positive
coefficients for all types of hedging. These results suggest that for companies with
December fiscal year ends, an increase in the level of usage of derivative products for
hedging purposes will increase the analysts’ forecast errors for thel-year forecasts.
However, none of these three coefficient estimates is statistically significant. Also, Panel
A shows that companies that do not have fiscal years ending in December exhibit results
similar to those of the entire sample (shown in Panel C of Table 4), even though none of
the coefficients is statistically significant. The results for companies that do not have
fiscal years ending in December show that the level of derivative usage for interest rate
risk management and both interest rate and foreign exchange risks management improve
the forecast accuracy. But, the improvement of the forecast accuracy in these cases are not
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significant at the 10% level. Also, results show that an increase in the level of derivative
usage for foreign exchange risk management reduces forecast accuracy for the l-year
forecasts for the companies that do not have a fiscal year ending in December. However,

in this case the increase in forecast error is not significant at the 10% level.

Panel B shows that the results obtained using the difference between the forecast
and actual earnings, divided by the actual earnings, as the dependent variable are very
similar to the results in Panel A where the dependent variable is scaled by the closing
price. Companies with December fiscal year ends are likely to have their forecasts
improved to a greater extent by the hedging activities than companies with fiscal years
ending in any other month. We conclude that Hypothesis 5 is rejected. However, we note
that for foreign exchange risk hedging and total hedging, the coefficient estimates are
closer of the 10% significance level for companies with fiscal years ending in another

month.
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7. Conclusion

As mentioned in the paper, analysts forecasts have an importance effect on stock
prices. For this reason, many authors have studied the different factors that influence the
accuracy of analysts’ forecasts. However, no research has studied the possible effect of a
firms’ hedging policies on the accuracy of analysts’ forecasts. This study examines the
earnings forecasts of financial analysts in light of the hedging policies of the S&P 500
non-financial companies, for the 1994 - 1997 period. We test for the possible relationship
between hedging activities and forecasts accuracy, using univariate and multivariate tests.
Although, the nature of hedging would lead to an expectation of higher accuracy for firms
that are actively involved in hedging policies, and an increasing accuracy with a greater
degree of involvement, the results of this study show that the relationship is not as
expected. Empirical results show that neither the involvement nor the degree of
involvement in hedging activities of a firm results in more accurate forecasts, when
considering the l-year forecasts. Interest rate hedging and overall hedging do not affect
the accuracy of forecasts in a statistically significant way. However, surprisingly, the
results show an increase in the forecast error when a company is involved in higher levels
of foreign exchange hedging. Interestingly enough, the results show evidence that the
further away in time the forecast is made, the more relevant the hedging policies of a
company are to the analyst who is making the forecast. Further research is necessary in

order to explain some of the unexpected results obtained in this study.



8. Further Research

This study brings some new evidence on analysts’ forecast accuracy, with respect
to the involvement, as well as the degree of involvement, in hedging activities. We
propose some ideas for future research on the impact of hedging activities on the forecast

accuracy.

First, using the same methodology, analyst specific information can be included in
the empirical model as independent variables. As mentioned before. many human factors
affect the forecast decisions of analysts. The firm-specific experience of analysts is
measured by the number of quarters the same analyst provides forecasts for a specific
company. This measure of experience should be included in our model. Difference in the
experience between analysts giving forecasts for hedging companies and non-hedging
companies should be investigated to determine if varying levels of experience between

analysts offsets the effect of hedging on the forecast accuracy.

Second, the effect of hedging on forecast accuracy could be tested using the same
methodology, without taking the absolute value of the difference between the forecast and
the actual earnings. This could test for the influence of hedging on the optimism bias of
analysts, and might explain the results in Panel C of Table 4, which show that currency

hedging increases the forecast error.
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Third, the sample firms could be separated into quartiles by size. Regressions
could be run for each quartile separately, in order to determine whether hedging activities
have a greater effect on the accuracy of forecasts for smaller firms than for larger firms.
This study will be interesting given that diversification is expected to reduce the volatility

of future cash flows, and that larger firms are assumed to be more diversified.

Another approach to studying the impact of hedging on the accuracy of analysts’
forecasts is to find what proportion of total eamnings comes from the foreign operations of
the firm. The foreign operation portion should be taken as a percentage of total eamnings,
and then this same percentage should be calculated for the total forecast earnings. The
forecast error in this case should be computed as the difference between the numerical
values of the percentage discussed above. This forecast error would relate only to the
foreign position of the total forecast error. Thus, currency hedging should have a greater
impact on this portion of the forecast error, while an insignificant impact on the
remaining portion of the forecast error. Once this study would be performed we will have

a more accurate picture of the influence of hedging on forecast accuracy.

Another suggestion would be to collect data reporting whether or not the company
uses immunization as an alternative to derivative hedging. In the case where
immunization is heavily used, while little or no derivative hedging is performed, the
accuracy of forecasts should be relatively similar to the case where the firm is involved in

interest rate hedging.



Also, it is possible that a more accurate picture of the relationship between
hedging and forecasts accuracy may be obtained using a Tobit regression instead of the

OLS regression.

Finally, future research could attempt to determine whether the higher error of the
first 1-year forecasts for firms with higher levels of foreign exchange risk hedging drives
the higher number of revisions for these firms. OLS regressions should be run using the
number of total revisions as the dependent variable, and the forecast accuracy measure for

the first forecast of the 1-year period, as an independent variable.
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Table 1: Descriptive Statistics of the Hedging Data

This table describes the hedging data for the companies of S&P 500 as of January 1995,
for each of the years considered in the study and for the total of companies. The values of

hedging activities are given in millions of dollars.

1994 J 1995 | 1996 1997 Total
Panel (a): Currency Hedging
Number of Hedgers 231 231 227 216 905
Number of Non-Hedgers 220 202 202 181 805
Number of Missing Observations 49 67 71 103 290
Notional Amount
Mean 1466.18 ] 1820.67 | 2069.37] 2451.46 | 1951.92
Median 238.11 | 219.00 | 264.00 358.96 251.06
Panel (b): Interest rate Hedging
Number of Hedgers 237 231 220 204 892
Number of Non-Hedgers 216 208 210 201 836
Number of Missing Observations 47 60 70 95 272
Notional Amount
Mean 5250.76 | 7405.50] 9637.05] 11245.78 | 8384.773
Median 334.84 350.00} 452.50 473.50 401.25
Panel (c): Total Hedging
Number of Hedgers 299 297 294 273 1163
Number of Non-Hedgers 144 121 119 111 495
Number of Missing Observations 57 82 87 116 342
Notional Amount
Mean 5246.56| 7018.46 ] 8685.04] 10221.625] 7792.921
Median 415.00 | 441.00 | 465.85 514.2 453.43
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Table 2: Descriptive Statistics for the Control Variables

This table provides the descriptive statistics for the control variables used in the
multivariate tests for the l-year forecast period. These variables are collected from
Compustat for the companies on the S&P 500 as of January 1995, for the 1994-1997
period.

numbesti: the number of estimates at the time the forecast is collected for the [-year
forecast period. The forecasts used in this study are the means of these estimates.

stdratiq: the standard deviation of quarterly earnings is calculated after actual quarterly
earnings are deflated by the actual price at the end of the fiscal year for the company.

pb: the price-to-book ratio, as given in Compustat.

sales: gross sales reduced by cash discounts, trade discounts, and returned sales and
allowances for which credit is given to customers. This item is scaled in millions.

tanratio: the tangibility ratio measured as the ratio of tangible assets over total assets.
Tangible assets are calculated as the difference between total assets and current assets,
less intangible assets. All items involved in the computation of the tangibility ratio are
scaled in millions.

leverage: leverage ratio is calculated as total debt divided by total assets. Total debt is
calculated as the sum of long term debt and short term debt, and total assets are given in
Compustat. All items involved in the computation of the leverage ratio are scaled in
millions.

profit: the profitability ratio is calculated as the ratio of operation income before
depreciation-to-total assets. The two components of this ratio are scaled in millions.

prefequi: is the ratio of preferred equity to the total value of the company.

Variable Mean Median Std. Deviation | Minimum | Maximum
numbesti | 18.72775 18.00000 8.69130 1.00000 46.00000
stdratiq 0.05110 0.00522 0.69425 0.00098 14.83327
pb 2.85621 2.45300 10.63586 -324.56100 58.02700
sales 9410.00000] 4640.05000 17464.00000 181.46800 | 168738.00000
tanratio 0.53765 0.50621 0.21346 0.11446 0.97632
leverage 0.43820 0.43647 0.13132 0.07474 1.33488
profit 0.15688 0.15338 0.07931 -0.66965 0.49611
prefequi 0.00667 0.00000 0.02173 0.00000 0.26538
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TABLE 3: Evolution of the Data Set:

This table describes the steps followed in order to achieve the final data set, which is used
in running the statistical tests. The number of observations resulting as of each step is
provided for each one of the three forecasting periods we are interested in. Steps | to 5
and 7 show the process followed to obtain the data set used in the OLS regressions and
the univariate results involving the control variables. Steps | to 3, 6 and 8 are used to
obtain the data set for the univariate tests involving only the dependent variables.

Number of Observations

Data step 1-year forecasts | 2-year forecasts | 1-month forecast
1. Reading IBES tapes

for the 1 year and 2 year forecasts 18,788 18,788 18,788
2. Keep only one forecast

for the period 1,843 1,849 1,820
3. Assign an indentification number

for each company for the 1,707 1,588 1,721
forecast data

4. Merging IBES data with the

Compustat Data 1,410 1,415 1,358
5. Merging IBES, Compustat and

Hedging Data 1,323 1,267 1,333
6. Merging IBES and Hedging Data 1,645 1,492 1,575
7. Final data set used in

OLS regressions 1,135 955 1,227
8. Final data set used in

univariate tests 1,344 1,133 1,338




TABLE 4: Univariate and OLS Results for the 1-year Forecasts

This table reports the results from the univariate tests and the OLS regressions for the
influence of hedging on analysts’ forecast accuracy. Our sample consists of S&P 500 non-
financial firms as of January 1995.The same firms are tracked during the sample period,
even if any one of them is subsequently removed from the S&P 500 index. The data are
obtained from three main data bases: Edgar, I/B/E/S, and Compustat. Panel A shows the
results of the univariate tests, investigating the difference between the means of the
different proxies for forecast accuracy™ for the I-year forecasts. Faccul is the difference
between forecast and actual earnings, deflated by the closing price at the fiscal year end.
Faccu2 is the difference between forecast and actual earnings, deflated by the actual
eamings. Fstddev is the standard deviation of forecasts among analysts at the time the
forecasts are made, as given in I/B/E/S. Uprevi is the sum of upward revisions over the
forecast period divided by the total number of estimates over the time frame of the
forecast. Downrevi is the sum of downward revisions over the forecast period divided by
the total number of estimates over the time frame of the forecast. Allrevi is the sum of
total revisions over the forecast period divided by the total number of estimates over the
time frame of the forecast. Panel B shows the results of the OLS regressions, testing
Hypothesis 1la, which posits that analysts’ forecasts for companies that are using
derivative products for hedging purposes are more accurate than for companies that are
not using derivative products. The results in Panel B are obtained using binary variables
for hedging. Hedging variables are equal to 1 if there is any evidence that the company is
engaging in that kind of hedging activities, and 0 otherwise. Negative coefficient
estimates for the hedging variables would support this hypothesis. Panel C shows the
results of the OLS regression, testing Hypothesis Ib, which posits that the degree of
accuracy of analysts’ forecasts is increasing with an increase in the level of hedging
activities. Negative coefficient estimates for the hedging variables would support this
hypothesis. The hedging variables in this panel are given as the ratios of the notional
amounts of hedging to the total value of the company. All other independent variables are
described in Table 2, with the exception of the size of the firm which is given by the
natural logarithm of sales. The dependent variable in these results is given by the
difference between the forecast and the actual earnings divided by the closing price at the
end of the fiscal year. The first hypothesis is also tested, using the difference between the
forecast and actual eamings divided by the actual eamings, as the dependent variables.
However, the results are quite similar to those reported here, and hence not reported.
They are available from the author upon request.

** See section 4.4. for a detail description of the different dependent variables.
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Panel A: Results for the univariate tests on the dependent variables for the 1-year
forecasts

I Interest Rate l Currency Total Hedge
Variable IHeagers |Non-Hedgers [t-statistic JHedgers |Nom-Hedgers [t-statistic Hedgers |Non-Hedgers [t-statistic
Faccut 0.0083 0.0083 004 0.0089 0.008 098 0.0085 0.0086 -1.27
Faccu2 0.162 0.1608 0.1 0.1587 0.1653 0.58 0.1625 0.1607 0.14
Fstddev 13.219 11.447 -198°° 13.675 11.089 -2.85" 13.342 10.344 -3.25°
Uprevi 0.1279 0.1295 0.32 0.1349 0.1215 -2.70°** 0.131 0.1234 -138
Ownirevi 0.125 0.131 1.09 0.1283 0.1271 021 0.1287 0 1246 0.66
Allrevi 0.2561 02657 1.83° 0 2657 0.2549 202 0.2629 Q 2549 -1.34
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Panel B: Results from the OLS regressions, using binary variables for the hedging
variables, for the l-year forecasts, when the dependent variable is faccul

|forecasted earnings - actual earnings| / closing stock price.

Full Sample
Variables Interest Rate Hedging Currency Hedging Total Hedging
Intercept ]0.00627 Jo0.008610 0.00595
(1.43) (1.38) (1.36)
Interest Rate Hedging  §-0.00005867 - -
(-0.06) - .
Currency Hedging - 0.00013059 -
- (0.13) -
Total Hedging - - 10.00083579
- - (0.83)
Flnsales -0.00080828 -0.00077556 -0.00072799
(-1.52) (-1.44) (-1.34)
tanratio 0.01413 0.01543 0.01459
(5.37)"" (5.81)*"* (5.54)""°
stdratiq F0.00026587 lo.00025527 0.00023567
(0.40) (0.38) (0.35)
d96 -0.00099418 -0.00089707 -0.00097984
(-0.87) (-0.77) (-0.85)
d97 -0.00167 -0.00150 -0.00149
(-1.45) (-1.31) (-1.30)
d98 0.00463 0.00513 0.00493
(3.61)"" (3.98)*"" (3.86)"°"
dindser 0.00556 0.00532 0.00519
(3.34)°*" (3.17)*°° (3.14)*°°
dindmauf 0.00912 Jo.00923 0.00866
(6.34)"* (6.19)°** (5.96)""*
|leverage 0.00293 0.00107 0.00115
(0.79) (0.30) (0.32)
profit -0.03614 -0.03790 -0.03562
(-5.77)°°° (-6.10)*** (-5.72)°°°
[eb -0.00009391 -0.00008971 -0.00009323
(-1.03) (-1.03) (-1.03)
{prefequi 0.05073 0.01903 ]0.02609
{1.99)** (0.91) (1.25)
|numbesti 0.00000333 0.00002386 -0.00000138
(0.05) (0.35) (-0.02)
R? 0.1588 0.1620 0.1544
Sample Size 734 730 738
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Panel C: Results from the OLS regressions, using continuous variables for the
hedging variables, for the 1-year forecasts, when the dependent variable is faccul =

|forecasted earnings - actual earnings| / closing stock price.

Full Sample
Variables Interest Rate Hedging Currency Hedging Total Hedging
Intercept 0.00645 0.00655 0.00631
(1.49) (1.50) {1.43)
Interest Rate Hedging -0.00042394 - -
(-1.09) - -
Currency Hedging - 0.00703 -
- (1.69)° -
Total Hedging - - -0.00036789
- - (-0.95)
Insales -0.00078352 -0.00090828 -0.00083849
(-1.48) (-1.69)° (-1.54)
tanratio 0.01402 0.01554 0.01505
(5.33)""* (5.87)""" {5.59)***
stdratiq 0.00025927 0.00026294 0.00026147
(0.39) (0.39) (0.39)
ds6 -0.00095930 -0.00092241 -0.0009885
(-0.84) (-0.80) (-0.85)
d97 -0.00164 -0.00149 -0.00181
(-1.43) (-1.30) (-1.56)
dos 0.00466 0.00516 0.00471
(3.63)"*° (4.01)° (3.60)""*
dindser 0.00552 0.00552 0.00577
{3.32)°°° (3.29)"** (3.36)°"*
dindmauf 0.00911 0.00923 0.00949
(6.35)°° (6.44)"°° (6.48)°°*
leverage 0.00248 0.00115 0.00209
(0.68) {0.32) (0.57)
profit -0.03610 -0.03663 -0.03601
(-5.77)*°° (-5.87)*"° (-5.70)"*°
ipb -0.00009566 -0.00008608 -0.00009554
(-1.05) (-0.99) (-1.04)
prefequi 0.05114 0.02054 0.04542
(2.01)*" (0.98) (1.76)°
numbesti -0.00000407 0.00003095 0.00000186
{(-0.06) (0.45) (0.03)
R? 0.1602 0.1653 0.1632
Sample Size 734 730 709
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TABLE 5: Results of OLS Regressions for Three Forecast Horizons

This table reports the results from the multivariate tests, inquiring the influence of
hedging on analysts’ forecast accuracy. Our sample consists of S&P 500 non-financial
firms as of January 1995.The same firms are tracked during the sample period, even if
any one of them is subsequently removed from the S&P 500 index. The data are obtained
from three main data bases: Edgar, I/B/E/S, and Compustat. Panel A shows the results of
the multivariate tests, investigating the impact of the level of involvement in hedging
activities on the accuracy of analysts’ forecasts for the 1-month forecast revisions for the
originally l-year forecasts. Panel B gives the same results for the l-year prior to the
announcement of actual earnings. Panel C gives the univanate results for the 2-year
forecasts. The results of these three panels would either support or reject the second
hypothesis that states that the longer the forecast horizons are, the greater the impact of
the derivative usage on the forecast accuracy will be. For a description of hedging
variables please refer to Table 4, and for a description of the other independent variables,
please refer to Table 2.
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Panel A: OLS regression test results for the 1-month forecast revisions for the 1-

year forecasts.

Full Sample
Variables Interest Rate Hedging Currency Hedging [Total Hedging
Intercept 0.00041853 0.00126 0.00148
(0.15) {0.44) (0.52)
Interest Rate Hedging -0.00017892 - -
(-0.67) - -
Currency Hedging - 0.00106 -
- (0.38) -
Total Hedging - - -0.00016505
. - (-0.62)
|Insales 0.00006977 -0.000000566557 -0.00009672
(0.20) (-0.00) (-0.28)
tanratio 0.00343 0.00419 0.00365
(2.04)* (2.44)*° (2.14)°*
stdratiq 0.00063707 0.00066049 0.00065754
(1.39) (1.42) (1.43)
ds6 -0.0021644 -0.00035394 -0.00022686
(-0.29) (-0.46) (-0.29)
d97 -0.00051727 -0.00066942 -0.00060068
(-0.67) (-0.90) (-0.77)
d98 0.00683 0.00680 0.00661
(8.06)*°* (7.90)°*" (7.67)"°"
dindser 0.00348 0.00290 0.00336
(3.19)°"* (2.60)°** (3.00)"**
dindmauf 0.00305 0.00291 0.00325
(3.23)""" (3.04)"* (3.38)°°°
leverage 0.00362 0.00301 0.00354
(1.83) (1.28) (1.48)
|profit -0.01256 -0.01401 -0.01248
(-3.21)"** (-3.52)"** (-3.17)*°°
{pb -0.00006650 -0.00005829 -0.00006549
(-1.06) (-0.97) (-1.04)
|prefequi 0.03498 0.00855 0.03066
(2.56)** (0.74) (2.15)*
|[numbesti -0.00009574 -0.00008185 -0.00008573
(-2.13)*" (-1.79)° (-1.86)°
R? 0.1684 0.1591 0.1594
Sample Size 797 793 769




Panel B: Multivariate test results for the 1-year forecasts.

Full Sample
Variables Interest Rate Hedging Currency Hedging Total Hedging
Intercept 0.00645 0.00655 0.00631
(1.49) (1.50) (1.43)
Interest Rate Hedging -0.00042394 - -
(-1.09) - -
Currency Hedging - 0.00703 -
- (1.69)* -
Total Hedging - - -0.00036789
. (-0.95)
Insales -0.00078352 -0.00090828 -0.00083849
(-1.48) (-1.69)° (-1.54)
tanratio 0.01402 0.01554 0.01505
(5.33)""* (5.87)""° (5.59)*"°
stdratiq 0.00025927 0.00026294 0.00026147
(0.39) (0.39) (0.39)
d96 -0.00095930 -0.00092241 -0.0009885
(-0.84) (-0.80) (-0.85)
d97 -0.00164 -0.00149 -0.00181
(-1.43) (-1.30) (-1.56)
dog 0.00466 0.00516 0.00471
(3.63)*** (4.01)°°° (3.60)""°
dindser 0.00552 0.00552 0.00577
(3.32)°* (3.29)""* (3.36)*°
dindmauf 0.00911 0.00923 0.00949
(6.35)"*" (6.44)""" (6.48)"°
Fleverage 0.00248 0.00115 0.00209
(0.68) (0.32) {0.57)
profit -0.03610 -0.03663 -0.03601
(-5.77)""* (-5.87)"* (-5.70)*"°
pb -0.00009566 -0.00008608 -0.00009554
{(-1.05) (-0.99) (-1.04)
prefequi 0.05114 0.02054 0.04542
(2.01)** (0.98) (1.76)°
Jnumbesti -0.00000407 0.00003095 0.00000186
(-0.06) (0.45) (0.03)
R? 0.1602 0.1653 0.1632
Sample Size 734 730 709
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Panel C: Multivariate test results for the 2-year forecasts.

Full Sample
Variables Interest Rate Hedging Currency Hedging Total Hedging
[Intercept 0.00429 0.00725 0.00638
(0.84) (1.40) (1.23)
Interest Rate Hedging -0.00070469 - -
(-1.71)* - -
Currency Hedging - 0.01088 -
- (2.34)"° -
Total Hedging - - -0.00063808
- - (-1.55)
linsales -0.00056043 -0.00108 -0.00087483
(-0.99) (-1.86)° (-1.51)
tanratio 0.01341 0.01690 0.01555
(4.30)""° (5.36)"" (4.83)°"*
stdratiq -0.00015862 -0.00001728 -0.00006855
(-0.19) (-0.02) (-0.08)
d97 0.00042592 0.00012864 0.00033433
(0.34) (0.10) (0.26)
dos8 0.00628 0.00676 0.00649
(4.58)"" (4.93)*° (4.67)""°
d99 0.00593 0.00663 0.00629
(4.14)°°* (4.63)"** (4.29)
dindser 0.00385 0.00416 0.00385
(1.99)°° (2.11)" (1.91)°
dindmauf 0.00872 0.00911 0.00929
{5.10)"** {5.29)°°° (5.25)°*"
leverage 0.00687 0.00464 0.00545
(1.66)" (1.13) (1.29)
{profit -0.01975 -0.02496 -0.02298
(-2.35)"° (-2.97)"*° (-2.67)*"°
pr -0.00026265 -0.00027179 -0.00027356
(-1.89)° (-2.01)** (-1.96)*
prefequi 0.03399 -0.00377 0.01338
(1.14) (-0.15) (0.41)
Jnumbesti -0.00025316 -0.00007895 -0.00018114
(-2.02)** (-0.62) (-1.38)
R? 0.1364 0.1617 0.1486
Sample Size 619 613 596
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TABLE 6: OLS Results to Standard Deviation of Forecasts Among Analysts

This table reports the results from the OLS regressions, for the influence of hedging on
the standard deviation of forecasts among analysts. Our sample consists of S&P 500 non-
financial firms as of January 1995.The same firms are tracked during the sample period,
even if any one of them is subsequently removed from the S&P 500 index. The data are
obtained from three main data bases: Edgar, I/B/E/S, and Compustat. Panel A and B,
show the results of the OLS regressions, testing Hypothesis 3, which posits that the higher
the involvement of the company in hedging activities is, the lower the standard deviation
of forecasts among analysts will be. The results in Panel A are obtained using binary
variables for hedging. Hedging variables are equal to 1 if there is any evidence that the
company is engaging in that kind of hedging activities, and O otherwise. Panel B shows
the results of the OLS regressions, using continuous variables for the hedging variables.
Negative coefficient estimates for the hedging variables in either of the two panels would
support this hypothesis. The dependent variable for these results is the standard deviation
of forecasts among analysts at the time the forecasts are made, as given in the I/B/E/S
database. For a description of hedging variables please refer to Table 4, and for a
description of the other independent variables, please refer to Table 2.
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Panel A: Results from OLS regressions, using binary variables for hedging
variables, where the standard deviation of forecasts among analysts for the 1-year

forecasts is the dependent variable.

Full Sample
Variables Interest Rate Hedging Currency Hedging Total Hedging
Intercept -17.35427 -15.88487 -16.81832
(-3.18)*"" (-2.85)*"" (-3.04)"°
Interest Rate Hedging -0.28579 - -
(-0.25) - -
Currency Hedging - 0.61355 -
- (0.49) -
Total Hedging - - 0.76683
- - (0.60)
insales 2.30134 1.98839 2.20199
(3.48)""° (2.93)""" (3.22)°°
tanratio 22.85102 25.50413 24.67885
(6.96)°"" (7.61)"* (7.42)""
stdratiq 0.44158 0.41886 0.42646
(0.53) (0.49) (0.50)
do6 -1.78364 -1.82769 -1.96647
(-1.24) (-1.24) (-1.35)
d97 -1.01996 -1.34838 -1.16962
(-0.71) (-0.92) (-0.80)
d98 -3.13974 -3.11005 -2.97058
(-1.96)° (-1.91)° {-1.84)"
dindser 7.15397 7.30730 6.84172
(3.47)°"* (3.46)°°* (3.28)"""
dindmauf 12.15598 12.73259 12.30839
(6.81)°°° (6.80)°"" (6.74)""°
leverage -4.43283 -5.61356 -6.40377
(-0.95) (-1.23) (-1.38)
profit -30.23896 -35.25871 -33.00589
(-3.89)"°" (-4.51)** (-4.21)**°
pr -0.27527 -0.22905 -0.27647
(-2.41)** (-2.09)** (-2.42)°
prefequi 117.63078 75.49467 79.24293
(3.88)°°* (2.94)°°° (3.10)**
numbesti -0.15240 -0.11222 -0.12957
(-1.81)° (-1.30) (-1.51)
R? 0.1737 0.1806 0.1767
Sample Size 731 726 734




Panel B: Results from OLS regressions, using continuous variables for hedging
variables, where the standard deviation of forecasts among analysts for the 1-year
forecasts is the dependent variable.

I Variables Interest Rate Hedging Currency Hedging Total Hedging
Flntercept -17.03702 -14.65600 -16.24340
(-3.17)°** (-2.70)*°° (-2.93)***
Interest Rate Hedging -0.25214 - -
(-0.52) - -
Currency Hedging - 24.42606 -
- (4.69)""° -
Total Hedging - - -0.05169
- - (-0.11)
linsales 2.29382 1.56632 2.04702
(3.51)*°* (2.35)*" (3.01)"**
tanratio 22.76243 25.86522 24.37934
(6.94)"°* (7.84)" (7.19)*°
stdratiq 0.42921 0.45343 0.45106
(0.51) (0.54) (0.54)
d96 -1.75159 -1.90063 -1.84492
(-1.22) (-1.31) (-1.25)
d97 -0.98808 -1.26300 -1.16434
(-0.69) (-0.88) (-0.79)
do8 -3.10907 -3.02712 -3.09246
(-1.94)° (-1.89)" (-1.88)°
dindser 7.15491 7.98469 7.38029
(3.47)°"* (3.84)"" (3.48)""°
dindmauf 12.12283 12.78511 12.67829
(6.81)""" (7.17)"*" (6.91)*°*
leverage -4.93553 -5.35247 -5.14368
(-1.08) (-1.19) (-1.10)
profit -30.14831 -30.47585 -30.79738
(-3.88)"°° (-3.93)°°* (-3.89)"*"
Ipb -0.27731 -0.21731 -0.27092
(-2.43)"° (-2.01)** (-2.35)*°
Jprefequi 118.21111 81.08594 112.08203
(3.90)*°* (3.21)*"" (3.63)"°°
numbesti -0.15837 -0.08709 -0.13644
(-1.88)° (-1.02) (-1.55)
"2 0.1740 0.2049 0.1788
Sample Size F£) 726 706
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TABLE 7: OLS Results Using the Number of Total Revisions as the Dependent
Variable

This table reports the results from the OLS regressions, testing for the influence of
hedging on the number of total revisions for the l-year forecasts. Our sample consists of
S&P 500 non-financial firms as of January 1995.The same firms are tracked during the
sample period, even if any one of them is subsequently removed from the S&P 500 index.
The data are obtained from three main data bases: Edgar, I/B/E/S, and Compustat. Panel
A and B, show the results of the OLS regressions, testing Hypothesis 4a, which posits that
there will be fewer revisions for the firms with higher levels of hedging than for those
with lower levels (Panel B), or those that do not hedge (Panel A). The results in Panel A
are obtained using binary variables for hedging variables. Hedging variables are equal to
L if there is any evidence that the company is engaging in that kind of hedging activities,
and O otherwise. Panel B shows the results of the OLS regressions, using continuous
variables for the hedging variables. Negative coefficient estimates for the hedging
variables in either of the two panels would support this hypothesis. The dependent
variable for these results is the number of total revisions over the l-year period as a
percentage of the number of total forecasts over the year. For a description of hedging

variables please refer to Table 4, and for a description of the other independent variables,
please refer to Table 2.
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Panel A: Results from OLS regressions, using binary variables for hedging, where
the total revisions for the 1-year forecasts is the dependent variable.

Full Sample
Variables Interest Rate Hedging Currency Hedging Total Hedging
Intercept 0.10228 0.10147 0.11347
(3.01)"** (2.96)""" (3.33)"*
Interest Rate Hedging -0.01762 - -
(-2.47)** - -
Currency Hedging - -0.01446 -
- (-1.88)° -
Total Hedging - - -0.00739
- - (-0.93)
linsales 0.00652 0.00639 0.00556
(1.58) (1.52) (1.32)
tanratio 0.08745 0.09913 0.08855
(4.28)"°° (4.80)"°° (4.32)"*
stdratiq 0.00140 0.00169 0.00113
(0.27) (0.32) (0.22)
d96 -0.00679 -0.00468 -0.00430
(-0.76) (-0.52) (-0.48)
d97 0.00600 0.00655 0.00873
(0.67) (0.73) (0.98)
d98 0.00496 0.00540 0.00700
(0.50) (0.54) (0.70)
dindser 0.06820 0.06748 0.06581
(5.30)"** (5.17)° (S5.11)°°
dindmauf 0.07492 0.08039 0.07330
(6.73)""° (6.95)*°" (6.50)"""
lleverage -0.02060 -0.04030 -0.03618
(-0.71) (-1.44) (-1.27)
profit -0.03986 -0.03718 -0.03421
(-0.82) (-0.77) (-0.71)
pb -0.00165 -0.00153 -0.00170
(-2.32)"° (-2.26)** (-2.40)"°
prefequi -0.01170 -0.05485 -0.03741
(-0.06) (-0.35) (-0.24)
numbesti 0.00150 0.00150 -0.00146
(2.88)""* (2.83)" (2.78)"*
R? 0.1008 0.1057 0.0946
Sample Size 733 728 736
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Panel B: Results from OLS regression, using continuous variables for hedging
the total revisions for the 1-year forecasts is the dependent

variables, where
variable.

Full Sample
Variables Interest Rate Hedging Currency Hedging Total Hedging
Intercept 0.11770 0.11920 0.12016
(3.51)°** (3.53)"" (3.49)"°
Interest Rate Hedging -0.00277 - -
(-0.92) - -
Currency Hedging - 0.11421 -
- (3.54)"°° -
Total Hedging - - -0.00160
- - (-0.53)
|Insales 0.00522 0.00279 0.00361
(1.27) (0.67) (0.85)
tanratio 0.08494 0.10232 0.09640
(4.15)"* (4.98)"° (4.57)"*"
stdratiq 0.00078279 0.00098208 0.00086191
(0.15) (0.19) (0.16)
dg6 -0.00580 -0.00515 -0.00613
(-0.65) (-0.57) (-0.67)
d97 0.00700 0.00667 0.00447
(0.78) (0.75) (0.49)
d98 0.00578 0.00565 0.00494
(0.58) (0.57) (0.48)
dindser 0.06951 0.07276 0.07398
(5.39)"*" (5.61)°°° (5.53)"*"
dindmauf 0.07273 0.07377 0.07727
(6.53)""" (6.65)"** (6.76)**
leverage -0.03948 -0.04349 -0.03630
(-1.39) (-1.57) (-1.25)
|profit -0.03582 -0.01763 -0.04363
(-0.74) (-0.37) (-0.89)
frb -0.00173 -0.00150 -0.00167
(-2.42)** (-2.23)** (-2.33)*°
Jorefequi 0.01344 -0.01885 -0.01705
(0.07) (-0.12) (-0.09)
fnumbesti 0.00135 0.00151 0.00149
(2.57)*° (2.86)** (2.74)*
R? 0.0942 0.1168 0.0986
Sample Size 733 728 708
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TABLE 8: OLS Results Using the Number of Upward Revisions as the Dependent
Variable

This table reports the results from the OLS regressions, testing for the influence of
hedging on the number of upward forecast revisions for the 1-year forecasts. Our sample
consists of S&P 500 non-financial firms as of January 1995.The same firms are tracked
during the sample period, even if any one of them is subsequently removed from the S&P
500 index. The data are obtained from three main data bases: Edgar, I/B/E/S, and
Compustat. Panel A and B show the results of the OLS regressions, testing Hypothesis
4b, which posits that there will be fewer upward revisions for the firms with higher levels
of hedging than for those with lower levels (Panel B), or those that do not hedge (Panel
A). The results in Panel A are obtained using binary variables for hedging variables.
Hedging variables are equal to 1 if there is any evidence that the company is engaging in
that kind of hedging activities, and 0 otherwise. Panel B shows the results of the OLS
regressions, using continuous variables for the hedging variables. Negative coefficient
estimates for the hedging variables in either of the two panels would support this
hypothesis. The dependent variable for these results is the number of upward revisions
over the l-year period as a percentage of the number of total forecasts over the year. For a
description of hedging variables please refer to Table 4, and for a description of the other
independent variables, please refer to Table 2.
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Panel A: Results of OLS regressions, using binary variables for hedging variables,
where the upward revisions for the 1-year forecasts is the dependent variable.

Full Sample
Variables Interest Rate Hedging Currency Hedging Total Hedging
Intercept 0.09237 0.09382 0.09865
(2.77)" (2.78)"** (2.94)°°°
Interest Rate Hedging -0.01733 - -
(-2.49)* - -
Currency Hedging - -0.01638 -
- (-2.17)°° -
Total Hedging - - -0.01223
- - (-1.57)
linsales 0.00259 0.00228 0.00174
(0.64) (0.55) (0.42)
tanratio 0.00208 -0.00237 -0.00058629
{0.10) (-0.12) (-0.03)
stdratiq -0.00036912 -0.00012263 -0.00057050
(-0.07) (-0.02) (-0.11)
dg6 -0.02116 -0.01828 -0.01758
(-2.42)°" (-2.05)"" (-2.00)°*
d97 -0.01057 -0.01183 -0.01013
(-1.21) (-1.35) (-1.16)
do8 -0.03478 -0.03369 -0.03375
{-3.57)*"" (-3.43)"° (-3.47)°"
dindser 0.00126 0.00170 0.00283
(0.10) (0.13) (0.22)
dindmaut 0.02386 0.02927 0.02594
(2.19)*° (2.58)*" (2.34)"°
leverage 0.03344 0.02654 0.02845
(1.19) (0.97) (1.02)
profit -0.06220 -0.05404 -0.05734
(-1.29) (-1.13) (-1.20)
pb -0.00096474 -0.00092198 -0.00112
(-1.38) (-1.39) (-1.61)
|prefequi 0.06696 0.15243 0.12611
{0.36) (0.98) (0.81)
numbesti 0.00114 0.00119 0.00120
(2.23)** (2.29)°* (2.33)"°
Ir? 0.0550 0.0548 0.0515
Sample Size 734 730 738
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Panel B: Results of OLS regressions, using continuous variables for hedging

variables, where the upward revisions for the 1-year forecasts is the dependent
variable.

Full Sample
Variables Interest Rate Hedging Currency Hedging Total Hedging
Intercept 0.10638 0.11092 0.10627
(3.22)*° (3.32)*"° (3.14)***
Interest Rate Hedging 0.00023927 - -
(0.08) - -
Currency Hedging - 0.09186 -
- (2.89)"*° -
Total Hedging - - 0.00121
. - (0.41)
[insales 0.00110 -0.00100 0.00065798
(0.27) (-0.25) (0.16)
tanratio 0.00034284 0.00078374 0.00390
(0.02) (0.04) (0.19)
stdratiq -0.00094285 -0.00093303 -0.00091564
(-0.18) (-0.18) (-0.18)
d96 -0.02054 -0.01850 -0.01981
(-2.34)° (-2.08)"" (-2.20)*"
d97 -0.00982 -0.01170 -0.01110
(-1.12) (-1.34) (-1.25)
d98 -0.03400 -0.03342 -0.03389
(-3.48)""° (-3.41)**" (-3.39)*"*
dindser 0.00271 0.00655 0.00408
(0.21) (0.51) (0.31)
dindmauf 0.02162 0.02212 0.02286
(1.98)** (2.02)* (2.04)°"
leverage 0.01818 0.02274 0.01728
(0.66) (0.84) {0.61)
profit -0.05812 -0.04032 -0.06486
(-1.21) (-0.84) (-1.33)
!pb -0.00102 -0.00090313 -0.00096897
(-1.46) {(-1.36) (-1.38)
|prefequi 0.08922 0.18382 0.09071
(0.48) (1.18) (0.48)
Jnumbesti 0.00104 0.00116 0.00117
(2.03)"° (2.25) (2.20)*
R? 0.0469 0.0595 0.0489
Sample Size 734 730 709
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TABLE 9: OLS Results Using the Number of Downward Revisions as the
Dependent Variable

This table reports the results from the OLS regressions, testing for the influence of
hedging on the number of downward revisions for the l-year forecasts. Our sample
consists of S&P 500 non-financial firms as of January 1995.The same firms are tracked
during the sample period, even if any one of them is subsequently removed from the S&P
500 index. The data are obtained from three main data bases: Edgar, I/B/E/S, and
Compustat. Panel A and B, show the results of the OLS regressions, testing Hypothesis
4c, which posits that there will be fewer downward revisions for the firms with higher
levels of hedging than for those with lower levels (Panel B), or those that do not hedge
(Panel A). The results in Panel A are obtained using binary variables for hedging
variables. Hedging variables are equal to | if there is any evidence that the company is
engaging in that kind of hedging activities, and 0 otherwise. Panel B shows the results of
the OLS regressions, using continuous variables for the hedging variables. Negative
coefficient estimates for the hedging variables in either of the two panels would support
this hypothesis. The dependent variable for these results is the number of downward
revisions over the l-year period as a percentage of the number of total forecasts over the
year. For a description of hedging variables please refer to Table 4, and for a description
of the other independent variables, please refer to Table 2.
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Panel A: Results of OLS regressions, using binary variables for hedging variables,

where downward revisions for the 1-year forecasts is the dependent variable.

Full Sample
Variables Interest Rate Hedging Currency Hedging Total Hedging
intercept 0.01617 0.01991 0.02279
(0.44) (0.54) (0.62)
interest Rate Hedging 0.00052862 - -
(0.07) - .
Currency Hedging - 0.01047 -
- (1.26) -
Total Hedging - - 0.01006
- - (1.18)
Insales 0.00407 0.00335 0.00349
(0.92) (0.74) (0.76)
tanratio 0.08923 0.10631 0.09399
(4.05)""* (4.76)"* (4.25)°*°
stdratiq 0.00228 0.00196 0.00207
(0.41) (0.35) (0.37)
dg6 0.01515 0.01395 0.01393
(1.57) (1.42) (1.44)
d97 0.01890 0.02065 0.02115
(1.96)" (2.14)" (2.20)*°
d98 0.04134 0.04055 0.04221
(3.86)°*" (3.75)"** (3.94)""°
dindser 0.06117 0.06063 0.05804
(4.38)°°° (4.29)* (4.16)°°*
dindmauf 0.05077 0.04754 0.04599
(4.28)°* (3.83)""* (3.79)*"°
leverage -0.05924 -0.07203 -0.07128
(-1.90)" (-2.39)"* (-2.33)"°
profit 0.00218 -0.00253 0.00608
(0.04) (-0.05) (0.12)
pb -0.00056722 -0.00050528 -0.00046733
(-0.74) (-0.69) (-0.61)
{prefequi -0.10864 -0.21478 -0.16827
(-0.53) (-1.26) (-0.99)
{numbesti -0.00005629 -0.00018093 -0.00019822
(-0.10) (-0.31) (-0.35)
R? 0.0603 0.0684 0.0630
Sample Size 735 730 738

91



Panel B: Results of OLS regressions, using continuous variables for hedging
variables, where the downward revisions for the 1-year forecasts is the dependent

variable.
Full Sample
Variables interest Rate Hedging Currency Hedging Total Hedging
Intercept 0.01675 0.01426 0.02027
(0.46) {0.39) (0.55)
Interest Rate Hedging -0.00319 - -
(-0.98) - -
Currency Hedging - 0.02167 -
- (0.62) -
Total Hedging - - -0.00302
- - (-0.93)
lInsales 0.00434 0.00392 0.00313
(0.99) (0.87) (0.69)
tanratio 0.08852 0.10551 0.09598
(4.02)°** (4.73)°* (4.24)"°°
stdratiq 0.00227 0.00249 0.00236
(0.40) (0.44) (0.42)
dg6 0.01538 0.01392 0.01407
{1.60) (1.42) (1.43)
d97 0.01907 0.02070 0.01780
(1.98)°° (2.14)"" (1.82)°
dg98 0.04151 0.04054 0.04053
(3.88)"* (3.74)°°" (3.70)**"
dindser 0.06079 0.05996 0.06301
(4.37)**° (4.28)°"° (4.38)°"°
dindmaut 0.05082 0.05132 0.05384
(4.26)""° (4.26)"°" (4.40)""°
leverage -0.06178 -0.06890 -0.05713
(-2.03)"° (2.29)" (-1.84)"
profit 0.00221 0.00374 0.00158
(0.04) (0.07) (0.03)
|ob -0.00057699 -0.00048236 -0.00057555
(-0.75) (-0.66) (-0.75)
prefequi -0.10637 -0.21661 -0.13858
(-0.52) (-1.26) (-0.67)
numbesti -0.00010638 -0.00009757 -0.00011470
(-0.19) (-0.17) (-0.20)
R? 0.0616 0.0668 0.0617
Sample Size 735 730 710




TABLE 10: OLS Results for the December and Non-December Samples

This table reports the results from the OLS regressions, testing for the influence of
hedging on the analysts’ forecast accuracy, using two different samples: one that consists
of companies having fiscal years ending in December, and another that consists of
companies having fiscal years ending in another month of the year. Our sample consists
of S&P 500 non-financial firms as of January 1995.The same firms are tracked during the
sample period, even if any one of them is subsequently removed from the S&P 500 index.
The data are obtained from three main data bases: Edgar, I/B/E/S, and Compustat. Panel
A and B, show the results of the OLS regressions, testing Hypothesis 5, which posits that
analysts will provide more accurate forecasts for firms with December fiscal year end
than for those with Non-December fiscal year end. Panel A provides the results for the I-
year forecasts, using the difference between forecast and actual eamings divided by the
closing price at the end of the fiscal year. Panel B provides the same type of results, but
using the difference between forecast and actual earnings divided by the actual earnings.
For a description of hedging variables please refer to Table 4, and for a description of the
other independent variables, please refer to Table 2.
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Panel A: Results from OLS regressions, using continuous variables for hedging
variables, and the forecast error for the 1-year forecasts divided by the closing price
as the dependent variable.

December Fiscal Year End Non-December Fisca! Year End
Variables Int. Rate Hedging Currency Hedging Total Hedging int. Rate Hedging Currency Hedging JTotal Hedging
Jintarcept 0.00551 0.00556 0.00545 0.00517 0.00715 000737
(1.0%) (1.0%) {0.98) (0.68) (0.93) (0.96)
|interest Rate Hedging 0.00620 - . -0.00031374 . -
(0.78) - (-0.84) - -
Currency Hedging - 000678 - - 0.00294
- (1.49) - - (0.23) -
Total Hedging - . 0.00582 - - -0 00030436
. B {1.56) - - -081)
Insales +0.00054372 -0.00063898 «0.00070263 -0.00154 -000187 -000177
(-0.83) (-0.95) (-1.03) (-1.57) (-191y (-179)°
tanrato 001393 0.01596 001555 0.02003 001919 g 01857
{(431)™ (4 95)*** (470)""* (3.95)*** (372)" (3 64)**
stdratiq 0 00045745 0.00026256 0.00040326 0.00031228 000033196 Q 00032059
022) 0.13) 019) 0.47) (0.50) (0 48)
96 -0 00087042 -0.00080861 -0 00101 -0 00010629 -0 00011881 -0 00008330
(-0 62) (-0.57) Q071) (-0 05) (-0 06) (-0 04)
a97 -0.00164 -0 00131 -0.00182 -000125 -0.00138 -0 00132
(-117) (-0.94) (-1.29) {-0 62) (-067) (-0 65)
398 0.00568 0.00653 0 00595 0.00209 0.00276 0 00282
(355 (4.1Q)*** (3.64)°° (143) (1.26) (129)
dindser 000429 0.00464 0.00508 000480 0.00406 000382
(1.94)* .11) (2.21)* (1.46) (120) {(113)
dindmaut 0.00965 0.01009 001032 0.00828 000742 00Q745
(5.80)* (6.09)""° (6.07)°°* (259 {2.27)*° 12.30)
{leverage 000213 000047188 000152 0.00687 Q00899 000799
(0.47) 011 (0.34) (0.88) (116) {102}
profit -0.04106 -0.04334 -0.04032 -0.02388 -0.02128 -002178
(-5.40)° (-5.78)"" {-5.24)* (-193)° (-1 71) {-1.76)°
Ipb -0.00009055 -0.00008278 -0.00008735 -0.00028162 -0.00029484 -0.00029071
(-0.82) (-0.81) (-0.79) (-1.47) (-1.54) (-1.52)
prefequi 0.05973 0.02513 0.05874 -0.00262 -0 06220 -0.06092
(2.19)** (1.14) (2.14)* (-0.03) (-0.53) (-0.52)
numbest -0.00006565 -0.00003600 -0.00006099 0.00020482 000023516 0.00022599
(-0.77) {-0.41) (-0.68) (1.69)° (1.93)" (186)°
R? 0.1831 0.1927 0.1947 Q.1553 0.1441 0.1467
Sample Size 513 515 494 220 214 214
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Panel B: Results of OLS regressions, using continuous variables for hedging
variables, and the forecast error for the l-year forecasts divided by the actual
earnings as the dependent variable.

December Fiscal Year End Non-December Fiscal Year End
Varlables int. Rate Hedging Currency Hedging Total Hedging int. Rate Hodging Currency Hedging Total Hedging
Jintercent 0.11977 0 06584 0.10249 0.16212 0.16262 0.17243
(1.34) (0.72) (1.12) (1.19) (1.19) (1.26)
Jinterest Rate Hedging 0.08156 - - -0.00860 - -
(0.63) - - (-1.28) . -
Currency Hedging - 001476 . . 024543 -
- 019) - - (1 06) -
Total Hedging - - 0.03073 - - -0.00874
. - (0.50) - . (+1.30)
Insales -0.0187% -0.01141 -0.01763 -001544 -0.01764 -001461
(-1.76)* {-1.02) (-1.58) (-0.88) (-1.01) (-0.83)
tanrato 012545 0.16817 0.14474 0.19257 0.20865 017985
(2.36)" (3.08)"° 2.64)" (2.12y .26y (197)
stdranq -0 00041439 -0.00276 -0.00077178 0.00275 0.00278 000257
{-001) (-0.08) (-0.02) (0.23) (0.23) o2n
d96 0.02549 002707 002455 0.00632 0 00502 000575
1.1 (1.14) (104) {0.17) 0.14) {0 16)
a97 0.00970 001604 0.00698 003758 003032 003165
(0 42) (069) 0.30) (103) (0.82) (0 86)
d98 013740 0.15049 0.14004 0.14551 0 14759 (14846
(524) (5 62)°** (5.21)"" (3.75)"* 3.77)°° (3 80)"**
dindser 012149 0.11577 0.13767 0.04508 003687 002701
(337 (3.13)" (3.65)" (0.78) (062) (0.46)
dindmaut 0 12961 0.13728 0.13657 0 06862 005300 005861
(4.78)" (4 95)"*° (4.90)*°* (122) (0 92) (102)
leverage 008473 0.03320 0.08120 -0 07693 -0 05852 -0 07556
(1.16) (0.45) (109) (-0.54) (-0 42) (-0.54)
profit -0.51718 -0.56330 -0.52515 -0 40627 -0 35665 -0 38759
(-4.19)** (-4.49)"° (4.16)"" (-184y (-1.60) (-1.75)"
pb 0.00106 0.00056464 0.00105 -0.00020381 -0.00019060 -0 00030514
(0.58) (0.33) (0.57) (-0.06) (-0.06) {-0.09)
prefequi 1.02099 0.45824 096749 2.68072 1.35886 127298
(239" (1.26) 2.23)* (1.52) (Q.64) (@61)
numbest 0.00154 0.00164 0.00142 0.00296 0.00302 0.00301
(1.11) (1.13) [(X:79] (1.36) (1.39) {(139)
R? 0.1473 0.1437 0.1513 0.1456 0.1369 0.139%
Sample Size 516 517 497 218 213 213






