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Abstract

Speed and Accuracy: Large-scale Machine Learning Algorithms and their Applications

Jianxiong Dong, Ph.D.
Concordia University, 2003

Over the past few years, considerable progress has been made in the area of machine learning. However, when these learning machines, including support vector machines (SVMs) and neural networks, are applied to massive sets of high-dimensional data, many challenging problems emerge, such as high computational cost and the way to adapt the structure of a learning system. Therefore, it is important to develop some new methods with computational efficiency and high accuracy such that learning algorithms can be applied more widely to areas such as data mining, Optical Character Recognition (OCR) and bio-informatics.

In this thesis, we mainly focus on three problems: methodologies to adapt the structure of a neural network learning system, speeding up SVM's training and facilitating test on huge data sets. For the first problem, a local learning framework is proposed to automatically construct the ensemble of neural networks, which are trained on local subsets so that the complexity and training time of the learning system can be reduced and its generalization performance can be enhanced. With respect to SVM's training on a very large data set with thousands of classes and high-dimensional input vectors, block diagonal matrices are used to approximate the original kernel matrix such that the original SVM optimization process can be divided into hundreds of sub-problems, which can be solved efficiently. Theoretically, the run-time complexity of the proposed algorithm linearly scales to the size of the data set, the dimension of input vectors and the number of classes. For the last problem, a fast iteration algorithm is proposed to approximate the reduced set vectors simultaneously based on the general kernel type so that the number of vectors in the decision function of each class can be reduced considerably and the testing speed is increased significantly.
The main contributions of this thesis are to propose effective solutions to the above three problems. It is especially worth mentioning that the methods which are used to solve the last two problems are crucial in making support vector machines more competitive in tasks where both high accuracy and classification speed are required. The proposed SVM algorithm runs at a much higher training speed than the existing ones such as svm-light and libsvm when applied to a huge data set with thousands of classes. The total training time of SVM with the radial basis function kernel on Hanwang’s handwritten Chinese database (2,144,489 training samples, 542,122 testing samples, 3755 classes and 392-dimensional input vectors) is 19 hours on P4. In addition, the proposed testing algorithm has also achieved a promising classification speed, 16,000 patterns per second, on MNIST database. Besides the efficient computation, the state-of-the-art generalization performances have also been achieved on several well-known public and commercial databases. Particularly, very low error rates of 0.38%, 0.5% and 1.0% have been reached on MNIST, Hanwang handwritten digit databases and ETL9B handwritten Chinese database.
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Chapter 1

Introduction

1.1 Motivation

Efforts to understand the nature of learning and intelligence, and realization of these capabilities in human minds, are among the most fundamental activities, which have brought growing interests to research communities in a wide variety of disciplines including education, cognition science, computer science, neuro-science, engineering, social science and physical science. Learning from data is one of the basic ways humans perceive the world and acquire knowledge. Nowadays, there are huge amounts of online data available at an astonishingly increasing pace on the worldwide internet and a fast searching engine is expected to find user-specific information efficiently. Medical institutions expect to create data-driven tools based on patients’ historical data for diagnostic purpose; financial companies require computer-automated tools to analyze large amounts of data from customers so that they can make a good prediction of marketing behaviors and process financial transactions; the governments fund universities and companies to develop robust learning-based intelligent systems to discover the national threat and detect illegal activities. Therefore, large-scale learning algorithms and related tools must be developed to help us better understand the nature of learning and solve these industrial problems.

In this thesis, we focus on a specific problem in this domain by dealing with supervised learning algorithms for pattern classification on extremely large data sets with high dimensional real-valued feature vectors and thousands of classes. In real world applications, many problems are related to this subject. For example, it is a
challenging task to recognize handwritten Chinese characters efficiently and precisely because they have large shape variations and more than 6,000 categories; many grocery stores collect data from transactions, often generating gigabytes of data every day. The existing algorithms have difficulty in analyzing these data and categorizing them for further processing; on the internet, text-based web documents are very large, dynamic, and they have high dimensions. A large-scale adaptive learning algorithm is required to classify these documents for the development of a fast and accurate searching engine. Unfortunately, many existing algorithms exhibit poor scaling capabilities when dealing with huge high-dimensional data [115]. In order to tackle the problem, the following theoretical and computational issues have to be taken into account:

- Theoretical issues.

1. Adapting the data-driven classifier structure. In most cases, little reliable prior information about the statistical law underlying the problem is available. Fitting a known function to data and estimating its finite number of parameters by means of the maximal likelihood method are usually insufficient. It is necessary to infer a function from the data.

2. The curse of dimensionality [3]. For classification problems, we expect that a larger number of features may hold better discriminant power and lead to an improvement in performance. In practice, however, it has been frequently observed that adding more features degrades the classification accuracy. Bellman [3] called it "the curse of dimensionality" and found that increasing the number of factors requires an exponential increase in the number of computational resources such as training samples.

3. Controlling the generalization performance on a finite data set. Before statistical learning theory was proposed by Vapnik [119][121], methods such as nearest neighbor classifier that have a good asymptotical solution often fail in a finite sample set and they often only minimize the empirical risk on the training set without taking into account the complexity of classifiers that have a significant effect on generalization performance. The classifiers based on structure risk minimization [121] lead to a trade-off between both factors.
• Algorithm issues.

1. Develop a learning algorithm with low time/space computational complexity. For example, most learning algorithms minimize (or maximize) a cost function under constrained conditions. We expect that these algorithms converge quickly and their time complexities linearly depend on the number of training samples and the dimension of a feature vector.

2. Trade-off between limited computational resources and speed. Most workstations and PCs have limited computational resources such as memory, bus bandwidth and fast hardware cache although their CPUs (Central Processor Units) are usually fast due to recent advances in technology. When a learning algorithm runs on a large data set, which is too big to be completely loaded into the memory, a huge amount of data may have to be exchanged between the hard disk and the memory. As a result, the usage rate of CPU is low. Even when a huge amount of data is loaded into the memory, frequent page operations due to high Translation Look-aside Buffers (TLBs) miss ratio will lead to a high cost [90]. This issue is related to the computer architecture and its operating system.

3. Good algorithm structure for parallel implementation. The low price and high performance of micro-processors such as Intel Pentium IV provide us a chance to develop an algorithm with a parallel structure, which can be easily implemented on a multi-processor platform. This is a potential trend for a large-scale learning algorithm because the computational costs are distributed to different processors and each processor does not require a large number of computational resources to finish its sub-tasks. It can substantially alleviate the above problem.

4. Online learning. In order to reduce the error rate of a classifier, a set of new training samples will be appended to the historical training set, on which the classifier has been trained before. Is it possible to adjust the parameters of this classifier based on increased training samples, rather than to re-train the classifier again on the whole set?

Among the above theoretical issues, how to control the generalization performance
on a finite set is well formulated in statistical learning theory (also called Vapnik-Chervonenkis (VC) theory). Numerous experiments [98][57][24][33] have shown that kernel-based support vector machines (SVM) [121][100][104] have solved the second theoretical problem because SVM performs well in a huge dimensional feature space. For the first theoretical issue, unfortunately, we can not find a classifier that is inherently superior to any other methods on any distribution, which has been indicated by No Free Lunch Theorem [41]. It is the type of problem, prior distribution and other information that determine which type of classifier should be used to get the best performance. Therefore, it is important to design the best possible classifier for the specified problem under the guidance of some general principles such as divide and conquer, structure risk minimization.

The above algorithmic issues are rarely addressed in the literature of pattern recognition and machine learning, especially on a large data set, where many difficult problems exist. In general, large-scale computational issues are discussed in the domains of numerical analysis, computer architecture, algorithm analysis and operating system. In order to design an efficient and robust learning algorithm that can be applied to solve some real-world problems, it is necessary to know them well, including not only theories but also many practical issues.

In this thesis, we mainly focus on algorithmic issues on a large data set and provide faithful answers to the following three questions:

- How to adapt the structure of a neural network to yield a good generalization performance for classification on a large data set?

- How to design an efficient training algorithm for support vector machines on a data set of huge size with millions of high-dimensional samples and thousands of classes such that the run-time complexity of the algorithm linearly scales to the size of data set, the dimension of input vectors and the number of classes?

- How to design an algorithm for support vector machines so that they can achieve both high accuracy and classification speed in the test phase?

In addition, the methods which provide the solutions to the above problems will be applied to solve real world classification problems, including handwritten digit recognition, handwritten lowercase letters of the English alphabet and Chinese character recognition. The algorithm efficiency and the state-of-the-art performance on large
data sets are our goals. At the same time, more practical principles are provided to help industrial developers and academic researchers to design an efficient and robust classifier.

1.2 Outline of Thesis

The thesis is organized in eight chapters. The main parts are Chapters 3, 5, 6 and 7, which are intended to be reasonably self-contained so that experienced readers can jump right to these chapters quickly.

- In Chapter 2, we review some main classification techniques and learning algorithms in terms of speed, accuracy and memory requirements on extremely large data sets and discuss why they do not satisfy the desirable goal. In addition, some basic optimization techniques and key issues from other disciplines such as numerical analysis, computer architecture, operating system and parallel computation are described briefly to help researchers implement a high performance learning algorithm. These techniques are also useful for industrial developers.

- In Chapter 3, we propose a general local learning framework to effectively alleviate the complexities of classifier design by means of “divide and conquer” principle and ensemble method. The learning framework consists of a quantization layer which uses generalized learning vector quantization (GLVQ)[95] and an ensemble layer which uses multi-layer perceptrons (MLP). The proposed method is tested on public handwritten character data sets, and it has obtained promising results consistently. In contrast to other methods, the proposed method has been shown to be especially suitable for large-scale real-world classification problems. Nevertheless, this method sets some parameters manually such as the number of prototypes for GLVQ and number of hidden units for MLP. How to set these parameters optimally still requires more heuristic knowledge. In the next chapter, support vector machine will have a capability to determine automatically the structure once the kernel has been selected.

- In Chapter 4, we introduce some basic concepts and ideas of support vector machines and its connection to statistical learning theory. The main goal is to help the readers get some background and understand the details of the
optimization problems in the next chapter. The expert reader may skip this chapter and move on to the next chapter where we start to describe our new fast SVM algorithm.

- In Chapter 5, training a support vector machine on a huge size of data set with thousands of classes is a challenging problem. This chapter proposes an efficient algorithm to solve this problem. The key idea is to introduce a parallel optimization step to quickly remove most non-support vectors, where block diagonal matrices are used to approximate the original kernel matrix so that the original problem can be decomposed into hundreds of sub-problems which can be solved more efficiently. In addition, some effective strategies such as kernel caching and efficient computation of kernel matrix are integrated to speed up the training process. Our analyses of the space and time complexity of the proposed algorithm show that its time complexity grows linearly with the number of classes and size of the data set. In the experiments, many appealing properties of the proposed algorithm have been investigated and the results show that the proposed algorithm has a much better scaling capability than Libsvm and SVM\text{light}. Moreover, the state-of-the-art performances on several large databases have been achieved. Particularly, on MNIST and Hanwang handwritten digit databases, very low error rates of 0.38% and 0.5% have been reached, respectively.

- In Chapter 6, the fast SVM algorithm developed in Chapter 5 is applied to solve the recognition problem of handwritten Chinese characters, which have more than three thousand categories and large shape variations. Feature extraction is one of the most important and difficult elements of learning and it plays a key role in obtaining a high accuracy. We propose a new feature extraction method based on the gradient map of gray-scale images and improve the nonlinear normalization method proposed by Yamada et al.[127]. The experiments have been done on ETL9B, handwritten Chinese character database and a state-of-the-art performance has been achieved at a raw error rate of 1.0%. Moreover, we have designed an effective method to tune the parameters for support vector machines.
• In Chapter 7, a fast iteration algorithm is proposed to approximate the reduced set vectors shared by each binary SVM solution for multi-class classification simultaneously. The iteration algorithm can be applied to the general kernel types such as  \( k(\|x - x'\|^2) \) and  \( k(x^T x') \). In addition, we present a fast block algorithm in the test phase to speed up the classification further. Experimental results have shown that the classification speeds on MNIST and Hanwang handwritten digit databases on P4 1.7 Ghz were about 16,000 and 10,895 patterns per second without sacrificing the classification accuracy of the original SVM system. The speed-up factor of 110 on MNIST database has been achieved.

• Finally, we summarize this thesis in Chapter 8 with some concluding remarks.

1.3 Name conventions

In order to make notations internally consistent, we adopt some general principles as follows. Lower-case bold letters, for example, \( x \), are used to denote vectors, while upper-case bold letters, such as \( A \), denote matrices. Vectors are considered to be column vectors, with the corresponding row vector denoted by a superscript \( T \) indicating the transpose. The notation \( A = (A_{ij}) \) is used to denote that the matrix \( A \) consists of elements \( A_{ij} \). \( (A)_{ij} \) is used to denote the \( ij \) element of the matrix \( A \). \( k \) is used to denote an index or kernel.

The following symbols are used frequently in the thesis and they are listed below:
\( \mathbb{R}^d \)  
\( \mathbf{x} \)  
\( A^T, x^T \)  
\( C_k \)  
\( \epsilon \)  
\( \| . \| \)  
\( \subseteq \)  
\( \mu_k \)  
\( \mathbf{e} \)  
\( P(\cdot) \)  
\( p(\cdot) \)  
\( \Sigma \)  
\( \mathbf{w} \)  
\( \nabla \)  

\( d \)-dimensional real space  
column vector  
transpose  
kth class  
element in set  
norm of a vector  
set inclusion  
mean vector for class \( C_k \)  
vector of ones \( (1, 1, \ldots, 1)^T \)  
probability  
probability density function  
covariance matrix  
normal vector to a hyperplane  
gradien operator
Chapter 2

Main classification methods and computational techniques

In this chapter we first review some main classification methods to show their advantages and shortcomings in terms of accuracy and computational costs when these existing methods are applied to a large data set. These methods include not only traditional ones such as discriminant functions, nearest neighbor-based method, but also modern advanced classifiers such as ensemble methods (Bagging [8] and AdaBoost [45]) and support vector machines. The survey of these methods can provide us some important clues about classifier selection and design. Then some computational tools and techniques are introduced to design an efficient and robust learning algorithm.

2.1 Main classification methods

Many classification methods can be found in the literature. We do not attempt to provide a complete review of existing methods, but rather to describe some of the most important and popular techniques such as discriminant functions, neural networks and kernel-based methods.

2.1.1 Linear and quadratic discriminant functions

Linear discriminant function [40] is a simple and basic classification method. Linear discriminant function performs well when data from different classes are linearly
separable or the covariance matrices of all the classes are identical \cite{40}. The linear function (or hyperplane) is generally written as

\[ g_k(x) = w_k^T x + b_k. \]  

(1)

where \( w_k \) is called the weight vector for class \( C_k \) and \( b_k \) the threshold. When data is linearly separable, the weight vector and threshold can be obtained by perceptron learning rules \cite{93}. For non-separable cases, these parameters can be obtained by assuming that data distribution is gaussian-like or minimizing the mean square error \cite{40}. For a two-class problem, weight vector can be determined by Fisher criterion \cite{42}. Although linear discriminant function can not achieve a high accuracy in most real cases, its appealing property is low computational cost, only \( n \) multiplications and one addition where \( n \) is the dimension of input vector. The expression of dot product can be easily implemented in vector processors and a single processor with stream instruction and multiple data (SIMD) technology that is widely used in Intel Pentium series. Therefore, for a large-scale classification problem with thousands of classes, linear discriminant function is a good choice for pre-classification.

Quadratic discriminant function is one of the popular parametric methods when multivariate normal distribution is used as the class density function. It can be given as

\[ g_k(x) = (x - \mu_k)^T \Sigma_k^{-1} (x - \mu_k) + \log |\Sigma_k| - 2 \log P_k. \]  

(2)

for class \( C_k \) where \( \mu_k \) and \( \Sigma_k \) denote the mean vector and covariance matrix for \( x \) in class \( C_k \), respectively and \( P_k \) is the \textit{a priori} probability for class \( C_k \). Since it employs the covariance matrix, the required computational time and storage is \( O(n^2) \) for \( n \)-component feature vectors. The performance of the quadratic discriminant function is largely sensitive to the estimation errors of a covariance matrix. Kimura et al. \cite{66} proposed a modified quadratic discriminant function (MQDF), where a pseudo-Bayesian estimate \footnote{also called regularized estimate of covariance matrix} of the form \( \lambda \Sigma_0 + (1 - \lambda) \Sigma_k \) [40] is employed where \( \Sigma_0 \) is a diagonal matrix and the data is projected onto \( d \)-dimensional low-rank eigen subspace which is spanned by principal components. As a result, the performance of MQDF is less sensitive to the estimation error of covariance matrix than that of QDF and the computation cost and storage is much less than QDF's, just \( O(nd) \) where \( d \) is usually much smaller than \( n \). MQDF performs very well in handwritten
character recognition [67][68][27]. The possible reason of its success is that the data can support a simple decision boundary such as quadratic and estimates via Gaussian models are stable [52]. The problem of curse of dimensionality can be alleviated to some extent by controlling the dimension $d$ of eigen subspace. Nevertheless, when a large number of training samples are available and problems involve multimodal (multi local maxima) densities, non-parametric methods such as nearest neighbor and support vector machine usually perform better than MQDF.

2.1.2 Prototype methods

Let the prototype consist of $N$ pairs $\{(x_i, y_i)\}$, $i = 1, \ldots, l$ and $y_i$ is the label of sample $x_i$. In most cases, $x_i$ associated with the prototype is typically an example from the training set. The classification of an unseen pattern $x$ is to assign its class to the label of the closest prototype by a distance measure$^2$.

1-nearest neighbor is one of the simple and popular prototype methods, where prototypes are all training samples. The good property is that classification do not need to take into account the form of data density function and its asymptotic probability of error is never greater than twice the Bayesian error [20]. In order to achieve a high accuracy, a huge number of training samples are required. Consequently its computational cost is prohibitively high.

In learning vector quantization (LVQ) due to Kohonen [69], prototypes are placed with respect to the decision boundary to reduce the classification error by attracting the prototypes of the correct class and repelling prototypes of incorrect class. The decision boundary of LVQ is piece-wise hyperplane. LVQ is defined in the form of algorithm, rather than optimization of a cost function, which makes it difficult to analyze its property. Generalized learning vector quantization (GLVQ) [95] adjusts the prototypes based on minimization of classification errors (MCE) [60] and the classification performance is improved. The performance of both methods largely depends on initial prototypes, which are usually set by some clustering methods such as k-means, self-organizing mapping [70]. Compared with 1-nearest neighbor, LVQ usually achieves a better performance and much lower computation cost.

$^2$For example, Euclidean distance.
2.1.3 Feed-Forward Neural Networks

Multi-layer feed-forward neural network is widely applied in pattern recognition. Its success is most likely attributed to the efficiency of gradient-based back-propagation learning algorithm [94] and powerful nonlinear approximation capability. Networks with sigmoidal nonlinearities and two layers of weights can approximate any decision boundary to an arbitrary accuracy [49]. Thus it can be used to model the posterior probabilities of class membership. For multi-layer proceptron (MLP) trained by minimizing a sum-of-square cost function, the network output can be interpreted as the conditional average of the target data when training data is sufficiently large [4].

Nevertheless, many problems such as overfitting and local minima associated with MLP have not been solved yet. One of the most important problems is how to determine the network structure such as connection method and number of layers to achieve a good generalization performance on a large database. Network pruning, a process of deleting the irrelevant weights of a network before invoking inference, can be used to optimize the size of the network. Some methods eliminate the weights with the smallest magnitude [53]. Optimal brain damage [77] and optimal brain surgeon [51] use the information of all second order derivatives of the error function for network pruning. Although these methods can improve the generalization performance, the computational cost of pruning an initial large fully connected network is high. For other methods such as LeNet1 [76] and LeNet5 [79], the network structure is customized manually for the specific application. LeNet1, a small network, is built for USPS handwritten digit database while LeNet5 for MNIST digit database. Both networks contain feature extraction layers, where network weights are locally connected and shared so that the number of free weights are greatly reduced. However, to build such networks requires good prior knowledge.

2.1.4 Ensemble methods

The ensemble method is one way of combining classifiers which are constructed based on data re-sampling. When the outputs of a classifier are interpreted in terms of bias-and-variance decomposition, the ensemble methods mainly reduce the variance of these single classifiers. Bagging [8] and AdaBoost [45] are popular ensemble methods. Bagging employs the bootstrap sampling method to generate training subsets
while the creation of each subset of AdaBoost depends on previous classification results. For two methods, the final decision is made by the majority vote. Numerous experiments [8][2][107][86] have shown that Bagging and AdaBoost are just effective for weak classifiers such as classification tree, neural networks and perform well in a small dataset.

However, on the large data set, two issues for the ensemble methods need to be taken into account. If an ensemble method generate \( N \) classifiers and their outputs are combined, the cost is about \( N \) times as high as a single base classifier. In addition, if the training data set is too large to be stored in memory, the cost of re-sampling can not be ignored. The other issue is that the base classifiers for ensemble method learn the sampling subset, rather than the total set. As a result, if the number of constructed classifiers is not large enough, many training samples will not be learned. As a result, the ensemble method may not perform better than a single base classifier [28].

2.1.5 Kernel-based methods

Kernel method is usually used to estimate the data density function. Suppose we have samples \( x_1, x_2, \ldots, x_i \) that are generated from a probability density function \( f(x) \). The smooth Parzen estimate [89] is given by

\[
f_t(x) = \frac{1}{lh^d} \sum_{i=1}^{i} k\left(\frac{x - x_i}{h}\right).
\]

where \( k \) is kernel function and integrable on \( \mathbb{R}^d \) and \( \int k = 1, x \in \mathbb{R}^d \) and \( h (> 0) \) denotes the bandwidth of the kernel. Under some general conditions \( f_t \) can prove to consistently converge \(^3\) to \( f(x) \) [89]. That is, with enough samples, the kernel method can be used to estimate an arbitrarily complicated unknown density, whatever unimodal and mixture of multi-modals. On the other hand, a large number of samples are required to grow exponentially with the dimensionality of feature space in order to get a good estimate. Once we get non-parametric density estimate for each class, Bayes’s theorem can be applied to classification directly.

If our purpose is classification, the estimation of each class density function separately may be unnecessary and even misleading. For classification, the \textit{posteriori}

\(^3\) converge in mean square
probabilities are sufficient [40]. An estimate of the class density function will increase the extra learning complexity which is more likely to degrade the performance in terms of Occam's razor principle. From the geometric viewpoint, we only need to care about the decision boundary which is relevant to classification. For example, in neural network literature, the center of RBF network is determined by some density estimation method such as clustering. The strategy does not perform best in terms of the above argument.

In recent years support vector machine, one of the kernel methods, plays a key role in pattern classification and has achieved promising performances in many applications such as handwritten digit recognition [24], classification of web pages [57] and face detection [87]. SVM holds many good properties in both theoretical and practical aspects. It maps the original data by means of a Mercer kernel [85] to a high dimensional feature space, where a linear hyperplane with the minimal empirical risk and maximal margin in this feature space is found. Its non-asymptotical error which depends on empirical risk and margin can be bounded using Vapnik-Chervonenkis (VC) theory [121] while the performance of most previous methods can be analyzed only asymptotically. Many problems in pattern recognition such as curse of dimensionality and over-fitting often occur in a finite data set. However, when the suitable kernel and its parameter is selected, these problems seldom happen for SVM even in an infinite dimensional space. The other appealing property of SVM is that its classifier structure is data-driven and automatically determined by solving a constrained convex quadratic programming problem. This avoids customizing the structure manually to achieve a high performance in contrast to a neural network classifier. For example, LeNet5 [79], a variant of convolution network, is highly customized to character recognition and has shown much better performance than fully connected multi-layer perceptron (MLP). Moreover, Training a SVM can achieve a unique global minimum while many local minima exist during the training of a usual neural network.

However, there are two important problems for SVM, which limit its wide applications. One is that the computational cost of existing SVM training algorithms is prohibitively high on a very large data set with thousands of classes. The other is that many support vectors are generated after the optimization process. As a result, its testing speed is very low. Therefore, it is necessary to develop fast algorithms for
SVM's training and testing.

2.2 Computational techniques

The computational cost of a classifier depends on not only its own structure but also to a large extent on the implementation issues related to other research areas such as numerical analysis, computer architecture and operating systems. When we design a classifier for a very large data set, usually there is a large amount of data movement between the CPU and memory, memory and hard disk. Without good design, paging operations and cache misses will occur frequently, which possibly dominates the overall cost. In the communities of machine learning and pattern recognition, these issues are rarely mentioned in the literature. It is important for designers to know some techniques or issues about high performance computation and design their classification algorithm to suit the current processor architecture and operating system in order to make full use of the advanced properties of current processors and operating systems and reduce or avoid data traffic caused by a large amount of data movement. In the following, several techniques or strategies are presented to design a classifier efficiently.

2.2.1 BLAS

In statistical pattern recognition, vector or matrix operations are basic. Basic Linear Algebra Subprogram (BLAS) [74][75][37][38] is a package with the aims of providing an efficient and portable implementation of these operations on high-performance computers, especially those with hierarchical memory and parallel processing capability. The BLAS is divided into three levels: Level 1 BLAS provides a standard interface for vector-vector operations [74], Level 2 BLAS deals with matrix-vector operations, and Level 3 BLAS supports matrix-matrix operations. The performance gain from the optimized implementation strongly depends on the level of the BLAS. In the above three levels, the performance gain of Level 3 BLAS is the most obvious and its optimized implementation usually shows orders of magnitude of speed-ups, compared with naive code generated by compilers. Among the Level 3 routines, the most important one is matrix-matrix multiplication. It is often preferable to partition the matrices into blocks and to perform the operations on these blocks in order to
make full reuse of data which can be stored in cache or local memory. If the involved matrix is of order $n$, the efficient memory blocking can make naive $O(n^3)$ fetch cost become $O(n^2)$ due to the reuse of operands\cite{124}.

BLAS has been implemented on different platforms by hardware vendors such as IBM’s ESSL\cite{4}, Intel’s MKL\cite{5}, SGI’s SCSL\cite{6}. More information about BLAS can be found in BLAS FAQ\cite{7}. These hand-tuned BLAS provides a much higher performance gain than the naive code. Among the optimized BLAS, ATLAS\cite{124}(Automatically Tuned Linear Algebra Software) is an approach for automatic generation and optimization of numerical software across different hardware platforms by generating many versions for the same routine and finding the best to perform the operation using sophisticated search techniques and robust timing mechanisms. ATLAS has been tested on different platforms and its performance is very competitive with that of vendor-supplied BLAS\cite{124}. The software is available in public from the website\cite{8}.

2.2.2 Optimization techniques for processor architecture

In the past decade the exponential growth of computer power in close relation to Moore’s law has made large-scale computing feasible at lower cost. The current processor provides new features and enables software developers to deliver a higher level of performance than previous ones in multi-medial applications ranging from 3-D graphics, video encoding/decoding to intelligent computing (speech recognition, bioinformatic computation et al.). For these applications, a large amount of data have to be processed. One way to increase the performance is to execute several computations in parallel so that multiple computations are done with a single instruction. The single-instruction, multiple-data (SIMD) is a technique to achieve this type of parallel computation. The other way is to optimize the data memory accesses to reduce cache miss and avoid performance penalties due to a large number of paging operations. In order to understand these techniques, it is necessary to know some basic characteristics of modern microprocessor. We use Intel’s P4 processor to illustrate these characteristics due to its cutting-edge performance and popularity. Figure 1

\begin{itemize}
\item \cite{4}http://www.rs6000.ibm.com/software/Apps/essl.html
\item \cite{5}http://developer.intel.com/software/products/mkl/index.htm
\item \cite{6}http://www.sgi.com/software/scsl.html
\item \cite{7}http://www.netlib.org/blas/faq.html
\item \cite{8}http://www.netlib.org/atlas/
\end{itemize}
shows the cache structure of the Pentium 4 processor.

**Pipeline and execution units**

In P4, instructions are fetched and decoded into a sequence of μ ops which are stored in trace cache [55]. This helps to build a long pipeline. For example, the unit that performs the multiplication can start a new multiplication as soon as the old one finishes the first stage. Although it does not make one multiplication operation finish faster, it helps to execute several multiplications simultaneously. In addition, P4 has more execution units, including two arithmetic logical units (ALU) and one float execute units, load/store units. That is, integer addition and floating point multiplication can execute simultaneously per clock cycle. The above mechanisms enhance parallelism.

**Cache and TLBs**

Cache is a set of small, high-speed buffer memories that temporarily store the contents of main memories which are currently used. Accessing the data in cache takes much
less time than in main memory. The processor with a cache memory can spend far
less time waiting for instructions and data to be fetched or stored. That is, cache
memory can alleviate the mis-match between CPU’s and main memory’s speed. Data
is fetched from the main memory to the cache line that is the smallest data transfer
unit. For example, the line size of L1 (the first level cache) in P4 is 64 bytes. So when
you only read one byte from the main memory, you will actually get 64 bytes. From
Figure 1 it can be observed that P4 contains separate data and instruction caches.
L2 (the second level cache) is shared by data and instructions. All caches use LRU
(least recently used) replacement algorithm to update the cache. Table 1 provides
the parameters for L1 and L2 caches in P4 [55].

Table 1: P4 processor cache parameters

<table>
<thead>
<tr>
<th>Level</th>
<th>Capacity</th>
<th>Associativity</th>
<th>Line Size(bytes)</th>
<th>Write Update Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>8 KB</td>
<td>4</td>
<td>64</td>
<td>write through</td>
</tr>
<tr>
<td>L2</td>
<td>256 KB or 512 KB</td>
<td>8</td>
<td>64</td>
<td>write back</td>
</tr>
</tbody>
</table>

In Table 1, the concepts of some cache parameters are referred to [90][108].

TLBs (Translation Look-aside Buffers) store the most recently used page-directory
and page-table entries. They speed up memory accesses when paging is enabled by
reducing the number of memory accesses that are required to read the page tables
in system memory. When TLBs do not contain the translation information for a
requested page, extra bus cycles to page directory and page tables in memory are
performed. As a result, the cost will be increased. The TLBs are usually active in
protected mode with paging enabled. Table 2 shows the parameters for data and
instruction TLBs in P4 processor [55].

Table 2: P4 processor TLB parameters

<table>
<thead>
<tr>
<th>Category</th>
<th>Entries</th>
<th>Associativity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction TLB (4-KByte Page)</td>
<td>128</td>
<td>4</td>
</tr>
<tr>
<td>Data TLB (4-KByte Page)</td>
<td>64</td>
<td>Fully set</td>
</tr>
</tbody>
</table>
SIMD technology

SIMD (Single instruction and multi-data) is a technology to execute several computations in parallel. Figure 2 shows a typical SIMD computation [55], where four packed data elements (X1, X2, X3, X4, and Y1, Y2, Y3, Y4) are operated in parallel. The same operation (OP) is applied to the corresponding pair of data elements (X1 and Y1, X2 and Y2, X3 and Y3, and X4 and Y4). The results of the four parallel computations are stored as a set of four packed data elements. For example, op is multiplication and data type is single-precision float point. That is to say, a single instruction can simultaneously perform four float-point multiplications. Therefore, this is a useful technique for processing vector data. Nevertheless, SIMD technology has a high demand of data caching. If an SIMD instruction starts, data is still in the main memory, instead in L1 cache. The operation stalls and waits for fetching data from the main memory. It will take more CPU cycles. In the following subsection, some empirical rules are recommended for a better data caching.

Rules for data caching

Cache blocking is an important technique that reduces the bus traffic and makes maximal reuse of L1 and L2 caches and reduces the cache miss rate and thereby improves the memory utilization performance. This technique has been successfully
applied to high performance computation in memory-hierarchy computers [125]. The basic idea is that if an application uses a large data set that can be reused multi-times the performance gain can be obtained by dividing the large data set into groups which are small enough to fit in the cache. Although many techniques in the P4 processor can be used to improve memory utilization, we just focus on some general rules that can be suitable for different platforms. The main points are summarized as follows:

- Alignment of data. Data are aligned on their nature size address boundary. For example, the base address of 32-bit data is a multiple of four. In P4, the size of a cache line is 64 bytes. Therefore, a 64-byte or greater data structure or array should be aligned so that its base address is a multiple of 64. Accesses across the cache line boundary will incur a significant performance penalty.

- Data are contiguous. When data is contiguous, the space locality is increased. As a result, the cache hit ratio will be increased when these data are sequentially accessed since most processors support automatic local data prefetch.

- Re-organize the data and enable vectorization. The purpose is to make use of SIMD technology to speed up computation. For example, we calculate the dot product of an array of 2-D vector and a fixed vector. In general, we can define the following data structure:

```c
struct vector {
    float x;
    float y;
} VecArray[256];
vector a;
float dotProduct[256];
```

Initialize a and VecArray:
```c```
```
for (int i = 0; i < 256; i++)
    dotProduct[i] = a.x * VecArray[i].x + a.y * VecArray[i].y;
```
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float xVecArray[256];
float yVecArray[256];
float aX[4];
float aY[4];
float dotProduct[256];
Initialize xVecArray, yVecArray, aX and aY, where x component of the fixed vector is duplicated into the four slots, the same for y component of the fixed vector.
float *p1, *p2, *p3;
p1 = xVecArray;
p2 = yVecArray;
p3 = dotProduct;
for ( int i = 0; i < 64; i++)
{
    movaps xmm0, p1;
    movaps xmm1, p2;
    mulps xmm0, aX;
    mulps xmm1, aY;
    addps xmm0, xmm1;
    movaps p3, xmm0;
    p1 += 4;
    p2 += 4;
    p3 += 4;
}

In the implementation of SIMD, xVecArray, yVecArray, aX, aY and dotProduct are aligned to a 16-byte boundary and the four dot products in the inner loop are calculated, compared with one dot product in the traditional X87 FPU implementation. This computation is more efficient due to the intrinsic parallelism of SIMD operations.

- Block a large data set that will be re-used many times. The large data set is divided into several groups, each of which can fit into an L2 cache. An aligned contiguous workspace is allocated. These group data sets are copied to the workspace and operations are performed in the workspace. The benefit is to
increase the cache hit rate. At the same time, TLB misses will be reduced. The technique is very useful for a large-scale learning algorithm since the data set is usually passed many times and is large so that it can not be fit into the memory. Sometimes even though data can be stored in the memory, the finite TLBs can not contain all page numbers of these data set.

2.2.3 Parallel algorithm on multi-processors

The performance of uniprocessor, driven by the microprocessor, has been considerably enhanced. But its power is still limited when a large-scale computation is required. Parallel machines may play an increasingly important role in the future. The way to improve the performance of a uniprocessor is to construct a distributed-memory parallel machine which consists of many off-the-shelf microprocessors and pieces of network equipment which are in charge of communications between microprocessors. In the literature of pattern recognition and machine learning, less work has been done to design a learning algorithm to run on parallel machine although parallel computing is a high demand for a large-scale learning. Aberdeen et al. [1] designed a cluster of 196 Pentium III processors to train a neural network which consists of about two million adjustable parameters for Japanese Optical Character Recognition. The cluster runs with an average performance of 163 GFlops per second and a price/performance ratio of 92.4 cents/MFlops/s has been achieved, which is very attractive. But Aberdeen et al. did not design a parallel training algorithm which is better fit into the cluster.

In the parallel machines which consist of multi-processors, insufficient parallelism and long latency network communication are the two biggest challenges [90]. The problem of an inadequate parallelism can be alleviated primarily in software with an algorithm that has a better parallel performance. The latter can be dealt with by the architecture and network hardware, communication software. When a single microprocessor becomes more powerful and network communication is a bottleneck, designing a better parallel learning algorithm becomes more important. Several empirical rules are recommended to design a good parallel learning algorithm:

- Block the original problem into sub-problems. Full attention must be paid to reduce the dependency among these sub-problems for maximal parallelism.

- The data for each sub-problem are stored locally as much as possible in order
to reduce the communication cost of the network.

- The algorithm for solving sub-problems is optimized to fit the memory-hierarchy microprocessor.

2.3 Summary

In this chapter we review some main classification techniques in the literature and point out their advantages and shortcomings in terms of accuracy and computational cost when they are applied for the classification of a large dataset. Then some useful optimization techniques related to computer architecture are presented and general optimized principles are suggested to help design a fast, robust and industry-strength classifier. These techniques may be useful for readers who are interested in an efficient implementation of a classifier to solve real-world classification problems.
Chapter 3

Local Learning Framework

3.1 Introduction

Over the last decade, neural networks have been widely applied to solve very complex classification problems in the real world. There is a growing realization that these problems can be facilitated by the development of multi-net systems [105]. Multi-net systems can provide feasible solutions to some difficult tasks that could not be solved by a single net. A single neural net often exhibits the overfitting behavior which results in a weak generalization performance when trained on a limited set of data. Some theoretical and experimental results [72][118] have shown that an ensemble of neural networks can effectively reduce the variance that is directly related to the classification error.

A number of studies have addressed the problem of the construction of a multi-net system to achieve a better performance. The ensemble ("committee") and modular combination are two basic methods used to construct multi-net systems. The two popular ensemble methods are Bagging [8] and AdaBoost [45]. Bagging employs the bootstrap sampling method to generate training subsets while the creation of each subset in AdaBoost depends on previous classification results. Unlike Bagging, AdaBoost obviously attempts to capture classification information of "hard" patterns. However, the flaw is that it can also easily fit the noise in the training data. In modular combination, the task or problem is decomposed into a number of subtasks, and a complete task solution requires the fusion of outputs of all the modules [105]. Jacobs [59] proposed a mixture-of-experts model that consists of expert networks and
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a gating network. The training goal is to have the gating network learn an appropriate decomposition of the input space into different regions and switch the most suitable expert network to generate the outputs of input vectors falling within each region. In the model, it is assumed that data in local regions has a gaussian distribution, which is usually not true for a complex data distribution. Further, the model only selects the most suitable expert network to make a decision, rather than combining the decisions of different expert networks. Most experiments show that an ensemble method in a local region is more effective than the individual best neural network.

In this chapter, we present a method to construct a hierarchical local learning framework for pattern classification to systematically address the above problems. The framework consists of two layers. In the first layer, the Learning Vector Quantization (LVQ) approach is used to partition the pattern space into clusters or subspaces. In the second layer, different ensembles of local learning machines that are trained in local neighborhood regions are combined to make the final decision. LVQ which minimizes the average expected misclassification error, builds piecewise linear hyperplanes between neighboring codebook vectors to approximate Bayes decision boundary [71]. Due to the complex shape of decision boundary in real-world classification problems, approximation by piecewise linear hyperplanes results in approximation error. We have to use more powerful neural network ensembles in order to improve and fine-tune the approximation of the Bayes decision boundary.

The remainder of the chapter is organized as follows. First, the learning framework is presented, followed next by a discussion on how to choose the right models. In Section 4 we provide experimental results on several public databases of handwritten characters to illustrate the advantage of the proposed method. The conclusions are given in Section 5.

3.2 Formulation of learning framework

We start with formally defining each part of the proposed learning framework. Fig. 3 shows a basic structure of the system that consists of a vector quantization layer and an ensemble layer.
Figure 3: A general local learning framework. Here local learning machines denote classifiers that are designed in local regions.

### 3.2.1 Vector quantization

Vector quantization can be viewed as low cost signal compression method where most information is stored in a number of codebook vectors. The classical mean square error (MSE) criterion is often assumed as a design criterion. It has been shown that for labelled patterns an increase of the codebook size resulting in increased MSE accuracy does not necessary lead to an accurate reproduction of the Bayes rule [26]. Following Bayes decision philosophy Kohonen intuitively introduced LVQ1, which utilizes information about the class to which a pattern belongs [70]. It has been shown [25] that Kohonen’s LVQ1 which does not minimize some explicitly risk function also does not minimize the Bayes risk. Juang & Katagiri [60] proposed an effective discriminant learning scheme called Minimum Classification Error (MCE) approach that minimizes the expected loss in Bayes decision theory by a gradient descent procedure. Several generalized LVQs schemes based on the MCE [61][95][96] have been proposed. In this paper we adopt the generalized learning vector quantization (GLVQ) approach [95][96] due to the fact that convergence of reference vectors is guaranteed [97].

Let \( \mathbf{m}_{kr} \) be the \( r \)-th reference vector in class \( C_k \). Let \( \Lambda_k = \{ \mathbf{m}_{kr} | r = 1, \ldots, N_k \} \), \( k = 1, \ldots, c \) where \( c \) is the number of classes, and \( \Lambda = \bigcup_{k=1}^{c} \Lambda_k \) is the collection of all reference vectors. The feature space region for class \( C_k \) is \( \mathcal{R}_k \). Suppose that input
vector \( x \in \mathcal{R}_k \) is presented to the system. Define discriminant function \( g_k(x; \Lambda) \) of class \( \mathcal{C}_k \) as follows:

\[
g_k(x; \Lambda) = -d_k = -\min_r \| x - m_{kr} \|^2 = -\| x - m_{ki} \|^2,
\]

where \( \| . \| \) denotes the Euclidean norm. The misclassification measure \( \mu_k(x; \Lambda) \), is defined as follows:

\[
\mu_k(x; \Lambda) = \frac{-g_k(x; \Lambda) + g_l(x; \Lambda)}{g_k(x; \Lambda) + g_l(x; \Lambda)} = \frac{d_k - d_l}{d_k + d_l}.
\]

where \( g_l(x; \Lambda) = \max_{i \neq k} g_i(x; \Lambda) = -d_l = -\| x - m_{lj} \|^2. \) If \( \mu_k(x; \Lambda) \geq 0 \) then \( x \) is misclassified, and \( \mu_k(x; \Lambda) < 0 \) corresponds to the correct decision.

In Bayes decision theory, we often minimize a risk function to obtain the optimal decision. In order to make loss function differentiable, we use a “soft” nonlinear sigmoid function instead of a “hard” zero-one threshold.

\[
l_k(x; \Lambda) = l_k(\mu_k(x; \Lambda)) = \frac{1}{1 + \exp(-\xi(t)\mu_k(x; \Lambda))} (\xi > 0).
\]

Our cost function is an empirical loss given by

\[
L(\Lambda) = \frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{c} l_k(x_i; \Lambda) 1_{(x_i \in \mathcal{R}_k)}
\]

where \( N \) is the number of training samples and \( 1_{(\cdot)} \) is an indicator function. The cost function can be minimized by a gradient descent procedure

\[
\Lambda_{t+1} \leftarrow \Lambda_t - \epsilon(t) \nabla L(\Lambda_t)
\]

where \( \Lambda_t \) denotes the parameters set at the \( t \)-th iteration and \( \epsilon \) is the learning rate. Then according to equation (8) the learning rules for the reference vectors can be written

\[
m_{ki} \leftarrow m_{ki} + 4\epsilon(t)\xi(t)l(\mu_k)(1 - l(\mu_k))\frac{d_l}{(d_k + d_l)^2}(x - m_{ki})
\]

\[
m_{lj} \leftarrow m_{lj} - 4\epsilon(t)\xi(t)l(\mu_k)(1 - l(\mu_k))\frac{d_k}{(d_k + d_l)^2}(x - m_{lj}).
\]
3.2.2 Construction of ensembles

After performing vector quantization, each reference vector can be regarded as a cluster center. Although we can collect training subsets for each cluster by the nearest neighboring rule and train local learning machines on these subsets, we face the following limitations:

1. The numbers of training samples in some of these subsets are not large enough; as a result, classifiers designed from these subsets will exhibit weak generalization ability.

2. This method ignores information contained in the "boundary patterns" between neighboring clusters while most misclassification errors occur near these boundaries.

In order to overcome the above problems, we add neighboring samples into the training subsets. The procedure can be summarized as follows:

**Collect training subsets**

**Input:** A series of training samples \( x_1, x_2, \ldots, x_N \), reference vectors \( m_i, \ i = 1, \ldots, \sum_{k=1}^c N_k \); \( S_j, j = 1, \ldots, \sum_{k=1}^c N_k \), where \( N \) is the number of samples, \( c \) and \( N_k \) denote the number of classes and the number of reference vectors for class \( C_k \), respectively.

**Output:** training subsets \( S_j, j = 1, \ldots, \sum_{k=1}^c N_k \).

**Initialize:** Set sets \( S_j \) to be empty.

for \( p = 1 \) to \( N \)

1. For sample \( x_p \) find \( L \) nearest neighboring reference vectors, i.e.,

\[
\begin{align*}
    i_1 &= \arg \min_i \| x_p - m_i \| \\
    i_k &= \arg \min_{i \notin \{i_1, i_2, \ldots, i_{k-1}\}} \| x_p - m_i \|
\end{align*}
\]

where \( \| . \| \) denotes the Euclidean norm and \( k = 1, \ldots, L \).

2. Inject sample \( x_p \) into \( L \) training subsets

\[
S_j = \{ x_p \} \cup S_j \ j \in \{i_1, i_2, \ldots, i_L\}
\]
end for

From the above procedure, we can observe that the obtained sets $S_j$ are partially overlapping. Next, we build the ensemble of networks following the Bayesian framework. We employ neural networks to model the posteriori probability by a mixture of the neighboring expert nets, i.e.,

$$P(C_k|x) = \sum_{i=1}^{L} P(e_i)P(C_k|x, e_i) \quad k = 1, \ldots, c.$$  \hspace{1cm} (10)

Here we assume that all expert nets $e_i$, $i = 1, \ldots, L$ are independent. $P(e_i)$ denotes a priori probability of expert net $e_i$ and $P(C_k|x, e_i)$ means posteriori probability for expert net $e_i$.

Finally, the classification procedure for a new pattern can be summarized as follows:

1. Calculate Euclidean distances between a new pattern $x$ and reference vectors.
2. Find $L$ closest reference vectors to $x$.
3. Feed new pattern $x$ into the expert nets located at $L$ reference vectors and calculate their outputs.
4. Calculate posteriori probability $P(C_k|x)$ of the class label according to Eq. (10).
5. The final decision is the label maximizing $P(C_k|x)$, $k = 1, \ldots, c$.

### 3.3 Model selection

The framework introduced in section 2 can be applied to different learning models. Thus model selection plays an important role in the overall performance of the designed system. Although some clustering models such as self-organizing maps [71] are available for vector quantization, these models have a common flaw due to the fact that they use the MSE criterion, which is not directly related to the Bayes risk minimization. To avoid this problem we select GLVQ vector quantization scheme.

GLVQ assumes that initial positions and number of reference vectors of each class are known while in practice this information is usually not available. It is well
known that initial positions of reference vectors have a great impact on the final performance of some clustering algorithms such as self-organizing maps, LVQ and neural gas. LVQ typically employs k-means algorithm on the training data of each class to obtain initial positions of the reference vectors. However, the classical k-means algorithm often converges to a “bad” local minimum. Further, high computation cost often renders k-means algorithm unfeasible for large-scale clustering. Here we use an algorithm proposed by [7], which uses k-means algorithm and “smoothing” procedure to refine the initial points. That is, multiple sub-samples J are drawn and clustered independently with K centers via the k-means method. Then each of J solutions is refined among K * J centers using k-means and one of the solutions having the minimal distortion over K * J centers is chosen. This algorithm is especially suitable for large-scale clustering tasks since clustering occurs only on sub-samples and the solution is not easily corrupted by “outliers”.

In the ensemble layer, multi-layer perceptron (MLP) [94] is used as a local learning machine due to two reasons: first, powerful nonlinear decision capability of the MLP can be used to discriminate “hard” patterns; second, combination of the component experts decisions can be motivated by the posteriori probabilistic interpretation of the outputs.

Finally, we use a simple averaging method to combine component expert nets because the priori probability of each expert net is unknown.

3.4 Experimental results

In this section, we present test results for our learning framework applied to several public data sets of handwritten characters. We thoroughly discuss the results of experiments, describe some related design parameters and discuss some practical implementation issues. In addition, we provide an extensive performance comparison with other popular classifiers.

In our experiment, linear normalization and feature extraction based on the stroke edge are applied. All character images are size-normalized to fit the 32 x 32 box while their aspect ratios are preserved. Also, a directional feature from the gradient of gray scale image [46] is extracted by using the Robert edge operator. That is, we first use the mean 3 x 3 filter to smooth the image. Subsequently the smoothed
image is divided into $9 \times 9$ blocks. In each block, the strengths of the gradients with
each of 32 quantized gradient directions are accumulated, so that the 81 gradient
directional spectra of the original image are generated. The spatial resolution is
reduced from $9 \times 9$ to $5 \times 5$ by down sampling with a $5 \times 5$ gaussian filter. Similarly
the directional resolution is reduced from 32 to 16 by down-sampling with a $1 \times 5$
one-dimensional gaussian filter. Finally a feature vector of size 400 (5 horizontal, 5
vertical and 16 directional resolutions) is produced. Since most components of the
feature vector are zero, principal component analysis can be employed to compress
the highly dimensional feature vector to a 160-dimensional vector, which is then used
in all subsequent experiments.

Before we present the results of experiments, we discuss some related design pa-
rameters. For GLVQ, we first use Bradley’s algorithm [7] to determine the initial
positions of twelve reference vectors within the training data set of each class. In
equation (6), $\xi(t)$ is set to $(t/T + \xi_0)$ rather than $t$ as recommended by Sato [96],
where $t$ denotes the number of epochs in which all training samples are involved, $T$
denotes the number of training samples, and $\xi_0$ is set to 0.05. The reason for that is
already high (> 90%) classification rate on the training set after the initialization of
GLVQ, and thus too small a value of $\xi_t$ will result in a large penalty, which causes re-
ference vectors to be adjusted dramatically. The principle used here is consistent with
that of setting initial temperature in the deterministic annealing [23]. The learning
step size decreases linearly with the number of steps $t$, i.e., $\alpha(t) = \alpha_0 \times (1.0 - t/t_{\max})$
with $\alpha_0 = 0.01$, where $t_{\max}$ is equal to the number of epochs times the number of training
samples. The number of epochs is set to 200. The ensemble layer of local learning
machines consists of multi-layered perceptrons (MLP) with single hidden layers of 40
units each. The networks employ sigmoid activation functions $1.0/(1.0 + \exp(-a))$.
All MLP’s are trained with the gradient method using momentum factor. The mo-
mentum factor and initial learning step size are set to 0.9 and 0.25, respectively. The
number of component expert nets $(L)$ is set to 15.

3.4.1 Handwritten digit databases

The first two experiments were performed on two well-known MNIST and CEN-
PARMI databases of handwritten digits. MNIST database consists of 60,000 training
samples and 10,000 test samples. All digits have been size-normalized and centered in
a 28×28 box. CENPARMI database consists of 6000 samples. We use 4000 samples for training and 2000 samples for testing.

<table>
<thead>
<tr>
<th>Method</th>
<th>Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLVQ</td>
<td>0.8</td>
</tr>
<tr>
<td>HONG network</td>
<td>2.4</td>
</tr>
<tr>
<td>Multiply similarity</td>
<td>3.1</td>
</tr>
<tr>
<td>MQDF</td>
<td>1.4</td>
</tr>
<tr>
<td>Soft Margin</td>
<td>1.1</td>
</tr>
<tr>
<td>Tangent Distance</td>
<td>2.4</td>
</tr>
<tr>
<td>K-NN Euclidean</td>
<td>0.7</td>
</tr>
<tr>
<td>Boosted LeNet4</td>
<td>0.95</td>
</tr>
<tr>
<td>LeNet5</td>
<td>0.99</td>
</tr>
<tr>
<td>Proposed method</td>
<td>1.1</td>
</tr>
<tr>
<td>LeNet4/k-NN</td>
<td>1.1</td>
</tr>
<tr>
<td>LeNet4/Local</td>
<td>1.1</td>
</tr>
<tr>
<td>LeNet4</td>
<td>1.1</td>
</tr>
<tr>
<td>LeNet1</td>
<td>1.7</td>
</tr>
<tr>
<td>400-300-10 MLP</td>
<td>1.6</td>
</tr>
<tr>
<td>RBF network</td>
<td>3.6</td>
</tr>
<tr>
<td>PCA+Polynomial</td>
<td>3.3</td>
</tr>
<tr>
<td>Pairwise linear</td>
<td>7.6</td>
</tr>
<tr>
<td>Baseline linear</td>
<td>8.4</td>
</tr>
</tbody>
</table>

Figure 4: Error rates of different methods on the test set of MNIST database. Each bar represents a classifier.

Figure 4 compares the performances of different algorithms tested on the MNIST database. The proposed method is used on the original MNIST database and achieves a good performance with 0.99% substitution error, which is comparable to 0.95% error rate of LeNet5 [78][79], one of the best classifiers on the market. Boosted LeNet4 [78] is the state-of-art result classifier, but it was trained on a perturbed MNIST database, where the training set was augmented with artificially altered versions of the original training samples. Further, the method proposed by us clearly outperforms the best discriminant method called the Modified Quadratic Discriminant Functions (MQDF) [27]. It can be deduced from the Table 3 that the proposed method scales well to a small database of handwritten digits.
Table 3: Comparisons of different methods on CENPARMI database(\%)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Recognized</th>
<th>Substituted</th>
<th>Rejected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suen et al. [110]</td>
<td>93.05</td>
<td>0.00</td>
<td>6.95</td>
</tr>
<tr>
<td>Cho [17]</td>
<td>96.05</td>
<td>3.95</td>
<td>0.00</td>
</tr>
<tr>
<td>S.W LEE [81]</td>
<td>97.80</td>
<td>2.20</td>
<td>0.00</td>
</tr>
<tr>
<td>400-20-10 MLP [28]</td>
<td>96.20</td>
<td>3.80</td>
<td>0.00</td>
</tr>
<tr>
<td>400-20-10 MLP+AdaBoost [28]</td>
<td>97.20</td>
<td>2.80</td>
<td>0.00</td>
</tr>
<tr>
<td>MQDF [27]</td>
<td>98.00</td>
<td>2.00</td>
<td>0.00</td>
</tr>
<tr>
<td>GLVQ</td>
<td>96.30</td>
<td>3.70</td>
<td>0.00</td>
</tr>
<tr>
<td>proposed method</td>
<td>98.10</td>
<td>1.90</td>
<td>0.00</td>
</tr>
</tbody>
</table>

3.4.2 NIST lowercase database

NIST database of handwritten lowercase characters consists of 26,000 training samples and 12,000 test samples. In the training set, each category contains 1000 samples. The database contains some uppercase and noisy garbage patterns that do not belong to any of the 26 categories. About 6\% of these patterns are highly confusing patterns such as “q” and “g”, “i” and “l”, which can barely be identified by humans (refer to Fig. 5 for typical examples). We thus cleaned the database and discarded test samples of three categories including “q”, “i” and “g”. Consequently, we obtained a training set with 23,937 samples and a test set with 10,688 samples.

Automatic recognition of handwritten lowercase characters without context information is a challenging task. In the past ten years, a great progress has been made in the handwritten character recognition field, especially in the on-line and off-line digit recognition. A quick scan of the table of contents of *IEEE Transactions on Pattern Analysis and Machine Intelligence*, *IEEE Transactions on Neural Networks*, *IEEE Transactions on Systems, Man, and Cybernetics, Pattern Recognition, International Journal of Pattern Recognition and Artificial Intelligence, Pattern Recognition Letters, The International Workshop on Frontiers in Handwriting Recognition and The International Conference on Document Analysis and Recognition* since 1990’s reveals that little work has been done on the recognition of handwritten lowercase characters. There is no benchmark to compare different algorithms on the same database.

Srihari [109] extracted some structural features such as 4-directional concaves,
Figure 5: Confusing patterns in NIST lowercase database.

strokes (horizontal, vertical and diagonal), end-points, cross-points using morphological operators and three moment features and implemented a neural network classifier trained on NIST lowercase training subset with 10,134 samples using the above features. The recognition rate on the modified NIST lowercase test set with 877 samples was 85%. Toshihiro [84] extracted and combined three different stroke/background and contour-direction features. The proposed classifier is a three-layer MLP network trained on a NIST training subset with 10,968 samples. The recognition rate for lowercase characters on the modified NIST test subset with 8,284 samples was 89.64%. Obviously, the above researchers discarded some samples of the original test set. In summary, the above experimental results indicate that techniques of recognizing handwritten characters are far away from maturity. They differ from techniques applied in handwritten digit recognition in that there exists a greater overlap among class patterns. Similar patterns are distributed as clusters. This also motivates the usage of local ensembles to capture the discriminative information of “boundary” patterns.

In the experiment, we pick up confusing patterns from the categories “g” and “q” and put them into a new category. Twenty-two classes are assigned to eight prototype vectors and five classes with a small quantity of data to four prototype vectors. The
Figure 6: Error rates of different methods on the test set of NIST lowercase database, each bar represents a classifier.

Table 4: Cumulative recognition rate of the proposed method (%)  

<table>
<thead>
<tr>
<th>Candidate</th>
<th>top rank</th>
<th>2 ranks</th>
<th>3 ranks</th>
<th>4 ranks</th>
<th>5 ranks</th>
</tr>
</thead>
<tbody>
<tr>
<td>recognition rate</td>
<td>92.34%</td>
<td>96.9%</td>
<td>98.09%</td>
<td>98.46%</td>
<td>98.85%</td>
</tr>
</tbody>
</table>

MLP in the ensemble layer contains 40 hidden units. The experimental results are illustrated in Fig. 6.

In practical handwriting recognition that integrates segmentation and classification or makes use of postprocessing, the classifier does not necessarily output a unique class. The cumulative accuracy of top ranks is also of practical importance. Table 4 shows the cumulative recognition rate of the proposed method.

3.4.3 CENPARMI lowercase database

Due to some problems with the NIST lowercase database, we collected samples from university students and built a lowercase database. All samples are clean and preserve
a complete stroke structure. Patterns within the same category have a large variety of shapes. The lowercase samples are stored in binary format with a scanning resolution of 300 DPI. The database contains samples from 195 writers. We divide the samples into training set and test set according to writer identities. The samples of randomly selected 120 writers are used as training set and the rest as test set. As a result, the training set consists of 14,810 samples and test set contains 8,580 samples. Fig. 7 shows some samples in the database.

![Samples in CENPARMI lowercase database.](image)

In this experiment, we do not only evaluate the performance of the proposed method but also investigate several factors that have an effect on the overall performance. First, we outline the designed parameter setting. The number of reference vectors of each class is set to 8 and MLP in the ensemble layer has 40 hidden units. Other parameters are the same as those in the first experiment. In order to better evaluate the performance, several other classifiers including boosted MLP are used for a comparison with the proposed method. The results of the experiments are depicted in Fig. 8.

It can be observed that the proposed method outperforms the boosted MLP. AdaBoost is not as powerful as one might expect. It almost does not boost the MLP classifier although training error is reduced to zero by combining 15-component MLPs.

Second, we investigate the effect of the number of prototype vectors on the GLVQ
Figure 8: Error rates of different methods on the test set of CENPARMI lowercase database, each bar represents a classifier.

performance. Too many prototype vectors will result in overfitting the data while too few cannot capture the distribution of the samples within each class. Fig. 9 shows the relationship between GLVQ performance and the number of prototype vectors within each class.

Finally, we verify the claim that minimizing the MSE error does not directly result in a reduction in the error rate. Here the mean squared error is defined as

\[ MSE = \frac{1}{N} \sum_{t=1}^{N} \min_{m_{kr} \in A} \| x_i - m_{kr} \|^2. \]  

We plot function curves of MSE, the empirical loss (see eq. (7)) and training error rate versus the number of iterations in Fig. 10.

In Fig. 10 MSE is monotonically increasing and the empirical loss and training error rate are monotonically decreasing. Thus minimization of the empirical loss and that of the training error rate are consistent. However, minimization of MSE is not necessarily linked to a reduction of the training error rate. This also indicates that most clustering algorithms such as SOM that minimize the mean square error are not suitable for classification [71].
Figure 9: Relationship between GLVQ performance and the number of reference vectors per class.

3.5 Conclusions

In this work, we proposed a general local learning framework to alleviate the complexity problem of classifier design. Our method is based on a general "divide and conquer" principle and ensemble. According to this principle, a complex real-world classification problem can be divided into many sub-problems that can be easily solved. Ensemble method is used to reduce the variance and to improve the generalization ability of the neural network.

We also designed an effective method to construct a good ensemble on the varied training subset. Ensembles trained on subsets can effectively capture the information of "boundary patterns" that play an important role in classification. Our method was extensively tested on several public handwritten character databases, including databases of handwritten digits and lowercase characters. It consistently achieved a high performance.

The proposed method can be easily scaled to a small training set while still preserving a good performance. But it is especially suitable for a large-scale real-world classification tasks such as Chinese and Korean character recognition. The results are very encouraging and strongly suggest to apply the proposed method to data mining
Figure 10: Function curves of MSE, the empirical loss and training error rate versus the number of iterations.

of real-world data.
Chapter 4

Support Vector Machines

This chapter gives a brief introduction to support vector machines and provides readers with a basic background for understanding the fast SVM training and testing algorithms described in Chapters 5 and 7. We try to keep the presentation in a self-contained way to ensure that these materials are easily understood and suitable for the interested readers who may not work directly in the machine learning domain and like to apply SVM to solve problems in their own domains. The maximal margin classifier on the data which are linearly separable is first presented to introduce some important concepts for SVM such as margin and dual representation. From this simple model the readers can gain some geometric intuitions on how SVM works. Then soft margin classifier is introduced to handle non-separable cases in the original space. The limited power of linear SVM in the original space motivates the introduction of nonlinear SVM which applies a kernel to implicitly map the data into a high dimensional feature space so that the separable capability is enhanced while keeping the computational efficiency. After that, the generalization theory is used to explain why SVM usually exhibits a good generalization performance. Finally, a detailed description of Sequential Minimal Optimization (SMO)[91][63] is given since it is used in a fast algorithm presented in Chapter 5. More information about SVM and kernel methods can be found in books [121][21][104]. Readers who have a good background in SVM can skip this chapter and go to the next one.
4.1 Maximal margin classifier

A hyperplane in $\mathbb{R}^d$ can be written as

$$\{x \in \mathbb{R}^d \mid < w, x > + b = 0\}.$$  \hfill (12)

where $x \in \mathbb{R}^d$ and $< \cdot, \cdot >$ denotes inner product. The $w$ is a vector orthogonal to the hyperplane. The hyperplane splits the input space $\mathbb{R}^d$ into two half spaces which correspond to the inputs of two classes. Fig. 11 illustrates a hyperplane for separating data set for two classes.

![Hyperplane for separating data](image)

Figure 11: A hyperplane for separating data for two classes.

Then we give the definition of linear separable data set.

**Definition 4.1.** (Linearly separable data) Given that training samples $\{(x_i, y_i)\} \subseteq X \times Y$, where $X \subseteq \mathbb{R}^d$, $Y = \{-1, 1\}$ and $i = 1, \ldots, l$. The data is linearly separable if there exists a hyperplane such that $y_i(< w, x > + b) > 0$.

The linearly separable hyperplane equation $< w, x > + b = 0$ is represented by $w$ and $b$. By multiplying both $w$ and $b$ by the same non-zero factor, we can obtain the same hyperplane equation. In order to remove the scaling freedom, a unique scaling factor will be determined. First, we find two hyperplanes which are parallel: one $H_+$ is the closest to positive samples; the other $H_-$ to negative samples. Let subset $\Omega_+$ which corresponds to positive inputs; $\Omega_-$ which corresponds to negative inputs. Then we can obtain

$$-b_+ = \min_{x \in \Omega_+} < w, x >,$$  \hfill (13)
\[-b_- = \max_{x \in \Omega_-} \langle w, x \rangle, \tag{14}\]

Then \(H_+ : \langle w, x \rangle + b_+ = 0\) and \(H_- : \langle w, x \rangle + b_- = 0\). Let \(b = (b_+ + b_-)/2\) and \(\delta = (b_- - b_+)/2\). Since two-class data are linearly separable, \(\delta\) is non-zero. Therefore, \(H_+\) and \(H_-\) can be rewritten as

\[
H_+ : \langle \frac{w}{\delta}, x \rangle + \frac{b}{\delta} = 1, \tag{15}
\]

\[
H_- : \langle \frac{w}{\delta}, x \rangle + \frac{b}{\delta} = -1. \tag{16}
\]

Then the scaled separating hyperplane becomes \(\langle \frac{w}{\delta}, x \rangle + \frac{b}{\delta} = 0\). Therefore, we can define a canonical form of a hyperplane which removes the scaling freedom.

**Definition 4.2. (Canonical hyperplane [104])** The pair \((w, b)\) is called a canonical form of the hyperplane with respect to \(x_1, x_2, \ldots, x_l\), if it is scaled such that

\[
\min_{i=1,\ldots,l} |\langle w, x_i \rangle + b| = 1, \tag{17}
\]

which indicates that the points closest to the hyperplane have a distance of \(1/\|w\|\).

In Fig. 12, the margin, defined as the distance from the closest point to the hyperplane \(\langle w, x \rangle + b = 0\), is \(1/\|w\|\). In order to enable the separating hyperplane generalize well, the maximal margin should be sought in terms of the geometric intuition now. The reason why the hyperplane with a maximal margin performs well will be explained using the generalization theory in a later section.

Now we need to find the optimal hyperplane with the maximal margin. The problem can be formulated as a linearly constrained quadratic programming problem as follows:

\[
\min_{w, b} \frac{1}{2} \|w\|^2 \quad \text{subject to} \quad y_i(\langle w, x_i \rangle + b) \geq 1, \quad i = 1, \ldots, l. \tag{18}
\]

This is a convex quadratic programming problem since the objective function is convex and these points which satisfy the linear constraints define a convex set. By introducing positive Lagrange multipliers \(\alpha_i, i = 1, \ldots, l\), one for each inequality constraint, we define the Lagrangian function

\[
L_P(w, b, \alpha) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{l} \alpha_i (y_i(\langle w, x_i \rangle + b) - 1). \tag{19}
\]
Figure 12: Scale $w$ and $b$ such that the points $x_+$ and $x_-$ closest to the hyperplane satisfy $<w, x_+> + b = 1$ and $<w, x_-> + b = -1$, respectively.

We can solve the equivalent Wolf dual problem [44]: maximize $L_P$ subject to the constraints that the gradients of $L_P$ with respect to $w$ and $b$ vanish, and to the constraints that $\alpha_i \geq 0$.

\[
\frac{\partial L_P}{\partial w} = 0, \quad \frac{\partial L_P}{\partial b} = 0, \quad \alpha_i \geq 0,
\]

From equations (20) and (21), we have

\[
w = \sum_i y_i \alpha_i x_i, \quad \sum_i \alpha_i y_i = 0.
\]

Substitute equality constraints in Eqs. (20) and (21) into Eq. (19) to give the dual formulation together with the constraints of $\alpha$

\[
\text{maximize } L_D(\alpha) = \sum_i \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j <x_i, x_j> \\
\text{subject to } \alpha_i \geq 0, \quad \sum_i \alpha_i y_i = 0.
\]
After we solve $\alpha$ in the dual problem, the decision function can be written as

\[
\begin{align*}
    f(x) &= \text{sgn}(\langle w, x \rangle + b) \\
          &= \text{sgn}(\sum_i \alpha_i y_i \langle x_i, x \rangle + b).
\end{align*}
\] (26)

where

\[
\text{sgn}(u) = \begin{cases} 
    1 & \text{if } u > 0 \\
    -1 & \text{otherwise}
\end{cases}
\] (27)

It can be observed in the dual problem (25) and the decision function (26) that training vectors $x_i$ only occur in the form of dot product.

### 4.2 Soft margin classifier

When data is not perfectly separable due to noises and outliers, we introduce slack variables to allow the margin inequality constraints [19] in the primal problem (19) to be violated.

subject to \[ y_i(\langle w, x_i \rangle + b) \geq 1 - \xi_i, \quad i = 1, \ldots, l, \]
\[ \xi_i \geq 0, \quad i = 1, \ldots, l. \]

When an error occurs, $\xi_i$ is greater than 1. So $\sum \xi_i$ can be regarded as the upper bound of training errors. It is expected to maximize the margin and minimize the training errors. The primal problem (19) can be re-defined as

\[
\begin{align*}
    \text{minimize}_{w, b, \xi} & \quad \frac{1}{2} \|w\|^2 + C \sum_i \xi_i \\
    \text{subject to} & \quad y_i(\langle w, x_i \rangle + b) \geq 1 - \xi_i, \quad i = 1, \ldots, l, \\
    & \quad \xi_i \geq 0, \quad i = 1, \ldots, l.
\end{align*}
\] (28)

This is still a convex quadratic programming problem and the positive parameter $C$ is chosen by the user. A larger $C$ assigns a higher penalty to training errors. The corresponding Lagrangian of (28) is

\[
L_P(w, b, \xi, \alpha, \beta) = \frac{1}{2} \|w\|^2 + C \sum_i \xi_i - \sum_{i=1}^{l} \alpha_i [y_i(\langle w, x_i \rangle + b) - 1 + \xi_i] - \sum_{i=1}^{l} \beta_i \xi_i
\] (29)
with $\alpha_i \geq 0$ and $\beta_i \geq 0$. The Karush-Kuhn-Tucker (KKT) optimality conditions [73] are given by

\[
\frac{\partial L_P}{\partial w} = w - \sum_{i=1}^{l} y_i \alpha_i x_i = 0, \quad (30)
\]

\[
\frac{\partial L_P}{\partial \xi_i} = C - \alpha_i - \beta_i = 0, \quad \forall i \quad (31)
\]

\[
\frac{\partial L_P}{\partial b} = -\sum_{i=1}^{l} y_i \alpha_i = 0, \quad (32)
\]

\[
y_i (\langle x_i, w \rangle + b) - 1 + \xi_i \geq 0, \quad \forall i \quad (33)
\]

\[
\alpha_i [y_i (\langle w, x_i \rangle + b) + \xi_i - 1] = 0, \quad \forall i \quad (34)
\]

\[
\beta_i \xi_i = 0, \quad \forall i \quad (35)
\]

\[
\alpha_i \geq 0, \quad \forall i \quad (36)
\]

\[
\beta_i \geq 0, \quad \forall i \quad (37)
\]

\[
\xi_i \geq 0, \quad \forall i \quad (38)
\]

where Eqs. (34) and (35) are called KKT "complementary" conditions. Substitute Eqs. (30),(31) and (32) into Eq. (29) and obtain dual objective function:

\[
L_D(\alpha) = \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{l} y_i y_j \alpha_i \alpha_j < x_i, x_j >. \quad (39)
\]

which is the same as that in the maximal margin case. The difference is that from the constraint (47) we obtain $\alpha_i \leq C$ since $\beta_i \geq 0$. Therefore, the dual formulation in soft margin case is given by

\[
\text{maximize}_{\alpha} \quad L_D(\alpha) = \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{l} y_i y_j \alpha_i \alpha_j < x_i, x_j >, \\
\text{subject to} \quad 0 \leq \alpha_i \leq C, \quad i = 1, \ldots, l, \\
\sum_{i} y_i \alpha_i = 0. \quad (40)
\]

### 4.3 Nonlinear support vector machine

The decision function Eq. (26) is a linear function of the data. Its power is limited and needs to be generalized to the nonlinear case. It can be observed that the data in the training problem Eq. (40) and decision function Eq. (26) is in the form of a dot product. A nonlinear function $\Phi$ [5] is introduced to map the data to a high
dimensional inner product space $\mathcal{H}$ \footnote{The completion of this space can be constructed so that we can obtain Hilbert space.} by

$$\Phi : \mathbb{R}^d \rightarrow \mathcal{H}. \quad (41)$$

The mapping $\Phi$ is implemented by a kernel function $K$ that satisfies Mercer’s conditions \cite{ Mercer1909} such that $K(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j)$. The kernel trick is that we never need to explicitly represent the nonlinear mapping $\Phi$ and just replace $<x_i, x_j>$ by $K(x_i, x_j)$ in the training algorithm.

### 4.4 The role of margin in SVM

In the design of SVM training algorithm, we expect to find a hyperplane with a large margin to separate the data. Intuitively the hyperplane with a large margin has a good generalization performance. It is necessary to know why the margin plays a crucial role in SVM from a technical viewpoint. Let us start to explain it by means of Vapnik’s statistical learning theory \cite{Vapnik1998}.

Let data $(x_1, y_1), \ldots, (x_l, y_l) \in X \times Y$, be generated i.i.d. (independently drawn and identically distributed) from cumulative probability distribution $P(x, y)$, where $X \subseteq \mathbb{R}^d$ and $Y = \{1, -1\}$. Learning is to find one from a set of functions $f(x, \alpha)^2$: $X \mapsto \{1, -1\}$ such that the expected misclassification error on the test set, also drawn from $P(x, y)$,

$$R(\alpha) = \int \frac{1}{2} |f(x, \alpha) - y| dP(x, y). \quad (42)$$

is minimal. Eq. (42) is called the expected risk (or actual risk). But since $P(x, y)$ is usually unknown, we use the errors over the training samples to replace it, defined by

$$R_{\text{emp}}(\alpha) = \frac{1}{2l} \sum_{i=1}^{l} |f(x_i, \alpha) - y_i|. \quad (43)$$

The $R_{\text{emp}}$ is called “empirical risk”. The empirical risk can be connected with the expected risk by a probability bound \cite{Vapnik1998}. That is, for any $f(x, \alpha)$ and $l > h$, with a probability of at least $1 - \eta$,

$$R(\alpha) \leq R_{\text{emp}}(\alpha) + \sqrt{\frac{h(\log \frac{2l}{h} + 1) - \log(\eta/4)}{l}}. \quad (44)$$

\footnote{$\alpha$ are adjustable parameters}
holds, where $h$ is a non-negative integer called the Vapnik Chervonenkis (VC) dimension\footnote{The simple definition for VC dimension is referred to Burges’s tutorial\cite{14}.}, and is a measure of the capacity of the function class $f(x, \alpha)$. The second term in Eq. (44) is called “confidence (capacity) term”, which is an increasing function of $h$ for the fixed $\eta$. Although the above bound can be very loose, it provides us a guideline for designing the learning algorithm: in order to reduce the expected risk, we can minimize the right side by taking into account the training errors and capacity of learning function classes together. Fig. (13) illustrates the meaning of the above bound.
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Figure 13: The picture of VC bound. For a family of functions $f(x, \alpha)$, we choose $f_*$ that gives the lowest upper bound in the expected risk.

Now we need to find a good function class with a small capacity such that a function from them, chosen by the training set, can lead to a small actual risk. It is known that separating hyperplanes in $\mathbb{R}^d$ has a VC dimension of $d + 1$ \cite{14}. So separating hyperplanes in a high dimensional feature space will produce an extremely high VC dimension, and may not generalize well (or obtain a lower actual risk). For example, in the nonlinear SVM, the dimension of feature space $\mathcal{H}$ is infinity when the radial basis function kernel is used \cite{14}. The VC dimension of separating hyperplanes is infinity.
How does SVM solve this problem since SVM finds a hyperplane in the feature space of possibly infinite dimension? The key point is that SVMs correspond to large margin hyperplanes, which can still have a small VC dimension in terms of the following theorem:

**Theorem 4.4.1. (Vapnink[12])** Consider hyperplanes \(<w, x> + b = 0\) where \(w\) is normalized such that they are in canonical form, w.r.t. a set of points \(X^* = \{x_1, \ldots, x_l\}\), i.e., \(\min_{i=1,...,l} |<w, x_i> + b| = 1\). The set of decision functions \(f_{w,b}(x) = \text{sgn}(<w, x> + b)\) defined on \(X^*\) and satisfying the constraint \(\|w\| \leq \Lambda\) has a VC dimension satisfying

\[
h \leq R^2 \Lambda^2.
\]

(45)

where \(R\) is the radius of the smallest sphere around the origin containing \(X^*\).

From the above theorem, we can make the following remarks:

- The VC dimension of separating hyperplanes can be small and independent of the dimension of the feature space by bounding the length of weight vector \(\|w\|\). Here the bound is chosen by a priori information. In the SVM training, \(\|w\|\) is minimized.

- The above theorem can be used to select the parameters of an SVM kernel. For example, when training errors are very small, we minimize \(R^2\|w\|^2\), an upper bound of VC dimension, and expect to obtain a lower testing error.

More technical results are referred to [21], where the margin directly appears on the error bound.

### 4.5 Sequential minimal optimization

There are many methods of solving SVM optimizations. Sequential Minimal Optimization (SMO), introduced by Platt [91] and improved by Keerthi et al. [63], is one of the most easily implementable algorithms and derived by optimizing the subsets of two points at each iteration. The power of SMO exists in fact that no extra optimization package is required and an analytical solution for two-point optimization problem can be explicitly provided. In the next chapter, since we will present a fast
SVM training algorithm which will use SMO, it is necessary to give a sketch of SMO here.

In this section, we will consider the general case in SVM optimization, where \( x \) is replaced by \( \Phi(x) \), \( < x_i, x_j > \) by \( K(x_i, x_j) \) in the soft margin classifier. In order to understand SMO algorithm, we need to answer the following three questions:

- What are the optimal conditions for stopping the algorithm?
- How are two parameters chosen to be optimized such that a significant progress on the objective function can be made?
- How are the two chosen parameters jointly optimized given that all the others are fixed?

Since SVM optimization is a convex quadratic programming problem, KKT conditions are necessary and sufficient for \( w, b, \alpha \) to be a solution [44]. In the general case, KKT conditions for the primal problem are given by

\[
\frac{\partial L_p}{\partial w} = w - \sum_{i=1}^{l} y_i \alpha_i \Phi(x_i) = 0, \tag{46}
\]

\[
\frac{\partial L_p}{\partial \xi_i} = C - \alpha_i - \beta_i = 0, \quad \forall i \tag{47}
\]

\[
\frac{\partial L_p}{\partial b} = - \sum_{i=1}^{l} y_i \alpha_i = 0, \tag{48}
\]

\[
y_i(<w, \Phi(x_i) + b) - 1 + \xi_i \geq 0, \quad \forall i \tag{49}
\]

\[
\alpha_i[y_i(<w, \Phi(x_i) + b) + \xi_i - 1] = 0, \quad \forall i \tag{50}
\]

\[
\beta_i \xi_i = 0, \quad \forall i \tag{51}
\]

\[
\alpha_i \geq 0, \quad \forall i \tag{52}
\]

\[
\beta_i \geq 0, \quad \forall i \tag{53}
\]

\[
\xi_i \geq 0, \quad \forall i \tag{54}
\]

The above conditions can be simplified by taking into account three cases of \( \alpha_i \):

1. Case 1: \( \alpha_i = 0 \). From Eq. (47), \( \beta_i = C - \alpha_i = C \). Then we can get \( \xi_i = 0 \) from Eq. (51). The following inequality holds from Eq. (49)

\[
y_i(<w, \Phi(x_i) + b) - 1 \geq 0. \tag{55}
\]
2. Case 2: $0 < \alpha_i < C$. From Eq. (47), $\beta_i = C - \alpha_i > 0$. Then $\xi_i = 0$ according to Eq. (51). So we have from Eq. (50)

$$y_i(<w, \Phi(x_i) > +b) - 1 = 0.$$  \hfill (56)

3. Case 3: $\alpha_i = C$. From Eq. (47), $\beta_i = 0$. Then we have from Eq. (50) since $\xi_i \geq 0$

$$y_i(<w, \Phi(x_i) > +b) - 1 \leq 0.$$ \hfill (57)

Then we simplify KKT conditions without checking the threshold $b$ due to Keerthi et al. [63]. Let $F_i = <w, \Phi(x_i) > - y_i = \sum_{j=1}^{t} y_j \alpha_j K(x_j, x_i) - y_i$. Since

$$y_i(<w, \Phi(x_i) > +b) - 1 = y_i(<w, \Phi(x_i) > +b) - y_i^2$$
$$= y_i(<w, \Phi(x_i) > - y_i + b)$$
$$= y_i(F_i + b)$$

Eqs. (55), (56) and (57) can be rewritten as

$$y_i(F_i + b) \geq 0 \text{ if } \alpha_i = 0$$  \hfill (58)

$$y_i(F_i + b) = 0 \text{ if } 0 < \alpha_i < C$$  \hfill (59)

$$y_i(F_i + b) \leq 0 \text{ if } \alpha_i = C$$  \hfill (60)

The above KKT conditions can continue to be simplified when the following indexed sets at a given $\alpha$ are defined:

$$I_0 = \{i : 0 < \alpha_i < C\},$$
$$I_1 = \{i : y_i = 1, \alpha_i = 0\},$$
$$I_2 = \{i : y_i = -1, \alpha_i = C\},$$
$$I_3 = \{i : y_i = 1, \alpha_i = C\},$$
$$I_4 = \{i : y_i = -1, \alpha_i = 0\}.$$

The conditions in Eqs. (58) through (60) can be rewritten as

$$-b \leq F_i \forall i \in I_0 \cup I_1 \cup I_2; \quad -b \geq F_i \forall i \in I_0 \cup I_3 \cup I_4.$$ \hfill (61)

The optimal conditions hold if and only if there exists $b' = -b$ satisfying Eq. (61).

Let us define $b_{up} = \min\{F_i : i \in I_0 \cup I_1 \cup I_2\}$ and $b_{low} = \max\{F_i : i \in I_0 \cup I_3 \cup I_4\}$. Then optimal conditions hold at some $\alpha$ iff

$$F_{i, low} = b_{low} \leq F_{i, up} = b_{up}.$$ \hfill (62)
In numerical solution it is not easy to achieve the exact optimal conditions. We approximate it by
\[ F_{i,\text{low}} = b_{\text{low}} \leq F_{i,\text{up}} = b_{\text{up}} + 2\tau \] (63)
Eq. (63) gives the approximated KKT conditions and provides an answer to the first question mentioned above.

With respect to question 2 we need to find a pair \((i_1, i_2)\) which violates KKT conditions. We use either of the following conditions to check whether a particular \(i\) violates KKT optimality.

\[ i \in I_1 \cup I_2 \quad \text{and} \quad F_i \leq F_{i,\text{low}} - 2\tau \] (64)
\[ i \in I_3 \cup I_4 \quad \text{and} \quad F_i \geq F_{i,\text{up}} + 2\tau \] (65)
\[ b_{\text{up}} \leq b_{\text{low}} - 2\tau \] (66)

If Eq. (64) holds, the violating pair is \((i, i, \text{low})\). Similarly, the violating pairs in Eqs. (65) and (66) are \((i, i, \text{up})\) and \((i, \text{low}, i, \text{up})\), respectively. More details on choosing the violating pairs are referred to Keerthi et al.’s paper [63].

After we have determined the violating pair, we need to find a method to update their corresponding \(\alpha\) values. Without loss of generality, we assume that two parameters that are chosen are \(\alpha_1\) and \(\alpha_2\) given that other parameters are fixed. The linear constraint \(\sum_{i=1}^I y_i \alpha_i = 0\) implies
\[ y_1 \alpha_1 + y_2 \alpha_2 = y_1 \alpha_1^{\text{old}} + y_2 \alpha_2^{\text{old}}. \] (67)

We first compute \(\alpha_2^{\text{new}}\). Then \(\alpha_1^{\text{new}}\) can be obtained from Eq. (67)
\[ \alpha_1^{\text{new}} = y_1 (y_1 \alpha_1^{\text{old}} + y_2 \alpha_2^{\text{old}}) - y_1 y_2 \alpha_2^{\text{new}} = \alpha_1^{\text{old}} + y_1 y_2 (\alpha_2^{\text{old}} - \alpha_2^{\text{new}}). \] (68)

Due to the box constraint \(0 \leq \alpha_1, \alpha_2 \leq C\), we can compute a new box constraint for \(\alpha_2\) according to Eq. (67), given by
\[ L \leq \alpha_2^{\text{new}} \leq H, \] (69)
where if \(y_1 \neq y_2\)
\[ L = \max(0, \alpha_2^{\text{old}} - \alpha_1^{\text{old}}), \]
\[ H = \min(C, C + \alpha_2^{\text{old}} - \alpha_1^{\text{old}}). \]
or if \( y_1 = y_2 \)

\[
L = \max(0, \alpha_1^{\text{old}} + \alpha_2^{\text{old}} - C),
\]

\[
H = \max(C, \alpha_1^{\text{old}} + \alpha_2^{\text{old}}).
\]

Before we start to compute an updating formula for \( \alpha_2 \), the following notations [21] are defined

\[
K_{ij} = K(x_i, x_j)
\]

\[
v_i = \sum_{j=3}^{l} y_j \alpha_j K(x_i, x_j) = F_i^{\text{old}} + y_i - \sum_{j=1}^{2} y_1 \alpha_j^{\text{old}} K_{ij}, \quad i = 1, 2,
\]

\[
s = y_1 y_2
\]

\[
\alpha_1 + s \alpha_2 = \alpha_1^{\text{old}} + s \alpha_2^{\text{old}} = \gamma
\]

where \( \gamma \) is constant. The objective as a function of \( \alpha_1 \) and \( \alpha_2 \) in the dual formulation is given by

\[
L_D(\alpha_1, \alpha_2) = \alpha_1 + \alpha_2 - \frac{1}{2} K_{11} \alpha_1^2 - \frac{1}{2} K_{22} \alpha_2^2
\]

\[
- y_1 y_2 K_{12} \alpha_1 \alpha_2 - y_1 \alpha_1 v_1 - y_2 \alpha_2 v_2 + \text{constant}, \quad (70)
\]

Substitute \( \alpha_1 = \gamma - s \alpha_2 \) into Eq. (70) and remove the variable \( \alpha_1 \). The objective function can be simplified by

\[
L_D(\alpha_2) = \gamma - s \alpha_2 + \alpha_2 - \frac{1}{2} K_{11} (\gamma - s \alpha_2)^2 - \frac{1}{2} K_{22} \alpha_2^2
\]

\[
- s K_{12} (\gamma - s \alpha_2) \alpha_2 - y_1 (\gamma - s \alpha_2) v_1 - y_2 \alpha_2 v_2 + \text{constant}
\]

\[
= - \frac{1}{2} (K_{11} + K_{22} - 2 K_{12}) \alpha_2^2 + [y_2 (F_1^{\text{old}} - F_2^{\text{old}}) + \alpha_2^{\text{old}} (K_{11} + K_{22} - 2 K_{12})] \alpha_2 + \text{constant}.
\]

Let \( \eta \) be \( K_{11} + K_{22} - 2 K_{12} \). Then \( \eta = \| \Phi(x_1) - \Phi(x_2) \|^2 \geq 0 \). If \( \eta > 0 \), the stationary point satisfies

\[
\frac{\partial L_D}{\alpha_2} = - \eta \alpha_2 + y_2 (F_1^{\text{old}} - F_2^{\text{old}}) + \alpha_2^{\text{old}} \eta = 0 \quad (71)
\]

We can get

\[
\alpha_2^{\text{new, unclipped}} = \alpha_2^{\text{old}} + \frac{y_2 (F_1^{\text{old}} - F_2^{\text{old}})}{\eta} \quad (72)
\]

Then we clip \( \alpha_2^{\text{new, unclipped}} \) according to Eq. (69). If \( \eta = 0 \), the objective function is

\[
L_D(\alpha_2) = y_2 (F_1^{\text{old}} - F_2^{\text{old}}) \alpha_2 \quad (73)
\]
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We evaluate $L_D(\alpha_2)$ at the two endpoints $L$ and $H$ and set $\alpha_{\text{new}}$ to be the one with the larger objective function value. Finally, we summarize the above results:

1. case 1: $\eta > 0$

$$\alpha_{2,\text{new,clipped}}^\text{new,clipped} = \begin{cases} L & \text{if } \alpha_{2,\text{new,unclipped}} < L, \\ \alpha_{2,\text{new,unclipped}} & \text{if } L \leq \alpha_{2,\text{new,unclipped}} \leq H, \\ H & \text{if } \alpha_{2,\text{new,unclipped}} > H. \end{cases} \tag{74}$$

2. case 2: $\eta = 0$

$$\alpha_{2,\text{new,clipped}}^\text{new,clipped} = \begin{cases} L & \text{if } y_2(F_1^\text{old} - F_2^\text{old}) < 0, \\ H & \text{otherwise}. \end{cases} \tag{75}$$
Chapter 5

Fast SVM Training Algorithm

5.1 Introduction

Support vector machine (SVM) [121][21][104] has emerged as the state-of-the-art classification technique and has achieved excellent generalization performance in a wide variety of applications, such as handwritten digit recognition [98][24][33], categorization of web pages [57] and face detection [87]. Some basic problems, such as multi-local minima and curse of dimensionality in the neural network literature [4], do not occur in SVM. In addition, the structure of support vector classifier is data-driven and automatically determined for a chosen kernel while the structure of neural network classifier is usually customized heuristically in order to achieve a good generalization performance. However, since the training complexity grows with the size of the data set, training support vector machines on a large data set is very slow and has become a bottle-neck of SVM's application. Therefore, it is important to develop fast algorithms for training SVM for large-scale classification problems.

Although many methods for solving the optimization problem of support vector machines are available [104], we list here only the prominent ones which can be used to train SVMs on a large data set, such as Chunking [121][87], Sequential Minimal Optimization (SMO)(see [91][63]) and SVMlight [58]. The chunking algorithm starts with an arbitrary subset (chunk of data, working set) which can fit in the memory, and solves the optimization problem on it by the general optimizer. Support vectors (SVs) remain in the chunk while other points are discarded and replaced by a new working set with large violations of KKT (Karush-Kuhn-Tucker) conditions [73]. The
rationale of this operation is that only support vectors contribute to the final form of a decision function. In addition, the chunking algorithm is based on the sparsity of SVM's solution. That is, support vectors actually take up a small fraction of the whole data set. But one of the problems associated with the chunking algorithm is that there may be many active candidate support vectors during the optimization process than the final ones so that their size can go beyond the chunking space. The method of selecting a new working set by evaluating KKT conditions without efficient kernel caching may lead to a high computational cost [87].

SMO, introduced by Platt [91] and improved by Keerthi et al. [63], further takes the decomposition idea to an extreme and optimizes the subsets of two points at each iteration. The power of SMO reveals itself in the fact that no extra optimization package is required and an analytical solution for a two-point optimization problem can be explicitly given. Several heuristics have been suggested to select the working set. Keerthi et al. [63] further enhanced the performance of SMO by pointing out the inefficiency of updating one-thresholded parameters in Platt's algorithm and replacing it with two-thresholded parameters. The important contribution of Keerthi et al.'s modification is that the pair of patterns chosen for optimization is theoretically determined by two-thresholded parameters and the optimization on this subset leads to a considerable progress in the objective function. In practice, when the size of a data set grows bigger, it is still a problem to determine the optimal pair at low cost.

SVM$^{light}$ [58] is a general decomposition algorithm, where a good working set is selected by finding the steepest feasible direction of descent with $q$ nonzero elements. The $q$ variables that correspond to these elements compose the working set. When $q$ is set to 2, Lin et al. [15] pointed out that the selected working set corresponds to the optimal pair in Keerthi et al.'s modification of SMO. SVM$^{light}$ caches $q$ rows of kernel matrix (row caching) to avoid kernel re-evaluations and LRU (Least Recently Used) is applied to update the rows in the cache$^1$. When the size of the training set is very large, the number of cached rows becomes small due to the limited memory. As a result, the number of active variables is not large enough to achieve a fast optimization.

By reviewing the behaviors of the above algorithms, we have concluded that they are inefficient on large data sets due to three key factors. The computational cost

---

$^1$Here cache means a part of memory, not hardware cache
of training SVM primarily depends on kernel evaluations. Efficient kernel caching can reduce or avoid kernel re-evaluations. The LRU caching policy may fail because elements of kernel matrix are usually accessed irregularly [43]. In addition, evaluating kernel elements on the fly is not efficient at all because data access is not temporally local. Massive evaluation of kernel elements via blocking algorithm will reduce hardware cache misses and speed up the computation. The second problem originates from frequent access of portions of non-contiguous memories, which potentially can lead to high cache misses. Training SVM on a large data set usually requires the access of a large size of memory. In a virtual memory system, accessing this memory irregularly will cause high Translation Look-aside Buffer (TLB) misses [90]. Consequently memory access will take more time. Finally, although the existing algorithms can be used to train SVMs on a large data set with multi-classes, the computational cost is high. For example, with respect to one-against-the-others training strategy [98] for multi-classes, the training cost for $m$ classes is about $m$ times as high as that for two classes.

The main contribution of this chapter is to present efficient solutions to the above problems. Two steps have been designed to train support vector machines. The first step is called parallel optimization, in which the kernel matrix of support vector machine is approximated by block diagonal matrices so that the original optimization problem can be decomposed into hundreds of sub-problems, which can be easily and efficiently solved. The great advantage of this step is to remove most non-support vectors quickly and collect training sets for the next step called sequential working set algorithm. Associated with these two steps, some effective strategies such as kernel caching and good selection of working set are integrated to speed up the training process. In addition, Block Linear Algebra Subprogram (BLAS) [38][125], which is optimized on Intel P4, can be used to efficiently calculate the kernel matrix. Experiments on the large MNIST handwritten digit database have shown that the proposed method has achieved one magnitude of order speed-up, compared with existing algorithms such as SVM$^{tight}$ and LIBSVM [15]. Moreover, the state-of-the-art generalization performance has been obtained on other well-known public and commercial character databases.

This chapter is organized as follows. Support vector machines are first introduced. Then in Section 5.3, a fast training algorithm for SVM is presented. A discussion of
efficient implementation strategies is given in Section 5.4. In Section 5.5, we analyze the space and runtime complexity of the proposed algorithm. Extensive experiments in Section 5.6 have been conducted to investigate the properties of the proposed algorithm on very large databases and its generalization performance on several public handwritten character databases. Finally, we summarize this chapter with some concluding remarks.

5.2 Support Vector Machine

Let \( \{x_i, y_i\}, i = 1, \ldots, l, y_i \in \{-1, 1\} \) and \( x_i \in \mathbb{R}^n \) be the training samples where \( x_i \) is the training vector and \( y_i \) is its corresponding desired output. Here we use bold font to denote a column vector. Boser et al. [5] showed that training support vector machine for a pattern recognition problem can be formalized as the following quadratic optimization problem:

\[
\begin{align*}
\text{maximize:} & \quad \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \alpha^T Q \alpha \\
\text{subject to:} & \quad 0 \leq \alpha_i \leq C, \quad i = 1, \ldots, l \\
& \quad \sum_{i=1}^{l} y_i \alpha_i = 0
\end{align*}
\]

(76)

where \( \alpha \) is a vector of length \( l \) and its component \( \alpha_i \) corresponds to a training sample \( \{x_i, y_i\} \), \( Q \) is an \( l \times l \) semi-definite kernel matrix and \( C \) is a parameter chosen by the user. A larger \( C \) assigns a higher penalty to the training errors. The training vector \( x_i \) whose corresponding \( \alpha_i \) is non-zero is called support vector. Support vector machine maps training vector \( x_i \) into high dimensional feature space by the function \( \Phi(x) \) such that \( (Q)_{ij} = y_i y_j (K)_{ij} = y_i y_j k(x_i, x_j) \) and \( k(x_i, x_j) = \Phi^T(x_i) \Phi(x_j) \). When the above optimization problem is solved, we can obtain an optimal hyperplane in high dimensional feature space to separate the two-class samples. The decision function is given by

\[
f(x) = \text{sgn}(\sum_{i=1}^{l} y_i \alpha_i k(x_i, x) - b),
\]

(77)

where

\[
\text{sgn}(u) = \begin{cases} 
1 & \text{if } u > 0, \\
-1 & \text{otherwise}.
\end{cases}
\]

(78)
In the latter algorithm, we resort to a technique proposed by Keerthi et al. [63][64] to select two variables for optimization and determine the stopping conditions. Training patterns can be split into five sets first: \( I_0 = \{ i : 0 < \alpha_i < C \}, \ I_1 = \{ i : y_i = 1, \ \alpha_i = 0 \}, \ I_2 = \{ i : y_i = -1, \ \alpha_i = C \}, \ I_3 = \{ i : y_i = 1, \alpha_i = C \} \) and \( I_4 = \{ i : y_i = -1, \ \alpha_i = 0 \} \). Then we define

\[
\begin{align*}
    b_{\text{up}} &= F_{\text{up}} = \min \{ F_i : i \in I_0 \cup I_1 \cup I_2 \}, \\
    b_{\text{low}} &= F_{\text{low}} = \max \{ F_i : i \in I_0 \cup I_3 \cup I_4 \}.
\end{align*}
\] (79) (80)

where \( F_i = \sum_{j=1}^l y_j \alpha_j k(x_j, x_i) - y_i \). Keerthi et al. [63] showed that optimal conditions for a solution to (76) hold at some \( \alpha \) if and only if \( b_{\text{low}} \leq b_{\text{up}} \). Moreover, the worst violating pair of patterns (\( i_{\text{up}}, i_{\text{low}} \)) are chosen for optimization, which can lead to a large increase in the objective function [104].

5.3 A fast algorithm for training SVM

For the optimization described in (76), the key problem is that the dense kernel matrix \( Q \) can not be stored into the memory when the number of training samples \( l \) is very large. We can observe the fact that the optimal solution to (76) still holds if any non-support vector is removed. Moreover, numerous experiments [98][33] have shown that support vectors actually constitute only a small fraction of the training samples. If most non-support vectors can be removed quickly in the first step, SVM training can be accelerated dramatically. Divide-and-conquer\(^2\) is a general principle for solving complex problems. That is, we can divide the original problem (76) into small sub-problems which can be solved easily. Since kernel matrix \( Q \) is symmetric and semi-positive definite, its block diagonal matrices are semi-positive definite, and can be written as

\[
Q_{\text{diag}} = \begin{bmatrix}
Q_{11} & & \\
& Q_{22} & \\
& & \ddots \\
& & & Q_{kk}
\end{bmatrix} \quad (81)
\]

where \( l_i \times l_i \) square matrices \( Q_{ii}, i = 1, \ldots, k, \sum_{i=1}^k l_i = l \), are called block diagonal. Then we replace the kernel matrix with \( Q_{ii} \) in (76) so that we obtain \( k \) optimization

\(^2\)A good example in computer science is quick-sort.
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sub-problems as follows:

\[
\begin{align*}
\text{maximize:} & \quad \sum_{j=1}^{l_i} \alpha_j^{(i)} - \frac{1}{2} \alpha^{(i)\tau} Q_{ii} \alpha^{(i)} \\
\text{subject to:} & \quad 0 \leq \alpha_j^{(i)} \leq C, \quad j = 1, \ldots, l_i \\
& \quad \sum_{j=1}^{l_i} y_j^{(i)} \alpha_j^{(i)} = 0
\end{align*}
\]

where \( i = 1, \ldots, k \) and \( \alpha^{(i)} \) is a vector of length \( l_i \). Optimization of each subproblem in (82) is equivalent to that in (76) with the constraints that \( l_i \) components of \( \alpha \) are free and the rest are set to zero. Optimization of \( k \) subproblems can be used to remove non-support vectors quickly in (76) based on the assumption that non-support vectors in (82) is a subset of those in (76). Further, we extend it to train support vector machines with multi-classes, where the one-against-the-others classification strategy is used. The computational diagram is depicted in Fig. 14.

![Diagram](image_url)

**Figure 14: Parallel optimization diagram.**

The computation in Fig. 14 is efficient due to three aspects. Firstly, kernel matrix can be effectively divided into block diagonal matrices such that each of them can fit into the memory. Many off-the-shelf algorithms can be used to solve this problem. Secondly, for vertical computation, all classes share the same block kernel matrix,
which needs to be calculated once. Finally, after the calculation of the block matrices in the first row, optimizations from the second class to the \(m\)th class are independent. Also, computations on different columns are independent. The computation framework is suitable for parallel optimization on the architecture of multi-processors since optimization independence and data locality can maximize parallelism and reduce the cost of long latency remote communication in using multi-processors [90].

After the above parallel optimization, most non-support vectors for each class will be removed from the training set. Then a new training set for each class can be obtained by collecting support vectors from the optimization sub-problems in the same row as shown in Fig. 14. Although the size of the new training set is much smaller than that of the original one, the memory may not be large enough to store the kernel matrix, especially when dealing with a large data set. Therefore, a fast sequential working set algorithm for training SVM is proposed and summarized as follows:

**Fast Sequential Optimization for Training SVM**

**Input:** Training set is \(S\), and the fixed size of the working set is \(d\), where \(d \leq l\) and \(l\) is the size of the training set. Also, square kernel caching matrix with the dimension \(d\) is provided.

**Output:** \(\alpha_i, i = 1, \ldots, l\).

**Initialization:** Shuffle the training set; set \(\alpha_i\) to zero and select a working set \(B\) such that \(B \subseteq S\).

**Optimization:**

Repeat

1. Apply modified SMO to optimize a sub-problem in working set \(B\), in combination with some effective techniques such as kernel caching, efficient computation of kernel matrix, then update \(\alpha_i\).

2. Select a new working set with a queue technique.

Until the specified stopping conditions are satisfied.
The above algorithm can also be used as the optimizer for parallel optimization in Fig. 14, where the size of working set is the same as that of training subset since each block diagonal matrix can be stored into the memory, and step 2 is skipped.

5.4 Strategies of implementation

Section 5.3 provides a general computational framework for training support vector machines. For efficient computation, one needs to take into account some issues such as kernel caching, the computation of kernel matrix, selection of a new working set and stopping conditions.

5.4.1 Kernel caching

Kernel cache in this paper is defined as a part of contiguous memory that stores the $d \times d$ square kernel matrix on the working set. The size of the working set $d$ should be large enough to contain all support vectors in the whole training set and small enough to satisfy the memory constraint. Since kernel matrix on the working set is completely cached, each element of the kernel matrix needs to be evaluated only once and must be calculated via a fast method presented later before starting the optimization so that during the optimization all kernel elements are available.

5.4.2 Optimization on the working set

In our optimizer, a worst violating pair of patterns $(i_{up}, i_{low})$ are always updated according to Eqs. (79)(80) , instead of choosing them just from $i_0$, the previous $i_{up}$ and $i_{low}$ in Keerthi et al. SMO [63]. The strategy of choosing the worst violating pair for optimization is also used in SVMTorch [18]. Since kernel elements are completely cached, evaluation of $F_i$ in Eqs. (79)(80) has low computational cost. Updating $F_i$ can be done efficiently as follows:

$$
\Delta F_i = y_{i_{up}} \Delta \alpha_{i_{up}} k(x_i, x_{i_{up}}) + y_{i_{low}} \Delta \alpha_{i_{low}} k(x_i, x_{i_{low}}).
$$

(83)

where $i = 1, \ldots, d$, $\Delta \alpha_{i_{low}} = \alpha_{i_{low}}^{\text{new}} - \alpha_{i_{low}}^{\text{old}}$ and $\Delta \alpha_{i_{up}} = \alpha_{i_{up}}^{\text{new}} - \alpha_{i_{up}}^{\text{old}}$. $F_i$ is also cached. We use the following pseudocode to illustrate the simple optimization procedure.
Optimization on the working set

1 Initialization: \( F_i = -y_i, \ i = 1, \ldots, d \).

2 Loop

2.1 Select worst violating pair \((i]\_up, i]\_low\) and calculate \( b_{up} \) and \( b_{low} \).

2.2 If \( b_{low} < b_{up} + 2\sigma \), then goto 3.

2.3 Update \( \alpha_{i\_up}, \alpha_{i\_low} \).

2.4 Update \( F_i \) in terms of Eq. (83) where \( i = 1, \ldots, d \).

2.5 Update \( I_0, I_1, I_2, I_3, I_4 \).

3 Load a new working set, update \( F_i \) and kernel matrix.

4 If global stopping conditions are satisfied, the algorithm terminates; otherwise goto 2.

Here \( \sigma \) is a positive tolerance parameter. In the above loop, multiplication operations for updating \( F_i \) contribute to cost \( O(d) \) in each iteration; comparison operations for selecting the worst violating pair contribute to \( O(d) \).

5.4.3 Selection of a new working set

After optimization on the current working set is finished, a new data set will be loaded to replace non-support vectors by queue operations. Two operations associated with a queue data structure are defined by

1. **Enqueue**\((Q_S, id(x))\): Append the index\(^3\) of a sample \( x \) at the rear of the queue \( Q_S \).

2. **Dequeue**\((Q_S)\): Remove the index of a sample from the front of the queue \( S \) and return it.

Operation \( id(.) \) returns the index of a sample in set \( S \). Each operation above takes \( O(1) \) time. The queue initially stores the indices of all training samples \( S \). An important step prior to that is to shuffle the training set randomly before starting

\(^3\)Here the index denotes the sequential number of a sample in the total training set \( S \).
parallel optimization such that distribution of training samples from different classes is balanced. Suppose that the working set is stored in an array $B[1, \ldots, i, \ldots, d], i = 1, \ldots, d$, where each array element is an $n$–dimensional vector. The index set of non-support vectors is a sub-sequence $\{i_1, i_2, \ldots, i_k, \ldots, i_{\text{nsv}}\}, k = 1, \ldots, \text{nsv}$, where nsv is the number of non-support vectors of the current working set. Then the algorithm of selecting a new working set is summarized as follows:

**Algorithm for selecting a new working set**

**Initialization:** $B[i] \leftarrow S[\text{Dequeue}(Q_S)], i = 1, \ldots, d.$

**Selection:**

$k \leftarrow 0.$

Repeat

1. $\text{Enqueue}(Q_S, id(B[i_k])).$

2. $B[i_k] \leftarrow S[\text{Dequeue}(Q_S)].$

Until $k = \text{nsv}.$

After a new working set is loaded, the kernel matrix on the new working set must be updated via the method in subsection 5.4.4. In addition, only $F_i$ for these new training samples need to be calculated. Moreover, for a large data set, only the working set is required to be in the memory. One of the good properties of the above method is that IO (Input/output) access is efficient since training samples in the data file are accessed sequentially when a new working set is loaded.

### 5.4.4 Calculation of kernel matrix

When a kernel can be represented as a function of dot product, matrix multiplication can be used to calculate kernel elements efficiently. Obviously, three kernels such as linear, polynomial kernel and radial basic function (RBF) belong to this type. Here we describe the details of computing RBF kernel matrix, which can be easily extended to other types of kernel. RBF kernel can be written as

$$k(x_i, x_j) = \exp(-\|x_i - x_j\|^2/(2\sigma^2))$$  \hspace{1cm} (84)
where \( \| \cdot \| \) is the Euclidean norm and
\[
\| x_i - x_j \|^2 = x_i^T x_i + x_j^T x_j - 2x_i^T x_j
\]  
(85)
i, j = 1, \ldots, d. Terms \( x_i^T x_i \) can be calculated by calling CBLAS function cblas_sdot. Let array \( A \) consist of vectors \( (x_1, x_2, \ldots, x_d) \). \( x_i^T x_j, i, j = 1, \ldots, d \) can be rewritten as \( A^T A \) (Gram matrix), which can be easily calculated by calling CBLAS function cblas_ssyrk. Due to symmetry of the kernel matrix, only elements in the upper triangle are calculated for the implementation of cblas_ssyrk.

The kernel matrices in Fig. 14 can be calculated via the above method, where \( d = l_i \) in (81). To update the kernel matrix when a new working set is loaded, we do not need to compute the total kernel matrix since some elements can be re-used. Let the new working set be split into two sets: support vector set represented by the array \( B_{sv} \) and non-support vector set \( B_{nsv} \). Updating the total kernel matrix requires \( B_{sv}^T B_{sv} \), \( B_{nsv}^T B_{nsv} \) and \( B_{sv}^T B_{nsv} \). Since kernel elements \( k(x_i, x_j) \), where \( x_i \in B_{sv} \) and \( x_j \in B_{sv} \), can be re-used, \( B_{sv}^T B_{sv} \) does not need to be re-calculated. \( B_{nsv}^T B_{nsv} \) and \( B_{sv}^T B_{nsv} \) can be evaluated by calling CBLAS function cblas_ssyrk and cblas_sgemm.

The rationale of the usage of BLAS package is its computation efficiency, portability and maintenance. The key computational kernel of BLAS package such as matrix multiplication is implemented by hardware vendors in assembly language, which makes efficient use of cache, memory and instructions such as single instruction and multi-data (SIMD) [56] on Intel Pentium series or vector instructions in vector processors [90]. Moreover, BLAS has been efficiently implemented on different platforms, which enables the proposed SVM algorithm to perform well across platforms. Furthermore, the performance of the proposed method grows with the computational power of a processor in the future when a new BLAS package is plugged in. Consequently the cost of software maintenance is reduced.

### 5.4.5 Reduction of cache and TLB misses

In Fig. 14, CBLAS function cblas_ssyrk is used to calculate kernel matrices \( Q_{ii} \). cblas_ssyrk stores results into the upper triangle of the symmetric kernel matrix. Thus we need to copy the elements in the upper triangle into the lower triangle so that SMO can access contiguous memory during the optimization process. Crude copy operations will result in high TLB misses and cache thrashing, which will lead
to a high cost. The reason is that kernel matrix takes a large portion ofpaged memory and the limited TLB does not contain all memory page numbers for the kernel matrix. In order to solve this problem, the upper-triangle of the kernel matrix is broken up into contiguous blocks of a fixed size $d_B$ and a workspace with the size of $d_Bd$ is allocated\(^4\). Fig. 15 shows how to copy elements into the lower-triangle.

Figure 15: Copy upper-triangle elements into lower-triangle via a workspace.

The workspace is used to copy blocks of the upper-triangle into the symmetric blocks of lower-triangle. $d_B$ can be determined by the size of the second-level cache (L2) if available. Similarly, the method can be used to copy elements of $B_{\text{nav}}^T B_{\text{nav}}$ and $B_{\text{nav}}^T B_{\text{nav}}$ into the kernel matrix during the sequential working set optimization.

### 5.4.6 Insert positive samples into the working set

In Fig. 14, it is possible that there is no positive sample\(^5\) on some working set since the size of negative samples is much larger than that of positive samples for one-against-the-other multi-class training strategy. As a result, SMO will lead to an incorrect solution. In order to tackle this problem, we first randomly collect one sample from each class. During the training, if no positive sample on a working set is found, we replace the first negative sample using the positive sample from the collected set.

\(^4\)Align the starting address so that it begins at a cache-line boundary.
\(^5\)Its corresponding desired output is 1.0.
5.4.7 Stopping conditions

With respect to the stopping conditions, most algorithms evaluate KKT conditions of each training sample. If none violates KKT, the algorithm stops. On a large data set the computational cost for this step is high. Instead, heuristic stopping rules are suggested. We track the variations of $b_{up}$, $b_{low}$ and the number of support vectors on the two successive working sets. If all these variations are small and a sufficient number of training samples have been learned, the algorithm terminates. The heuristic stopping rules are given by

\[
( | \Delta s_v | < 20 \text{ and } | \Delta b_{up} | < 2\tau \text{ and } | \Delta b_{low} | < 2\tau \\
\text{and Number of learned samples } > l ) \text{ or } ( s_v \geq d )
\] (86)

where $| . |$ computes the absolute value and $l$ is the size of training set. Adding the constraint on the number of learned samples is necessary. Otherwise, in an extreme case, if the loaded samples are all non-support vectors, the algorithm is likely to terminate too early. As a result, the optimization is incomplete and SVM will suffer the risk of bad generalization performance. Furthermore, although the above stopping conditions and parallel optimization may lead to a ‘not-too-precise’ optimal solution, they are essential to control the computational cost within a reasonable bound.

5.5 Analysis of space and runtime complexity

Before analyzing the space and runtime complexity\(^6\) of the proposed algorithm, some notations are defined below:

- $l$: size of original training set
- $d$: size of the working set
- $n$: dimension of the feature vector
- $m$: number of classes
- $k$: number of working sets in Fig 14
- $h_{ij}, i = 1, \ldots, m; j = 1, \ldots, k$: number of support vectors on the working set at the $i$th row, $j$th column in Fig. 14

\(^6\)Analysis is based on a single processor
where $k = \lfloor l/d \rfloor$. For the sake of simplicity, the size of working set $d$ is used in both parallel and sequential optimizations. In addition, we assume that the final number of support vectors of SVM for each class is not larger than $d$ and the dominant computational cost comes from multiplication operations without considering the cost of memory access.

### 5.5.1 Space complexity

The requirements of storage space in the two steps are different. In both steps, only a working set is loaded into the memory, rather than the total training set. Usually $n$ is much smaller than $d$. The dominant storage comes from the kernel matrix. In Fig. 14, its size is estimated as $4d^2$ bytes\(^7\). In the second algorithm, since some kernel elements are re-used, we can not totally overwrite the kernel matrix and require a new matrix with the same size to calculate $B_{nsv}^T B_{nsv}^T$ and $B_{sv}^T B_{nsv}$. Its total storage space for sequential working set optimization is estimated as $8d^2$ bytes.

### 5.5.2 Analysis of runtime complexity

It is difficult to precisely analyze the runtime complexity of the algorithm. Therefore we just estimate dominant computational cost under some assumptions. In Fig. 14, computation of kernel matrices has time complexity of $g^{(1)}_{\ker} = O(\frac{1}{2} kn d^2) = O(\frac{1}{2} kn d)$. The factor $1/2$ appears because cblas_ssyrk only updates the upper-triangle of the kernel matrix. Now we estimate the cost of optimization on the working set. For each iteration, updating $F_i$ in Eq. (83) contributes to a main cost, which is $O(d)$. In order to estimate the number of iterations on the working set, an ideal model is assumed: at least one support vector at each iteration is added. So the number of iterations is not larger than the number of support vectors. Then the time complexity of optimization can be approximated by

$$g^{(1)}_{\text{op}} = O(\sum_{i=1}^{m} \sum_{j=1}^{k} h_{ij} d) \quad (87)$$

Therefore, the total time complexity for parallel optimization is estimated by

$$g^{(1)}_{\ker} + g^{(1)}_{\text{op}} = O(\frac{1}{2} kn d + \sum_{i=1}^{m} \sum_{j=1}^{k} h_{ij} d). \quad (88)$$

---

\(^7\)Data type of a kernel element is float. The size of a float data type is 4 bytes.
After the parallel optimization step, the size of training set for class $i$ is given by

$$P_i = \sum_{j=1}^{k} h_{ij},$$  

(89)

where $i = 1, \ldots, m$. Let $r_{ij}$ ($r_{ij} \geq 0$), $i = 1, \ldots, m$, $j = 1, \ldots, T_i$ be the number of support vectors on the $j$th working set of class $i$ where $T_i$ denotes the number of optimized working sets of class $i$ when the optimization is terminated. For the sake of analysis $r_{i0} = 0$. The costs of computing $B_{sv}^P B_{sv}$ and $B_{sv}^P B_{sv}$ on the $j$th working set of class $i$ are $O(r_{i(j-1)}(d - r_{i(j-1)})n)$ and $O\left(\frac{1}{2}(d - r_{i(j-1)})^2n\right)$, respectively. Thus the total cost of updating kernel matrices can be approximated by

$$g_{\text{ker}}^{(2)} = O\left(\sum_{i=1}^{m} \sum_{j=0}^{T_i-1} (r_{ij}(d - r_{ij})n + \frac{1}{2}(d - r_{ij})^2n)\right).$$

(90)

Expression (90) can be simplified to

$$g_{\text{ker}}^{(2)} = O\left(\sum_{i=1}^{m} \sum_{j=0}^{T_i-1} (d - r_{ij})n\frac{d + r_{ij}}{2}\right).$$

(91)

It can be observed that $\sum_{j=0}^{T_i-1} (d - r_{ij})$ is the number of learned samples for class $i$. Let $\sum_{j=0}^{T_i-1} (d - r_{ij}) = \beta_i P_i$. According to the stopping conditions in (86), $\beta_i$ is greater than 1.0. Since $d/2 \leq (d + r_{ij})/2 \leq d$, $g_{\text{ker}}^{(2)}$ is bounded as follows

$$O\left(\frac{1}{2}dn \sum_{i=1}^{m} \beta_i P_i\right) \leq g_{\text{ker}}^{(2)} \leq O\left(dn \sum_{i=1}^{m} \beta_i P_i\right).$$

(92)

The cost for optimization on the working sets is

$$g_{\text{op}}^{(2)} = O\left(\sum_{i=1}^{m} \sum_{j=1}^{T_i} r_{ij}d\right).$$

(93)

Substituting $\sum_{j=0}^{T_i-1} r_{ij} = dT_i - \beta_i P_i$ into (93), we can yield

$$g_{\text{op}}^{(2)} = O(d^2 \sum_{i=1}^{m} (T_i + r_{iT_i}) - d \sum_{i=1}^{m} \beta_i P_i).$$

(94)

By adding (88), (90) and (94) together the total cost $g_{\text{ker}}^{(1)} + g_{\text{op}}^{(1)} + g_{\text{ker}}^{(2)} + g_{\text{op}}^{(2)}$ is approximated by

$$O\left(\frac{1}{2} \ln d + d \sum_{i=1}^{m} P_i + \sum_{i=1}^{m} \sum_{j=0}^{T_i-1} \frac{1}{2}n(d^2 - r_{ij}^2) + d^2 \sum_{i=1}^{m} (T_i + r_{iT_i}) - d \sum_{i=1}^{m} \beta_i P_i\right).$$

(95)
When inequality (92) is applied to (95), the total cost is bounded above by
\[
O(d\left(\frac{1}{2} \ln n + n \sum_{i=1}^{m} \beta_i P_i - \sum_{i=1}^{m} (\beta_i - 1) P_i + d \sum_{i=1}^{m} (T_i + r_i T_i)\right))
\] (96)
and bounded below by
\[
O(d\left(\frac{1}{2} \ln n + \frac{1}{2} n \sum_{i=1}^{m} \beta_i P_i - \sum_{i=1}^{m} (\beta_i - 1) P_i + d \sum_{i=1}^{m} (T_i + r_i T_i)\right)).
\] (97)

Since \(P_i, \beta_i\) and \(T_i\) are decreasing functions of \(d\), there exists an optimal value of \(d\) such that the minimum of total cost is reached. From Eqs. (96)(97), the bound on the total cost is split into two terms: one for kernel computation and the other for SMO optimization. The term \(O(d^2 \sum_{i=1}^{m} (T_i + r_i T_i) - d \sum_{i=1}^{m} (\beta_i - 1) P_i)\) can be used to approximate the cost for SMO optimization. Based on the assumption that at least one support vector on each working set is added with the progress of optimization, we get \(T_i < d^8\). When \(l\) is large, kernel computation will dominate the cost. Let \(P_i = \mu_i l\). Then the upper bound of kernel computation is given by
\[
O\left(\frac{1}{k} n l^2 \left(\frac{1}{2} \ln l + \sum_{i=1}^{m} \mu_i \beta_i\right)\right).
\] (98)

Now we list the properties of (98).

- When most non-support vectors are removed at the parallel optimization step, both \(\mu_i\) and \(\beta_i\) become small. Thus the computation cost becomes low.

- If \(\mu_i \leq 0.1\) and \(\beta_i \leq 2.0\), the cost becomes \(O\left(\frac{1}{k} (\frac{1}{2} + \frac{m}{k}) n l^2\right)\). If the number of classes \(m\) is large, the cost is \(O(\frac{1}{k} m n l^2)\). With respect to the one-against-the-others training strategy for multi-classes, assume that training SVMs for different classes does not share the computation of kernel matrix since a large kernel matrix can not fit into the memory. The cost of kernel computation is about \(O(\frac{1}{k} m n l^2)\), which is much higher than \(O(\frac{1}{k} m n l^2)\), especially on a large training set where \(k\) is much larger than 1. Moreover, since \(O(\frac{1}{k} m n l^2) = O(\frac{1}{k} d m n l)\), for a fixed working size \(d\), \(m\) and \(n\), the cost linearly scales with the size of training set \(l\).

---

\(^8\)In practice, \(T_i\) is usually much smaller than \(d\).

\(^9\)In practice, this has been frequently observed in experiments.
5.6 Experimental results

This section is divided into two subsections. In Subsection 5.6.1, we investigate the various properties of the proposed algorithm and compare it with the existing algorithms on large data sets. Subsection 5.6.3 focuses on its generalization performance on handwritten character data sets. The state-of-the-art results will be reported on three well-known handwritten digit databases CENPARMI, USPS, MNIST and on NIST handwritten database for lowercase characters. Excellent performances on two very large commercial data sets (Hanwang handwritten digit, Hanwang handwritten Chinese) will also be reported.

The code was compiled by Microsoft visual C++6.0. All experiments were performed on a PC with single Intel P4 1.7Ghz processor with 256K L2 (second-level) cache, SDRAM \(^{10}\) of 1.5 Gigabytes and 200 G hard disk (7200 RPM). The operating system was Windows 2000 Professional.

There are several character databases used in our experiments. CENPARMI handwritten digit database [110][111] consists of 6,000 unconstrained handwritten numerals originally collected from dead letter envelopes by the U.S. postal service at different locations. The numerals in this database are stored in binary format with a resolution of approximately 166 PPI. We use 4000 numerals \(^{11}\). USPS \(^{12}\) database contains 9298 handwritten digits (7291 for training, 2007 for testing) [123].

MNIST [78] handwritten digit database consists of 60,000 training samples and 10,000 testing samples \(^{13}\), which originate from NIST database. The preprocessing was done by LeCun's research group and a linear transform was performed such that all patterns were centered into 28 × 28 while keeping the aspect ratio. The pixel values of resulting gray-scale images were scaled to fall in the range from -1.0 to 1.0.

Hanwang handwritten digit database is a large commercial database from Hanwang, an OCR company in China. It consists of 1,321,718 training samples and 300,000 testing samples. The samples are in binary format. Some samples in this database are illustrated in Fig. 16.

NIST database of handwritten lowercase characters originally consists of 26,000

\(^{10}\) Single Data Rate Memory

\(^{11}\) CENPARMI digit database consists of three subsets A, B and C. The subsets A and B are used for training and C for testing.


\(^{13}\) This database is available from http://yann.lecun.com/exdb/mnist/.
training samples and 12,000 testing samples. In the training set, each category contains 1000 samples. This database includes some uppercase and noisy garbage patterns that do not belong to any of the 26 categories. About 6% of these patterns are highly confusing patterns such as “q” and “g”, “i” and “l”, which can scarcely be identified by human. So we clean the database and remove testing samples of three categories including “q”, “i” and “g”. Finally, we obtain a training set of 24,092 samples and a testing set of 10,688 samples.

Hanwang handwritten Chinese database is a large commercial database from Hanwang company. It consists of four subsets A, B, C, and D with different qualities. There are 3755 categories, each of which has about 800 samples. In our experiment, we randomly split the data set into two parts: 2,144,489 for training and 542,122 for testing. Some samples in this database are shown in Fig. 17.

For character recognition, discriminative feature extraction is an important step to enhance the generalization performance of a learning algorithm. In our experiments, features for handwritten digit, lowercase characters and handwritten Chinese are extracted based on the gradients of an image. For handwritten digit and lowercase characters, a 576 dimensional feature vector [33] is obtained from the normalized patterns of size $22 \times 22$ and a 400 dimensional feature vector on those of size $18 \times 18$. On Hanwang handwritten digit database, a 576 dimensional feature vector is first extracted. Then its dimension is reduced to 120 by principal component analysis [48]. For handwritten Chinese characters, a feature vector of size 1296 is generated [35]. Then its dimension is reduced to 392 by multiple discriminant analysis [41].
The parameters $C$ in (76) and $\tau$ are set to 10.0 and 0.01, respectively. ATLAS [124](Automatically Tuned Linear Algebra Software) \(^{14}\) optimized on P4 is the default BLAS package for computing the kernel matrix. The value of $\sigma^2$ in (84) is set to 0.3, unless mentioned otherwise. This value is chosen using a cross-validation method on a subset [35].

5.6.1 Algorithm properties and comparisons of training performance

Computation of kernel matrix

Three methods for computing kernel matrix are tested on Hanwang handwritten digit database. One is simple C implementation of cblas_sgemm and cblas_ssyrk; the other two methods are BLAS packages optimized on P4: ATLAS and MKL6.0 \(^{15}\). The RBF kernel is used. The size of working set $d$ is set to 8000. Training performance
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measures are shown in Table 5, where $\mu_i$, $\beta_i$ and $T_i$ are defined in Section 5.5, and BSV

Table 5: Performance measures for ATLAS on Hanwang handwritten digit database

<table>
<thead>
<tr>
<th>Class</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>SV</td>
<td>7208</td>
<td>3256</td>
<td>7639</td>
<td>8255</td>
<td>6541</td>
<td>7221</td>
<td>5066</td>
<td>5506</td>
<td>7245</td>
<td>5876</td>
</tr>
<tr>
<td>BSV</td>
<td>65</td>
<td>441</td>
<td>30</td>
<td>88</td>
<td>89</td>
<td>47</td>
<td>114</td>
<td>452</td>
<td>35</td>
<td>354</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>0.107</td>
<td>0.040</td>
<td>0.112</td>
<td>0.114</td>
<td>0.099</td>
<td>0.108</td>
<td>0.073</td>
<td>0.076</td>
<td>0.091</td>
<td>0.055</td>
</tr>
<tr>
<td>$\beta_i$</td>
<td>1.00</td>
<td>1.96</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.08</td>
<td>1.09</td>
<td>1.00</td>
<td>1.59</td>
</tr>
<tr>
<td>$T_i$</td>
<td>69</td>
<td>18</td>
<td>101</td>
<td>102</td>
<td>46</td>
<td>67</td>
<td>24</td>
<td>28</td>
<td>57</td>
<td>34</td>
</tr>
</tbody>
</table>

denotes the number of bounded support vectors. Note that the size of the working set for class 3 is set to 8500 at the second step. It can be observed from Table 5 that $\mu_i$ is less than 0.1, which infers that most non-support vectors are removed at the step of parallel optimization. In addition, most $\beta_i$ are close to 1.0. That is, at the step of sequential optimization, the algorithm usually goes through the training set once and stops. In order to see how the kernel computation influences the training speed, we compare the performance of the above three methods, as shown in Table 6.

Table 6: Performance comparisons of three methods for kernel computation

<table>
<thead>
<tr>
<th>Methods</th>
<th>ATLAS</th>
<th>MKL6.0</th>
<th>C implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{Ker}^{(1)} + g_{Ker}^{(2)}$ (seconds)</td>
<td>1957</td>
<td>2265</td>
<td>7401</td>
</tr>
<tr>
<td>$g_{op}^{(1)} + g_{op}^{(2)}$ (seconds)</td>
<td>755</td>
<td>1169</td>
<td>758</td>
</tr>
<tr>
<td>Total training time (seconds)</td>
<td>2712</td>
<td>3434</td>
<td>8159</td>
</tr>
</tbody>
</table>

In Table 6, the kernel computation dominates the cost for C implementation, which is consistent with the complexity analysis in Section 5.5, while it does not seem to be true for ATLAS and MKL6.0. In fact, ATLAS and MKL6.0 are both optimized on P4 and efficiently make use of SIMD instructions, where several computations are done with a single instruction in parallel [55]. That is, parallelism exists in ATLAS and MKL6.0. When we analyze the computational complexity, kernel elements are assumed to be calculated sequentially. In addition, compared with C implementation, ATLAS achieves a speed-up factor of about 3 on P4.
The size of working set

In Section 5.5, we claim that there exists an optimal size of the working set which achieves the minimal cost. Therefore we continued to test the proposed method on Hanwang digit database and to observe how the size of the working set affects the performance. Fig. 18 shows the training time and average number of support vectors with the growing size of the working set. It can be seen from Fig. 18 that the training time and average number of support vectors are growing with the size of the working set (≥ 8000), but the growth rate is slow. That is, training time is not sensitive to this parameter in a large range such that the users do not need to tune this parameter obviously. Moreover, although the average number of support vectors is increasing, the substitution error rate on Hanwang testing set remains unchanged (0.5%). This fact indicates that a working set good size can remove the redundant support vectors to some extent. For the optimal training speed, it is better to set different support vectors to some extent. Moreover, at the second step, the size of the working set is chosen to be close to the number of support vectors in each class.

Testing different kernels and comparing performance with existing algorithms

In this experiment we tested the proposed method on MNIST database with RBF and polynomial kernel and on Hanwang handwritten digit database with RBF kernel,
and compared its performance with that of existing SVM packages such as SVMlight\textsuperscript{16} and LIBSVM\textsuperscript{17}. For RBF kernel, a 576 dimensional discriminative feature vector was extracted [33]. With respect to the polynomial kernel, we directly applied SVM on 28 × 28 pixel images. Since patterns on the original MNIST are not truly located at the center, the preprocessing was performed by first enclosing the pattern in the bounding rectangular box, and then by translating this rectangle into the center of a 28 × 28 box. Then patterns were smoothed using the following mask:

\[
\frac{1}{16} \begin{bmatrix}
1 & 1 & 1 \\
1 & 8 & 1 \\
1 & 1 & 1 
\end{bmatrix}.
\] (99)

Next, we used DeCoste’s [24] idea to normalize each pattern by its Euclidean-norm scalar value such that the dot product was always within [−1, 1]. We used the polynomial kernel \((x_1 \cdot x_2)^7\). The dimension of input vectors was 784 (28 × 28). The size of the working set was still set to 8000. There exists a fast method for computing general polynomial kernel \((x_1 \cdot x_2)^q\), where \(q\) is a positive integer. Let \(u− = \lfloor \log_2 q \rfloor\) and \(u+ = \lceil \log_2 q \rceil\). Then

\[
u = \begin{cases} 
  u− & \text{if } u− + q − 2^u− < u+ + 2^u+ − q, \\
  u+ & \text{otherwise.}
\end{cases}
\] (100)

The polynomial kernel can be calculated by

\[
(x_1 \cdot x_2)^q = (((x_1 \cdot x_2)^2)^2)^{\underbrace{\ldots}_{u}} (x_1 \cdot x_2)^{q-2^u}.
\] (101)

The number of multiplication operations is \(u + |q − 2^u|\). For example, \((x_1 \cdot x_2)^7 = (((x_1 \cdot x_2)^2)^2)^2(x_1 \cdot x_2)^{-1}\).

In order to ensure that the comparisons are fair, the following pre-conditions are assumed:

- Dense feature vector that is stored in a contiguous memory.
- Similar size of cache that stores kernel elements.
- The fixed stopping tolerance.

\textsuperscript{16}Available from http://svmlight.joachims.org/.
\textsuperscript{17}Available from http://www.csie.ntu.edu.tw/~cjlin/libsvm/.
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- The fixed kernel parameters and $C$ in (76).

- The fixed experimental platform.

The post condition is that each method should achieve a similar error rate on the test set. Before we conduct the performance comparisons, some facts on Libsvm and SVM\textsuperscript{tight} are provided. Libsvm efficiently implements Keerthi et al’s SMO and uses a simple LRU row caching strategy, which is the same as SVM\textsuperscript{tight}’s and different shrinking methods. The stopping conditions for libsvm are

$$b_{\text{low}} < b_{\text{up}} + 2\tau. \quad (102)$$

and termination criteria for SVM\textsuperscript{tight} are given by

\[
\begin{align*}
    y_i(F_i + b) &\geq -\tau \quad \forall i \quad \alpha_i = 0, \\
    |y_i(F_i + b)| &< \tau \quad \forall i \quad 0 < \alpha_i < C, \\
    y_i(F_i + b) &\leq \tau \quad \forall i \quad \alpha_i = C,
\end{align*}
\]

(103)

where $\tau$ is a stopping tolerance and set to 0.01. In addition, SVM\textsuperscript{tight} skips checking KKT conditions of inactive variables before it terminates. The cache sizes on MNIST and Hanwang handwritten digit databases are set to 250 M \textsuperscript{18} and 400 M, respectively. The working set size for the proposed method is set to 8000. Table 7 shows comparisons of the total training time of three methods on MNIST and Hanwang handwritten digit databases. It can be seen that the proposed method performs best

Table 7: Comparisons of total training time of three methods(hours). A: one-against-others training strategy for multi-classes; B: one-against-one for multi-classes.

<table>
<thead>
<tr>
<th>Database</th>
<th>Proposed method</th>
<th>SVM\textsuperscript{tight} (v5.0)</th>
<th>Libsvm (v2.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>MNIST</td>
<td>RBF</td>
<td>0.064</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>POLY</td>
<td>0.075</td>
<td>2.03</td>
</tr>
<tr>
<td>Hanwang digit</td>
<td>RBF</td>
<td>0.75</td>
<td>-</td>
</tr>
</tbody>
</table>

\textsuperscript{18}Megabytes. $1M = 2^{20}$ bytes.

on both databases and its training time scales well with the size of the training set. Also, the above table indicates that SVM\textsuperscript{tight} and Libsvm perform much better based on a one-against-one training strategy for multi-classes than on a one-against-others.
strategy. The reason is that for a one-against-others strategy the limited cache only stores a small number of rows of kernel matrix when the size of training set is large so that cache thrashing occurs frequently and LRU caching policy is prone to failure. Moreover, we can see that the computational cost of SVMlight and Libsvm is very high when the training strategy for multi-classes is one-against-others.

**IO efficiency**

With respect to the proposed method, only the working set is required to be stored in memory, rather than the whole training set. A new working set is loaded into memory from a data file by queue operations such that data are accessed sequentially most of the time. As a result, the IO buffer for file reading operations will be efficiently utilized and file access time will be considerably reduced. On Hanwang handwritten digit database, when the size of the working set is set to 8000, the total IO time is only 14.39 seconds, which is much less than the total training time of 2712 seconds.

**Performance on a large database with thousands of classes**

This experiment was performed on Hanwang handwritten Chinese character database. The $\sigma^2$ parameter of RBF kernel in Eq. (84) is set to 0.8, which can be obtained according to the method in [35]. For the proposed algorithm, the size of the working set at two steps are set to 8000 and 3000, respectively. The total training time is about 19 hours. With respect to Libsvm and SVMlight, their computational cost of Libsvm on this database is prohibitively high based on a one-against-other training strategy for multi-classes. Therefore, we only test SVMlight using a one-against-one strategy. Its training time is about 644 hours. Also, in our experiment, the training speed of SVMlight is fast on the data set of one pair of classes since the number of samples for each class is small, just about 800. However, its time complexity quadratically grows with the number of classes ($m$) whereas the dominant cost of the proposed algorithm proves to linearly scale with $m$ in (98) for a sufficiently large $m$. This experimental result indicates that the proposed algorithm's advantage over Libsvm and SVMlight is more obvious on a database of huge size with a large number of classes.
5.6.2 Performance on a large artificial data set

In the previous experiments, the size of working set is large enough to contain support vectors. In some cases, the condition is not satisfied due to the memory constraint. Therefore, we have to find a method to deal with this problem. In this experiment, the proposed method is tested on an artificially generated data set called ringnorm [9], which has 20 dimensions and 2 classes. Class 1 is multivariate normal with a mean of zero and a covariance matrix 4 times the identity. Class 2 has unit covariance matrix and mean \((a, a, ..., a)\), where \(a = \frac{2}{\sqrt{20}}\). According to Fukunaga et al’s method [47], the precise Bayes’ error rate for the above two-class classification problem can be computed using numerical integration which yields 1.24\%. The generated training and testing sets consist of 100 million and 3 million samples, respectively, where two classes have the same priori probability \(^{20}\). The \(\sigma^2\) of RBF kernel in Eq. (84) and \(C\) are set to 198.0 and 20.0, respectively. At the parallel optimization step, the size of the working set is 8000. After parallel optimization ends, the size of training set for the sequential optimization is 5807025. Then we divide the set into many subsets, each of which consists of 14,000 samples. The size of working set is still 8000. At this stage, we observed that on each subset the number of support vectors is about 7900 and among these support vectors the number of bounded ones is about 7700. The total training time and IO time are 15.89 hours and 316 seconds, respectively. The final decision is made using SVMs on these subsets in a majority vote method: for each unseen pattern, the output of each SVM is added together. This strategy is similar to that in the ensemble methods such as Bagging [8]. The error rate on the test set using the above rule is 1.23\%, a little lower than the Bayes’ error rate. Theoretically the classification accuracy of any classifier should not be higher than that of the optimal Bayes classifier. The bias may come from the fact that the data generated by a computer does not exactly characterize the two-class multivariate Gaussian distributions. Moreover, we tested each SVM independently on the test set and observed that their error rates are close. Their mean and standard deviation are 0.0126 and \(7.0 \times 10^{-5}\). This indicates that each subset is sufficient statistically for the classification.

\(^{19}\)In paper [9], \(a = \frac{1}{\sqrt{20}}\)

\(^{20}\)Data source is referred to http://www.cs.toronto.edu/~delve/data/ringnorm.
5.6.3 SVM's generalization performance for handwritten character recognition

In this subsection, we investigate the generalization performance of SVM on several handwritten character databases when it is trained by the proposed algorithm.

Recognition of handwritten digits and lowercase characters

The feature extraction [33] involves edge detection. Smoothing is a necessary prerequisite step. Since it is difficult to find an optimal filtering function to smooth the image, we follow a strategy similar to that of human vision: first recognize the global shape under the coarse resolution and then focus on the details under the fine resolution. Thus, for all handwritten digit databases mentioned above and NIST lowercase database, when training a basic SVM, the images are blurred three times using mask (99), which does not only remove noises but also reduces the number of support vectors. When training virtual SVM [102], we smooth the image only once to avoid the excessive removal of the details.

With respect to virtual SVM (VSVM), support vectors for different classes are first merged \(^{21}\). Then virtual patterns are generated by shifting them one pixel in four directions: up, down, left and right. RBF kernel is used in the following experiments. Tables 8, 9, 10 show the performance comparisons on CENPARI, USPS and handwritten NIST lowercase database, respectively. Misrecognized patterns for the proposed method on these databases are illustrated in Figs. 19, 20, 21.

Table 8: Error rates of different methods on CENPARI database (%).

<table>
<thead>
<tr>
<th>Methods</th>
<th>Recognized</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cho's [16]</td>
<td>96.05</td>
<td>3.95</td>
</tr>
<tr>
<td>S.W. Lee's [81]</td>
<td>97.80</td>
<td>2.20</td>
</tr>
<tr>
<td>400-20-10 MLP + AdaBoost [28]</td>
<td>97.20</td>
<td>2.80</td>
</tr>
<tr>
<td>MQDF [27]</td>
<td>98.00</td>
<td>2.00</td>
</tr>
<tr>
<td>GLVQ [30]</td>
<td>96.30</td>
<td>3.70</td>
</tr>
<tr>
<td>Local Learning Framework [30]</td>
<td>98.10</td>
<td>1.90</td>
</tr>
<tr>
<td>Proposed method</td>
<td>98.70</td>
<td>1.30</td>
</tr>
<tr>
<td>Svc-rbf [83]</td>
<td>98.90</td>
<td>1.10</td>
</tr>
</tbody>
</table>

\(^{21}\)SVMs from different classes share some support vectors
Table 9: Performance comparison of some methods on the USPS database. USPS+, one variant of USPS database, contains some machine-printed digit samples.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>training set</th>
<th>test error</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest-neighbor</td>
<td>USPS+</td>
<td>5.9%</td>
<td>Simard et al. [106]</td>
</tr>
<tr>
<td>LeNet1</td>
<td>USPS+</td>
<td>5.0%</td>
<td>LeCun et al. [76]</td>
</tr>
<tr>
<td>Optimal margin classifier</td>
<td>USPS</td>
<td>4.6%</td>
<td>Boser et al. [5]</td>
</tr>
<tr>
<td>SVM</td>
<td>USPS</td>
<td>4.0%</td>
<td>Schölkopf et al. [98]</td>
</tr>
<tr>
<td>Local learning</td>
<td>USPS+</td>
<td>3.3%</td>
<td>Bottou et al. [6]</td>
</tr>
<tr>
<td>Virtual SVM</td>
<td>USPS</td>
<td>3.2%</td>
<td>Schölkopf et al. [99]</td>
</tr>
<tr>
<td>Virtual SVM, local kernel</td>
<td>USPS</td>
<td>3.0%</td>
<td>Schölkopf [100]</td>
</tr>
<tr>
<td>Boosted Neural Nets</td>
<td>USPS+</td>
<td>2.6%</td>
<td>Drucker et al. [39]</td>
</tr>
<tr>
<td>Tangent distance</td>
<td>USPS+</td>
<td>2.6%</td>
<td>Simard et al. [106]</td>
</tr>
<tr>
<td>Feature-based virtual SVM</td>
<td>USPS</td>
<td>2.34%</td>
<td>the proposed method</td>
</tr>
<tr>
<td>Human error rate</td>
<td>—</td>
<td>2.5%</td>
<td>Bromley et al. [10]</td>
</tr>
<tr>
<td>Human error rate</td>
<td>—</td>
<td>1.51%</td>
<td>our statistical results [29]</td>
</tr>
</tbody>
</table>

Table 10: Error rates of different methods on the test set of NIST lowercase database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Raw error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLVQ [30]</td>
<td>10.17</td>
</tr>
<tr>
<td>MQDF [30]</td>
<td>10.37</td>
</tr>
<tr>
<td>160-100-27 MLP [30]</td>
<td>8.40</td>
</tr>
<tr>
<td>Local Learning Framework [30][31]</td>
<td>7.66</td>
</tr>
<tr>
<td>Feature-based SVM</td>
<td>7.44</td>
</tr>
<tr>
<td>VSVVM</td>
<td>6.70</td>
</tr>
</tbody>
</table>

On MNIST handwritten digit database, in order to further enhance the performance of VSVVM, multi-scale virtual patterns are generated. After we trained SVM, the number of merged support vectors was 10,422 and then virtual patterns were generated by shifting these support vectors by one pixel in four directions (up, down, left and right) and smoothing them once, twice and three times, respectively. When the virtual patterns are smoothed once, the trained SVM is called VSVVM\(^a\). The total size of the virtual training set was 156,330 (= 3 × 5 × 10,422). Performance comparisons of different methods on MNIST testing set are shown in Table 11.

In Table 11, VSVVM\(^b\) is virtual SVM with multi-scale virtual patterns. Although VSVVM\(^b\) achieved the state-of-the-art performance, the performance gap is not as
Figure 19: The 26 errors (1.3% error rate) for the CENPARMI test set. The number in the upper-left corner of each image indicates the test sample number. The first digit on the bottom specifies the true label. The second digit on the bottom is the recognized digit label.

obvious as that between VSVM\textsuperscript{a} and feature-based SVM. If the trade-off between cost and accuracy is taken into account, VSVM\textsuperscript{a} is a better choice in practice. Liu et al. [83] also obtained similar results based on different features using SVM. The performances of other methods in [78] were reported on pixel values without explicit feature extraction. The above comparisons indicate that extraction of discriminative features is still a better choice to improve the generalization performance of a classifier than other strategies when a prior knowledge for the specified classification problem is available. Fig. 22 shows the misrecognized patterns of VSVM\textsuperscript{b} on MNIST testing set.

### 5.6.4 Rejection performance of SVM

In some real world applications such as cheque recognition, the reliability rate is more important than the raw error rate. So it is necessary to evaluate SVM's rejection
Figure 20: The 47 errors (2.34% error rate) for the USPS test set. The number in the upper-left corner of each image indicates the test sample number. The first digit on the bottom specifies the true label. The second digit on the bottom is the recognized digit label. From the above figure, it can be seen that there are obviously four errors in the original labelling (234, 971, 994, 1978).

performance. The reliability is defined by

\[
\text{Reliability} = \frac{\text{Recognition rate}}{100\% - \text{Rejection rate}}.
\]

Patterns are rejected when the difference between the outputs of the top two classes is smaller than a predefined threshold \( \xi \). Experiments aimed at evaluating rejection performance were conducted on MNIST database. Its results are shown in Table 12.

5.7 Conclusions

We have presented an efficient training algorithm for support vector machines on several databases as well as a huge database with thousands of classes. This algorithm consists of two steps: parallel and sequential optimizations. At the parallel optimization step, most non-support vectors are quickly removed so that the training time
Figure 21: Some misclassified patterns on the test set of NIST database for handwritten lowercase characters. The first character on the left at the bottom specifies the true label. The character on the right is the recognized character label.

for sequential optimization can be reduced dramatically. In addition, some effective strategies, such as kernel caching and efficient computation of kernel matrix, are integrated to speed up the training process. Further, the space and runtime complexity of the proposed algorithm are analyzed and we show that its runtime complexity linearly scales with the number of classes and the size of the data set.

Extensive experiments have been conducted to study various appealing properties of the proposed algorithm. Compared with Libsvm and SVM$^{light}$, the proposed algorithm has a much higher training speed, especially on databases of a huge size with thousands of classes. In addition, we tested the generalization performance of feature-based SVM on several handwritten character databases trained by the proposed algorithm. The state-of-the-art performances have been achieved on these databases. Particularly on MNIST and Hanwang handwritten digit databases, very low error rates of 0.38% and 0.5% were obtained, respectively.
Table 11: Comparisons of generalization performances of different methods on MNIST database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Raw error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>LeNet1 [78]</td>
<td>1.7%</td>
</tr>
<tr>
<td>400-300-10 network [78]</td>
<td>1.6%</td>
</tr>
<tr>
<td>Polynomial SVM [13]</td>
<td>1.4%</td>
</tr>
<tr>
<td>Tangent Distance [78]</td>
<td>1.1%</td>
</tr>
<tr>
<td>LeNet5 [78]</td>
<td>0.9%</td>
</tr>
<tr>
<td>Virtual polynomial SVM [102]</td>
<td>0.8%</td>
</tr>
<tr>
<td>Boosted LeNet4 [78]</td>
<td>0.7%</td>
</tr>
<tr>
<td>SVM on vision-based feature [114]</td>
<td>0.59%</td>
</tr>
<tr>
<td>Virtual SVM with 2pix VSVs [24]</td>
<td>0.56%</td>
</tr>
<tr>
<td>Feature-based SVM</td>
<td>0.60%</td>
</tr>
<tr>
<td>VSVM(^a)</td>
<td>0.44%</td>
</tr>
<tr>
<td>SVC-rbf [83]</td>
<td>0.42%</td>
</tr>
<tr>
<td>VSVM(^b)</td>
<td>0.38%</td>
</tr>
</tbody>
</table>

Table 12: Rejection performances for VSVM\(^a\) under different $\xi$

<table>
<thead>
<tr>
<th>$\xi$</th>
<th>Recognition rate</th>
<th>Substitution</th>
<th>Rejection rate</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>96.69%</td>
<td>0.04%</td>
<td>3.27%</td>
<td>99.96%</td>
</tr>
<tr>
<td>1.4</td>
<td>94.41%</td>
<td>0.01%</td>
<td>5.58%</td>
<td>99.99%</td>
</tr>
<tr>
<td>1.7</td>
<td>91.51%</td>
<td>0</td>
<td>8.49%</td>
<td>100%</td>
</tr>
<tr>
<td>1.9</td>
<td>99.56%</td>
<td>0.44%</td>
<td>0</td>
<td>99.56%</td>
</tr>
</tbody>
</table>
Figure 22: The 38 errors (0.38% error rate) for MNIST test set. The number in the upper-left corner of each image indicates the test sample number. The first digit on the bottom specifies the true label. The second digit on the bottom is the recognized digit label.
Chapter 6

Handwritten Chinese character recognition using SVM

6.1 Introduction

Important progress has been made in research on handwritten Chinese character recognition in the last decade [68], [62] and [11]. In recent years structural analysis approach [128] seems to have been overtaken by pattern matching methods involving extraction of statistical features in research on handwritten character recognition. The accuracy of an overall recognition system depends to a large extent on the discriminative capability of the extracted features and generalization performance of the classifier.

Handwritten Chinese characters have complex structures and large shape variations. Also, many similar patterns exist. Matching methods based on pixel values alone can not perform well, some preprocessing steps such as shape normalization and feature extraction are necessary. Nonlinear normalization [127] is a useful technique for correcting nonlinear shape variations and homogenizing the two-dimensional line density so that space can be more efficiently utilized and feature sampling points are stabilized for pattern matching methods. However, the original method operates on binary images. Nonlinear normalization may produce many jags which have a considerable impact on feature extraction. It is difficult to smooth these jags without destroying stroke information.

With respect to classifiers for the recognition of handwritten Chinese characters,
which have thousands of categories, many good classification techniques such as multi-layer perceptron can not be directly applied due to the complexity of modelling and "local minima problem". Learning vector quantization (LVQ) [122], which generates some representative reference patterns as templates, and modified quadratic discriminant function (MQDF) [66],[68] are two main classification methods for handwritten Chinese characters since both have achieved good performance. Although LVQ is a supervised learning method, its decision boundaries are pairwise hyperplanes. When the real class boundary is nonlinear, a large bias will be generated. MQDF assumes that data in each class is distributed unimodally in a gaussian-like manner. The maximal likelihood approach is applied to generate the density model for each class and then the Bayesian decision rule is used for classification. This method, which does not focus directly on the goal of classification, leads to a sub-optimal rule since the estimation of class density is usually a hard and ill-posed problem without sufficient prior knowledge.

The purpose of this chapter is to improve the accuracy of handwritten Chinese character recognition by using an enhanced nonlinear normalization method and support vector machine (SVM). Nonlinear normalization is applied to gray-scale images, and jags can be removed while preserving the edge information. Support vector machine is usually applied to classification problems with a small number of categories such as handwritten digit recognition [24] due to the lack of an efficient algorithm for training SVM on a large data set with thousands of classes. Recently this problem has been solved by our proposed algorithm [32],[34] so that we can test the performance of SVM in more real-world challenging classification applications.

This chapter is organized as follows. Section 2 describes the improved nonlinear shape normalization. Then the feature extraction method is given in Section 3. Section 4 presents a method to tune kernel parameters for support vector machine on a large data set. The experimental results are described in Section 5. Finally, we summarize the paper and draw conclusions.

6.2 Improved nonlinear normalization

Lee and Park [80] compared the performance and computational complexity of existing nonlinear normalization methods and experimental results indicated that Yamada
et al's method based on line density [127] performs better while having a higher computational cost and side effects of jags. In fact, run-length coding of images can speed up the calculation of line-density histograms and reduce costs [82]. Kim et al. [65] extended Tsukumo et al's method [116] from a binary image to a gray-scale image in order to partially alleviate the effect of jags. But Tsukumo et al's method defines the line density in one dimension while Yamada et al's method works in two dimensions. As a result, the overall performance of Tsukumo et al's is not as good as Yamada et al's. In order to effectively remove jags after nonlinear normalization, we can use modified Yamada et al's method on binary image to determine the position of sampling points and produce the gray-scale image. Noise filtering and edge smoothing are much easier on a gray-scale image than on a binary image. The diagram of the nonlinear normalization scheme is shown in Fig. 23.

In Fig. 23, median filtering is used to remove nonlinear noise such as salt-and-pepper noise, which often appears in binary character images. Smoothing operator is a linear lowpass filter for Gaussian noise. Linear normalization is executed in the form of backward mapping from normalized image to input image in order to avoid the holes and gaps in the normalized images. Also, the aspect ratio is preserved so that the global character shape is not changed. The size of linear normalization (128 × 128) is usually larger than the original one. The rationale is that the increased gaps between character strokes will be helpful for noise removal since most Chinese characters have complex structures and frequent two-pixel gap between strokes in the original image makes noise removal difficult. The gray-scale image is just a copy of a binary image. But it is represented in float data type.

Regarding nonlinear normalization, Yamada et al's method [127] is applied to binary image for calculating the histogram of line density and determining the position of a sampling point. Then the gray-scale image is produced. But in Yamada et al's method, the pixel value of the output image is attributed from one pixel in the original image. Due to the discrete nature of input and output images, many sampling points of the input image are mapped to the same point in the output image. It is more reasonable to consider all contributions from these input sampling points. To describe precisely the proposed method, we introduce some notations. Let \(f(i, j)\) be an input image, whose size is \(I \times J, i = 1, \ldots, I\) and \(j = 1, \ldots, J\). Let \(g(m, n)\) be the normalized image, whose size is \(M \times N, m = 1, \ldots, M\) and \(n = 1, \ldots, N\). Let \(\rho(i, j)\) be the line
density calculated from the input binary image by Yamada et al’s method. The feature projection functions on the x and y axes are defined as

\[ H(i) = \sum_{j=1}^{J} \rho(i, j), \]

\[ V(j) = \sum_{i=1}^{I} \rho(i, j). \]  

(104)

The forward function, which maps position \((i, j)\) on the input image to position \((m, n)\) on the normalized image, is given by

\[ m = \phi(i) \]
\[
\psi(j) = \left\lfloor \sum_{i=1}^{j} V(i) \times \frac{N}{\sum_{l=1}^{J} V(l)} + 0.5 \right\rfloor.
\]  

(105)

where \(\lfloor A \rfloor\) is the maximal integer not larger than A (floor of A). Define sets \(S_m = \{i|\phi(i) = m\}\), where \(m = 1, \ldots, M\). Let \(n_m\) be the number of elements in set \(S_m\). In order to assure the pixel value of all positions in the normalized image, a backward mapping is required. Fig. 24 shows the backward mapping for index \(m\).

\[ \begin{array}{c}
\text{T} \\
1 \\
2 \\
\vdots \\
\text{NIL} \\
M-1 \\
M \\
\end{array} \quad \begin{array}{c}
n_1 \\
\cdots \\
\cdots \\
n_{M-1} \\
\cdots \\
\end{array} \]

Figure 24: Backward mapping

In Fig. 24, \(T\) is an array of length \(M\). Element \(T[i]\) is a pointer to the starting address of an array that contains the size of set \(S_i\) and its elements. NIL means the empty pointer. That is, no input index \(i\) is mapped here. To calculate all pixel values in the normalized image, each element in \(T\) must be a non-empty pointer. The following procedure assigns a new value to the NIL pointer using the nearest neighbor principle.

**Assign a new value to the NIL pointer**

**Input:** \(T[i], i = 1, \ldots, M\), where \(T[M] \neq \text{NIL}\)

**Output:** \(T[i], \) where \(T[i] \neq \text{NIL}, i = 1, \ldots, M\)

\(k \leftarrow M\).

**Repeat**

IF \(T[k] = \text{NIL}\)

\(T[k] = T[k + 1]\)
END IF

\[ k \leftarrow k - 1. \]

Until \( k = 0 \).

Similarly, we can determine the backward mapping for index \( n \). After that, each pixel in the normalized image can have its corresponding pixels in the input gray-scale image. If multiple pixels in the input image are mapped to the same pixel in the normalized image, the maximal value among these source pixels is assigned to the destination pixel. In fact, this operation can also be regarded as a nonlinear filter, which reduces the effects of jags considerably. In the last operation, anti-alias scaling method [126] is applied and a gray-scale image of size \( 64 \times 64 \) is obtained.

### 6.3 Feature Extraction

Most Chinese characters consist of line strokes so that information based on the edge direction is important for feature extraction. Kimura et al. [68] proposed a weighted directional code feature, which calculates the directional histogram of chain codes in a local region. Similarly, Sun et al. [113] define 12 directional patterns using \( 3 \times 3 \) masks and determine the edge orientation according to them, rather than chain code. However, both methods are just suitable for feature extraction in a binary image. For a gray-scale image, we calculate directional histograms based on image gradients. The procedure for feature extraction is given as follows:

- The gray-scale normalized image is standardized such that its mean and maximum values are 0 and 1.0, respectively [46].

- Center a \( 64 \times 64 \) normalized image into an \( 80 \times 80 \) box in order to efficiently utilize the information in the four peripheral areas\(^1\)

- Robert edge operator [92] is applied to calculate gradient strengths and directions. For example, the gradient magnitude and direction of pixel \( g(m, n) \) are calculated as follows:

\[
\Delta u = g(m, n) - g(m + 1, n + 1),
\]

\(^1\)Peripheral strokes for Chinese characters usually contain more stable information than the central strokes.
\[ \Delta v = g(m, n + 1) - g(m + 1, n), \]
\[ \theta(m, n) = \arctan\left(\frac{\Delta v}{\Delta u}\right), \]
\[ s(m, n) = \sqrt{\Delta u^2 + \Delta v^2}. \]

(106)

where \( \theta(m, n) \) and \( s(m, n) \) specify the direction and gradient magnitude of pixel \((m, n)\), respectively.

- Using a similar strategy as in [113],[62], we divide the image into \( 9 \times 9 \) subareas of size \( 16 \times 16 \), where each subarea overlaps with eight pixels of the adjacent subareas. Each subarea is divided into four parts: A, B, C and D (see Fig. 25). A is a \( 4 \times 4 \) area at the center. B is a \( 8 \times 8 \) areaexclusive of area A. C is a \( 12 \times 12 \) area exclusive of area B. D is a \( 16 \times 16 \) area exclusive of area C.

![Figure 25: 16 x 16 sub-area.](image)

- In each area of A, B, C, D, the strengths of gradients with each of 32 quantized gradient directions are accumulated. In order to reduce side effects of position variations, a mask \((4, 3, 2, 1)\) is used to down-sample the accumulated gradient strengths of each direction. As a result, a 32 dimensional feature vector is obtained.

- After gradient strengths on 32 quantized directions is generated, the directional resolution is reduced from 32 to 16 by down-sampling using one-dimensional mask \((1,4,6,4,1)\) [46].

- A feature vector of size 1296 (9 horizontal, 9 vertical and 16 directional resolutions) is generated.
• The variable transformation $x^{0.4}$ is applied to each component of the feature vector such that the distribution of each component is normal-like [48].

• Scale the feature vector by a constant factor such that values of feature components range from 0 and 1.0.

In order to save the processing time and storage cost, multiple discriminant analysis is applied to reduce the dimension [41].

6.4 Parameter selection for support vector machine

Given training vectors $x_i \in \mathbb{R}^n$, $i = 1, \ldots, l$ and a vector $y \in \mathbb{R}^l$ such that $y_i \in \{-1, 1\}$, training a support vector machine is to find $\alpha$, which can be obtained by solving the following convex quadratic optimization problem:

\[
\text{Maximize} \quad e^T \alpha - \frac{1}{2} \alpha^T Q \alpha \\
\text{subject to} \quad 0 \leq \alpha_i \leq C, \quad i = 1, \ldots, l \\
y^T \alpha = 0
\]

where $e \in \mathbb{R}^l$ is a vector whose components are one, $Q$ is an $l \times l$ semi-positive definite kernel matrix with elements $Q_{ij}$, where $Q_{ij} = y_i y_j K(x_i, x_j)$, $i, j = 1, \ldots, l$, and kernel function $K$ satisfies the Mercer conditions [85].

Good selection of $C$ and kernel parameters plays an important role in the good generalization performance of SVM. One of the simple and efficient methods is to use a cross validation set to tune these parameters. For a large data set with thousands of classes, it is not effective to train SVM on the training set with all classes and evaluate its performance on the validation set due to high computational cost. Thus, a good selection of a training subset and a validation set with a small number of classes is required. Our basic idea is to select these classes such that the cost for selection procedure is not high and patterns in these classes are similar or easily misclassified. The proposed method is given below:

1. Group the training data in terms of classes.

2. Divide training data of each class into two parts: 75 percent for training and the rest for validation.
3. Use discriminant function with a low computation cost for each class. For instance, we can use a Euclidean discriminant function

\[ d_i(x) = \| x - \mu_i \|^2, \ i = 1, \ldots, c. \]  

(108)

where \( \mu_i \) is the mean vector of class \( i \) and \( c \) is the number of classes.

4. Evaluate the performance of discriminant functions on the validation set and calculate the confusion matrix defined by

\[ \text{CF} = \begin{pmatrix} n_{11} & n_{12} & \cdots & n_{1c} \\ n_{21} & n_{22} & \cdots & n_{2c} \\ \vdots & \vdots & \ddots & \vdots \\ n_{c1} & n_{c2} & \cdots & n_{cc} \end{pmatrix} \]  

(109)

where each row \( i \) corresponds to class \( C_i \) and each column \( j \) means the number of patterns classified to class \( C_j \).

5. Calculate the number of misclassified patterns for each class according to

\[ er_i = \sum_{j=1, j \neq i}^c n_{ij}. \]  

(110)

6. Sort \( er_i, i = 1, \ldots, c \) in a decreasing order and obtain the subscripts \( i_1, \ldots, i_l \) of the top \( I(\ll c) \) choices.

7. Find the classes whose patterns can be classified to the class set \( \{ C_{i_1}, C_{i_2}, \ldots, C_{i_l} \} \) according to the confusion matrix

\[ S = \bigcup_{k=1}^l \{ C_j | n_{ikj} \neq 0 \}. \]  

(111)

8. Choose the training set and cross validation set from class set \( S \) for support vector machine to tune \( C \) and kernel parameters.

After \( C \) and kernel parameters are obtained, we train the support vector machine on the whole training set with all classes. The training algorithm is described in [32],[34].
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6.5 Experiments

Experiments were performed on P4 with Windows 2000 Professional system equipped with 1.5 Gigabytes RAM. The source code for SVM algorithm [34] was written in C++ and compiled by Microsoft visual C++ 6.0.

In our experiments we used ETL9B database created by Electrotechnical Laboratory of Japan. It contains 200 samples for each of 3036 categories, 2965 Chinese and 71 Hiragana characters. All samples are binary images of size 64 (width) by 63 (height). The samples on this database are divided into 5 sets (A to E), each with 40 characters per category. In our experiment, sets A through D are used for training and set E for testing. As a result, the sizes of training and testing set are 485760 and 121440, respectively.

For support vector machine, the one-against-others method was used to construct 3036 classifiers. That is, each classifier was constructed by separating one class from the rest. The classification decision was made by choosing the class with the largest classifier output value.

In the following, several experiments have been done to investigate the performance of improved nonlinear normalized method, feature extraction and support vector machines.

In our experiments, some parameters are set manually. In Fig. 23, the mask for smoothing operation is given by

\[
\frac{1}{16} \begin{bmatrix}
  1 & 1 & 1 \\
  1 & 8 & 1 \\
  1 & 1 & 1
\end{bmatrix}.
\]  

(112)

The constant factor in the feature extraction is set to 0.05 and the size of 1296-dimensional feature vector is reduced to 392 when discriminant analysis is applied.

6.5.1 Nonlinear Normalization

In this part, we visually compare the performance of Yamada et al.'s nonlinear normalization method and our method. Fig. 26 shows the normalized images. From this figure, it can be observed that the proposed method successfully fixed the jag problem. Moreover, some strokes in peripheral regions are distorted in Yamada et al.'s

\(^2\text{http://www.cenparmi.concordia.ca/~people/jdong/Her0Svm.html.}\)
method. This side-effect was also observed by Liu et al.[82]. They tried to fix this problem by increasing the line density in the peripheral regions by means of a hybrid definition of Tsukumo et al.’s [116] and Yamada et al.’s. But this modified definition did not perform well in our experiments. Fig. 26.C shows that the improved method removes this side-effect completely.

6.5.2 Coarse classification

There are 3036 classes for ETL9B. In order to reduce the computational cost and speed up the classification, a pre-classifier is required. The goal of a pre-classifier is to obtain a high cumulative recognition rate so that a small number of selected candidates include the true class label. The performance of the following three pre-classifiers are investigated

- Discriminant function based on city-block distance

\[ d_i(x) = - \sum_{j=1}^{n} |x_j - \mu_{ij}|. \]  

(113)

- Discriminant function based on Euclidean distance

\[ d_i(x) = - \| x - \mu_i \|^2. \]  

(114)
• Discriminant function for the normal density\(^3\)

\[ d_i(x) = (S_w^{-1} \mu_i)^T x - \frac{1}{2} \mu_i^T S_w^{-1} \mu_i \quad (115) \]

where \( S_w \) is the within-class scatter matrix.

• Support vector machine with a linear kernel

\[ d_i(x) = w_i^T x + b_i \quad (116) \]

where \( i = 1, \ldots, c \) and \( \mu_i \) is the mean vector of class \( C_i \). Figure 27 shows the cumulative recognition rates of these pre-classifiers.

Figure 27: Comparisons of cumulative recognition rates

Although linear SVM performs best on the rank-1 recognition accuracy, its cumulative recognition rate degrades quickly, compared with other classifiers. It is surprising that linear SVM performs worse than linear discriminant analysis. One possible reason is that linear SVM is trained using one-against-the-rest strategy and the same desired output (-1.0) is imposed on the sample which does not belong to the current class. Therefore, under this strategy SVM only focused on the decision boundary without differentiating the patterns in other classes. Linear discriminant analysis is derived from the assumption of normal density for each class and takes into account the difference. This result indicates that linear SVM is not suitable for

\(^3\) Assume that the covariance matrices and prior probability of each class are close to each other.
pre-classification and the method by which SVM generates outputs of posterior probability needs to be developed. Among the above pre-classifiers, discriminant function based on Euclidean distance is the best choice and its cumulative recognition rate at rank 20 is 99.92%.

6.5.3 Performance of support vector machine

After pre-classification, support vector machine with RBF kernel is used as the main classifier to make the final decision from the 20 candidates obtained by Euclidean discriminant function. The RBF kernel is given by

$$k(x, x') = \exp\left(-\frac{||x - x'||^2}{2\sigma^2}\right).$$ \hspace{1cm} (117)

We use the proposed method in Section 4 to determine an optimal parameter for $\sigma^2$ and $C$ in eq. (107). In the method, we use Euclidean discriminant function and set the parameter $I$ to 20. After the method is applied, the cardinal number of set $S$ is 144. As a result, the sizes of training and validation sets for tuning parameters $C$ and $\sigma^2$ are 21600 ($=144 \times 200 \times 75\%$) and 7200 ($=144 \times 200 \times 25\%$), respectively. The parameter $\sigma^2$ is set to 0.8 and $C$ to 10.0 when the highest performance on validation set has been achieved.

On the training set, each class consists of only 160 samples, which is not sufficient to achieve high performance when SVM with RBF kernel is used. In order to increase the number of training samples, we shift each training image in four directions (left, right, down, up) by one pixel. The size of the shifted training set is 2,428,000 ($= 485760 \times 5$). Table 13 shows the recognition accuracy of different methods on ETL9B.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Size of training set</th>
<th>Substitution error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest neighbor</td>
<td>485760</td>
<td>2.9%</td>
</tr>
<tr>
<td>SVM$^a$</td>
<td>485760</td>
<td>1.1%</td>
</tr>
<tr>
<td>SVM$^b$</td>
<td>2,428,000</td>
<td>1.0%</td>
</tr>
<tr>
<td>MQDF [68]</td>
<td>576840</td>
<td>0.95%</td>
</tr>
<tr>
<td>Improved MQDF [117]</td>
<td>546480</td>
<td>0.59%</td>
</tr>
<tr>
<td>Asymmetric Mahalanobis distance [62]</td>
<td>546480</td>
<td>0.58%</td>
</tr>
</tbody>
</table>

Table 13: Recognition accuracy of different methods on ETL9B.
It can be seen from Table 13 that SVM$^b$ on the shifted training set just slightly improves the performance while sacrificing the computational speed since the average number of support vectors for SVM$^b$ is 587, which is larger than that for SVM$^a$ (312). For other groups' results, the error rate was averaged on several testing sets using the rotation method. In addition, we can observe that there is a gap between SVM's performance and the best one. But SVM has potential to fill this gap in the future. Some misclassified patterns for the proposed method are shown in Fig. 28. We can see that most patterns are misclassified to those with the similar shape.

Figure 28: A part of misclassified patterns on ETL test set. The first character on the bottom specifies the original label. The second character is the recognized label.

Although a high recognition rate on ETL9B has been reported, techniques for off-line handwritten Chinese character recognition are far from mature. In a recent survey, Suen et al. [112] showed that on larger real databases the recognition accuracy was still low. Therefore, we tested SVM on Hanwang handwritten digit database mentioned in Chapter 5 by following the same procedures except for adding virtual patterns. The recognition rate on its testing set was just 96.97%.
6.6 Conclusion

In this chapter we propose a method to improve Yamada et al's [127] nonlinear normalization scheme so that the jag effects and stroke distortion in the peripheral region in the normalized image can be removed. In addition, a method is presented to generate the good subsets with a small number of classes for tuning SVM's kernel parameters when SVM is applied to solve a large classification problem on a large data set with thousands of classes. Several experiments were conducted on ETL9B handwritten Chinese database and the recognition accuracy of 99% has been achieved.
Chapter 7

Fast SVM Testing Algorithms

7.1 Introduction

Support vector machines (SVMs) have achieved excellent performance in many applications such as handwritten digit recognition [98] and face detection [87]. One drawback of SVM is that its classification speed is very slow during the testing stage because it is proportional to the number of support vectors. On a large data set many support vectors will be generated since Vapnik [121] has shown that the recognition error rate is bounded by the ratio between the number of support vectors and the size of the training set. The low classification speed makes SVM less competitive in tasks where both accuracy and speed are required. Hence, it is important to develop a fast algorithm to speed up SVM's classification.

Much research has been done to speed up SVM's classification process. Basically these works can be divided into two categories. One is to reformulate the SVM training problem and yield a good accuracy with a small number of support vectors. Osuna et al. [88] added some terms into the cost function in order to enhance the sparsity of SVM's solution. The reduction of run-time is in the 50-95% range. The other is the reduced set method [12][13][101][103] which approximates the decision function with a much smaller number of reduced set vectors. Experiments on MNIST handwritten digit database have shown a factor of about fifty improvement in speed without sacrificing the accuracy of the original virtual SVM solution [13]. The current unconstrained conjugate gradient method for finding the reduced set vectors is very expensive computationally, because it has to find a solution in a space of a
huge number of variables [13]. In [101] an iteration procedure for computing fast approximations of the Gaussian kernel expansions is presented. Although the iteration method is attractive, numerical instabilities often occur and the computational cost is still high. In addition, due to the prohibitive cost, the experiment was just conducted to approximate the SVM solution of each class separately.

In this chapter we extended the iteration method in [101] to the general kernel and designed a fast algorithm to approximate the reduced set vectors shared by each binary SVM solution for multi-class classification. Experimental results on MNIST database and Hanwang handwritten digit database with RBF kernel were very promising, i.e. about 16,000 and 10,895 patterns per second on MNIST and Hanwang databases, respectively.

This chapter is organized as follows. The mathematical formula is first derived to approximate the reduced set vector simultaneously. In Section 3, an efficient algorithm is designed to find these reduced set vectors. Section 4 presents a fast block algorithm in the test phase. Experimental results are given in Section 5. Finally we summarize this chapter with some concluding remarks.

### 7.2 Simultaneous approximation of reduced set vectors

In support vector machines the training data \( \{x_i\}, i = 1, \ldots, l, x_i \in \mathcal{X} \subset \mathbb{R}^n \) are mapped into a dot product space \( \mathcal{H} \) with a map \( \Phi : \mathcal{X} \mapsto \mathcal{H} \) such that the mercer kernel \([85]\) \( k(x, x') = \langle \Phi(x), \Phi(x') \rangle \). The bold font is used to denote a column vector. SVM [5] finds a linear hyperplane to separate the data in the space \( \mathcal{H} \), whose solution is expressed in terms of kernel expansion, given below

\[
    f(x) = w^T \Phi(x) + b \\
    = \sum_{i=1}^{l} \beta_i k(x, x_i) + b \quad (118)
\]

where \( x_i \) whose corresponding \( \beta_i \) is nonzero is called support vector and \( w = \sum_{i=1}^{l} \beta_i \Phi(x_i) \).

For multi-class classification, the one-against-others strategy is used to train SVM so that there is a corresponding binary SVM for each class. Suppose that their decision functions are \( f_m(x) = \Phi(x)^T w^m + b_m = \sum_{i=1}^{N_m} \beta_i^m k(x, x_i^m) + b_m \), where \( M \) is
the number of classes, $x_i^m$ and $N^m$ is the support vector and the number of support vectors for class $m$, respectively. The final decision rule is given by

$$m^* = \text{arg max}_m f_m(x)$$  \hspace{1cm} (119)$$

Let $U = \bigcup_{m=1}^M \{x_i^m| i = 1, \ldots, N^m\}$ be a set of collection of support vectors from $M$ classes and $|U|$ be the cardinal number of set $U$. Then $F = \{\Phi(x)| x \in U\}$ live in a subspace $\text{span}(F) \subseteq \mathcal{H}$. If the dimension of the subspace $\text{span}(F)$ is much smaller than $|U|$, SVM solution for each class can be re-written equivalently in terms of kernel expansion which consists of $\text{dim}(\text{span}(F))$ vectors. Unfortunately, since the matrix $k(x,x')$, $x \in U$ and $x' \in U$, is positive definitive, the dimension of the subspace $\text{span}(F)$ is equal to $|U|$ [104]. Therefore, instead of the equivalent representation, we can seek a subspace with a much lower dimension and project $w^m$ onto the subspace. Let us suppose that $\{\Phi(z_i)| z_i \in \mathbb{R}^n\}$, $i = 1, \ldots, L$ and $L < |U|$, span this subspace. In order to find the basis vectors and projections, we can minimize the following unconstrained optimization problem.

$$\text{Minimize } E = \sum_{m=1}^M \| \sum_{i=1}^L \gamma_i^m \Phi(z_i) - \sum_{i=1}^{N^m} \beta_i^m \Phi(x_i^m) \|^2$$ \hspace{1cm} (120)$$

Let vector $\beta^m = (\beta_1^m, \ldots, \beta_N^m)^T$, matrix $A = (\Phi(z_1), \ldots, \Phi(z_L))$, matrix $B^m = (\Phi(x_1^m), \ldots, \Phi(x_N^m))$ and vector $\gamma^m = (\gamma_1^m, \ldots, \gamma_L^m)^T$. The optimization problem (120) can be rewritten as

$$\text{Minimize } E = \sum_{m=1}^M \| A \gamma^m - B^m \beta^m \|^2$$ \hspace{1cm} (121)$$

For the fixed basis vectors $\Phi(z_i)$, $i = 1, \ldots, L$, the optimal coefficients $\gamma^m$ can be computed using the stationary condition:

$$\nabla \gamma^m E = 0$$ \hspace{1cm} (122)$$

So we can yield $2A^T(A \gamma^m - B^m \beta^m) = 0$, then $\gamma^m = (A^T A)^{-1}A^T B^m \beta^m$. We can see that $(A^T A)_{ij} = k(z_i, z_j)$, where $i, j = 1, \ldots, L$ and $(A^T B^m)_{ij} = k(z_i, x_j^m)$, $i = 1, \ldots, L$ and $j = 1, \ldots, N^m$.

In order to find the optimal $z_i$, $i = 1, \ldots, L$, we use the strategy in [101]: sequentially optimize one vector $z$ while fixing other vectors. Without loss of generality,
\( z_1 \) is chosen for the optimization. Let \( \Psi^m = \sum_{i=1}^{N^m} \beta_i^m \Phi(x_i^m) - \sum_{i=2}^{L} \gamma_i^m \Phi(z_i) \). The optimal \( \gamma_1^m, m = 1, \ldots, M \) can be computed by

\[
\frac{\partial E}{\partial \gamma_1^m} = 0 \tag{123}
\]

Then \( \gamma_1^m = \frac{\langle \Psi^m, \Phi(z_1) \rangle}{k(z_1, z_1)} \), \( m = 1, \ldots, M \). Substitute \( \gamma_1^m \) into (120) and we can obtain

\[
\text{Minimize } E' = \sum_{m=1}^{M} \left( \| \Psi^m \|^2 - \frac{\langle \Psi^m, \Phi(z_1) \rangle^2}{k(z_1, z_1)} \right) \tag{124}
\]

which is equivalent to maximizing \( \sum_{m=1}^{M} \frac{\langle \Psi^m, \Phi(z_1) \rangle^2}{k(z_1, z_1)} \). The stationary condition is given by

\[
\nabla_{z_1} \sum_{m=1}^{M} \frac{\langle \Psi^m, \Phi(z_1) \rangle^2}{k(z_1, z_1)} = 0 \tag{125}
\]

For a kernel type \( k(x, x') = k(\| x - x' \|^2) \), we thus obtain

\[
g_1(z_1) = \sum_{m=1}^{M} \left( \sum_{i=1}^{N^m} \beta_i^m k(\| x_i^m - z_1 \|^2) \right)
- \sum_{i=2}^{L} \gamma_i^m k(\| z_i - z_1 \|^2))
\times \left( \sum_{j=1}^{N^m} \beta_j^m k'(\| x_j^m - z_1 \|^2) x_j^m \right)
- \sum_{j=2}^{L} \gamma_j^m k'(\| z_j - z_1 \|^2)) z_j) ,
\]

\[
g_2(z_1) = \sum_{m=1}^{M} \left( \sum_{i=1}^{N^m} \beta_i^m k(\| x_i^m - z_1 \|^2) \right)
- \sum_{i=2}^{L} \gamma_i^m k(\| z_i - z_1 \|^2))
\times \left( \sum_{j=1}^{N^m} \beta_j^m k'(\| x_j^m - z_1 \|^2) \right)
- \sum_{j=2}^{L} \gamma_j^m k'(\| z_j - z_1 \|^2)) z_j) ,
\]

\[
z_1 = \frac{g_1(z_1)}{g_2(z_1)} . \tag{126}
\]
For a kernel type \( k(x, x') = k(x^T x') \), we can obtain
\[
g_1(z_1) = k(\|z_1\|^2) \sum_{m=1}^{M} (\sum_{i=1}^{N^m} \beta_i^{m} k(z_1^T x_i^m)) \\
- \sum_{i=2}^{L} \gamma_i^{m} k(z_i^T z_i)) \\
\times (\sum_{j=1}^{N^m} \beta_j^{m} k'(z_1^T x_j^m) x_j^m) \\
- \sum_{j=2}^{L} \gamma_j^{m} k'(z_j^T z_j))
\]
\[
g_2(z_1) = k'(\|z_1\|^2) \sum_{m=1}^{M} (\sum_{i=1}^{N^m} \beta_i^{m} k(z_1^T x_i^m)) \\
- \sum_{i=2}^{L} \gamma_i^{m} k(z_i^T z_i))^2,
\]
\[
z_1 = \frac{g_1(z_1)}{g_2(z_1)}.
\] (127)

After that, we use an iteration to update \( z_1 \)
\[
z_{1}^{t+1} = \frac{g_1(z_{1}^{t})}{g_2(z_{1}^{t})}
\] (128)

where \( t \) denotes the iteration step. Similarly, we can update \( z_i, i = 2, \ldots, L \). For example, for radial basis function (RBF) kernel \( k(x, x') = \exp(-\frac{\|x-x'\|^2}{2\sigma^2}) \), the iteration formula for \( z_p, p = 1, \ldots, L \) is given by
\[
g_1(z_p^t) = \sum_{m=1}^{M} (\sum_{i=1}^{N^m} \beta_i^{m} \exp(-\frac{\|x_i^m - z_p^t\|^2}{2\sigma^2})) \\
- \sum_{i=1}^{L} \gamma_i^{m} \exp(-\frac{\|z_i - z_p^t\|^2}{2\sigma^2}) + \gamma_p^{m}) \\
\times (\sum_{j=1}^{N^m} \beta_j^{m} \exp(-\frac{\|x_j^m - z_p^t\|^2}{2\sigma^2}) x_j^m) \\
- \sum_{j=1}^{L} \gamma_j^{m} \exp(-\frac{\|z_j - z_p^t\|^2}{2\sigma^2}) z_j + \gamma_p^{m} z_p^t),
\]
\[
g_2(z_p^t) = \sum_{m=1}^{M} (\sum_{i=1}^{N^m} \beta_i^{m} \exp(-\frac{\|x_i^m - z_p^t\|^2}{2\sigma^2}))
\]
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\[ -\sum_{i=1}^{L} \gamma_i^m \exp\left(-\frac{\| z_i - z_p^m \|_2^2}{2\sigma^2}\right) + \gamma_p^m \right) \\
\times \left(\sum_{j=1}^{N^m} \beta_j^m \exp\left(-\frac{\| x_j^m - z_p^m \|_2^2}{2\sigma^2}\right) \right) \\
- \sum_{j=1}^{L} \gamma_j^m \exp\left(-\frac{\| z_j - z_p^m \|_2^2}{2\sigma^2}\right) + \gamma_p^m) \right) \\
= \sum_{m=1}^{M} \sum_{i=1}^{N^m} \beta_i^m \exp\left(-\frac{\| x_i^m - z_p^m \|_2^2}{2\sigma^2}\right) \\
- \sum_{i=1}^{L} \gamma_i^m \exp\left(-\frac{\| z_i - z_p^m \|_2^2}{2\sigma^2}\right) \\
+ \gamma_p^m)^2, \\
\]

\[ z_{p}^{t+1} = \frac{g_1(z_p^t)}{g_2(z_p^t)} \] (129)

### 7.3 Fast algorithm for simultaneous approximation

For the sake of simplicity, we just use RBF kernel to illustrate the algorithm. Since the iteration formulae (126) and (127) show similar structures, the following can be easily adapted to other kernel types such as polynomial kernel. Before the algorithm is presented, some notations are defined below:

- **\( K^z \)**: an \( L \times L \) square matrix and \( (K^z)_{ij} = k(z_i, z_j) \)

- **\( K^{zx} \)**: an \( L \times |U| \) matrix and \( (K^{zx})_{ij} = k(z_i, x_j), \, x_j \in U, \, i = 1, \ldots, L \) and \( j = 1, \ldots, |U| \)

- **\( K^{zx^m} \)**: \( L \times N^m \) matrix and \( (K^{zx^m})_{ij} = k(z_i, x_j^m), \, i = 1, \ldots, L \) and \( j = 1, \ldots, N^m \)

- **\( v_1 \)**: a workspace vector of size \( \text{MaxSv} = \max N^m, \, m = 1, \ldots, M \)

- **\( v_2 \)**: a workspace vector of size \( n \)

- **\( v_3 \)**: a workspace vector of size \( M \)

- **\( v_4 \)**: a workspace vector of size \( n \)

- **\( R \)**: a workspace of size \( L \times \text{MaxSv} \)
• **D**: \( n \times M \) workspace matrix

• **Q**: \( L \times M \) workspace matrix

• \( e^m \): approximation error of class \( m \) and 
  \[ e^m = \| \sum_{i=1}^{L} \gamma_i^m \Phi(z_i) - \sum_{i=1}^{N^m} \beta_i^m \Phi(x_i^m) \| ^2 \]

• **Z**: \( L \times n \) matrix and its \( i \)th row vector \((Z^T)_i = z_i\)

• **X**: \(|U| \times n \) matrix and its \( i \)th row vector \((X^T)_i = x_i, x_i \in U\)

• **X^m**: \( N^m \times n \) matrix and \((X^T)_i = x_i^m\)

• \( \text{idx}^m \): a vector of size \( N^m \) that stores index numbers for support vectors of class \( m \). That is, the corresponding rows in the matrix \( X \) where support vectors of class \( m \) are located.

• \( \gamma^m \): vectors of length \( L \) and \( \gamma^m = (\gamma_1^m, \ldots, \gamma_L^m)^T \)

• \( \beta^m \): \( \beta^m = (\beta_1^m, \ldots, \beta_{N^m}^m)^T \)

In the above notations, \((K)_{ij}\) denotes an element located in the \( i \)th row and \( j \)th column of matrix \( K \). It can also be written as \( K[i][j] \). \((K)_i\) denotes the \( i \)th column vector of matrix \( K \). Then a fast algorithm for the simultaneous optimization of reduced set vectors is proposed and summarized below:

**Fast simultaneous optimization of reduced set vectors**

**Input**: \( X \) and \( \text{idx}^m, \beta^m, m = 1, \ldots, M \).

**Output**: \( z_i, i = 1, \ldots, L \) and \( \gamma^m, m = 1, \ldots, M \).

**Initialization**:

1.1 Select row vectors from \( X \) randomly and initialize \( Z \).

1.2 Compute matrices \( K^z \) and \( K^{zx} \).

1.3 Initialize \( \gamma^m, \gamma^m = (K^z)^{-1}(K^{zx^m})\beta^m \),

\[ m = 1, \ldots, M. \]

**Optimization**:

2.1 \( t \leftarrow 0 \).
Repeat

For \( p = 1 \) to \( L \)

\[ 2.2.1 \quad v_2 \leftarrow 0, \ \text{TotalSum} \leftarrow 0. \]

\[ 2.2.2 \quad Q[j][m] \leftarrow \gamma^m K^z[j][p], \]
\( j = 1, \ldots, L, \ m = 1, \ldots, M. \)

\[ v_3[m] \leftarrow \sum_{j=1}^{L} Q[j][m], \]
\[ D = Z^TQ. \]

\[ 2.2.3 \]

For \( m = 1 \) to \( M \)

\[ 2.2.3.1 \quad \text{Sum} \leftarrow \gamma_p^m - v_3[m]. \]

\[ 2.2.3.2 \quad v_1[i] \leftarrow \beta^m K^{zx}[p][\text{idx}^m[i]], \]
\( i = 1, \ldots, N^m. \)

\[ \text{Sum} \leftarrow \text{Sum} + \sum_{i=1}^{N^m} v_1[i], \]
\[ \text{TotalSum} \leftarrow \text{TotalSum} + \text{Sum} \times \text{Sum}. \]

\[ 2.2.3.3 \quad v_4 = (X^m)^T v_1. \]

\[ 2.2.3.4 \quad v_4 \leftarrow \text{Sum} \times (v_4 - (D)_m + \gamma_p^m z^m_p). \]

\[ 2.2.3.5 \quad v_2 \leftarrow v_2 + v_4. \]

End

\[ 2.2.4 \quad \text{Update} \ z_p: \ z_p \leftarrow \frac{1}{\text{TotalSum}} \times v_2. \]

End

2.3 Update \( K^z \) and \( K^{zx} \).

2.4 Compute the inverse matrix of \( K^z \) using Cholesky factorization [50].

2.5 ApproxError \leftarrow 0.

2.6

For \( m = 1 \) to \( M \)

\[ 2.6.1 \quad R[i \times N^m + j] \leftarrow K^{zx}[i][\text{idx}^m[j]], \ i = 1, \ldots, L \text{ and } j = 1, \ldots, N^m. \]

\[ 2.6.2 \quad v_1 = R \beta^m, \text{ where } R \text{ is an } L \times N^m \text{ matrix.} \]

\[ 2.6.3 \quad \text{Update} \ \gamma^m: \ \gamma^m = (K^z)^{-1} v_1. \]

\[ 2.6.4 \quad \text{Compute} \ e^m. \]

\[ 2.6.5 \quad \text{ApproxError} \leftarrow \text{ApproxError} + e^m. \]
2.7 \quad t \leftarrow t + 1.

Until \ t > T \ or \ \text{ApproxError} < \epsilon.

In the above algorithm, \( T \) specifies the maximal iteration number and \( \epsilon \) is a threshold for the approximation error. In [34], a fast method can be used to calculate kernel matrices \( K^z \) and \( K^{zx} \) by means of Block Linear Algebra Subprogram (BLAS) [38]. In the following, we describe briefly the method to compute \( K^z \). For kernel element \( \exp(-\frac{||z_i - z_j||^2}{2\sigma^2}) \), \( ||z_i - z_j||^2 \) can be rewritten as

\[
||z_i - z_j||^2 = z_i^T z_i + z_j^T z_j - 2z_i^T z_j
\]

(130)
i, j = 1, \ldots, L. Terms \( z_i^T z_i \) can be calculated by calling CBLAS function \texttt{cblas_sdot}. \( z_i^T z_j \), \( i, j = 1, \ldots, L \) can be rewritten as \( ZZ^T \) (Gram matrix), which can be easily calculated by calling CBLAS function \texttt{cblas_ssyRK}. Due to symmetry of the kernel matrix, only elements in the upper triangle are calculated for the implementation of \texttt{cblas_ssyRK}. Similarly, CBLAS function \texttt{cblas_sgemm} can be applied to calculate \( K^{zx} \). Further, \texttt{cblas_sgemm} and \texttt{cblas_sgemv} are used to compute the multiplication between matrix and matrix and between matrix and vector in the above algorithm, respectively.

7.3.1 Analysis of run-time complexity

For the sake of complexity analysis, we assume that the computational cost of \( \exp(-\frac{||x - x'||^2}{2\sigma^2}) \) is linearly scale to that of \( x^T x' \). In addition, we just consider the cost of multiplication operations. In addition, the specified iteration step \( T \) is used to control the stopping condition. So the cost of 2.6.4 in the above algorithm is not taken into account. There are three loops in the algorithm. First the cost for each step is estimated.

1.2 \quad : O(\frac{1}{2} L^2 n + Ln|U|)

1.3 \quad : The inverse matrix \( K^z \) is computed using Cholesky factorization. The cost is \( O(L^3) \) [22]. The total cost for this step is \( O(L^3 + \sum_{m=1}^{M} (LN^m + L^2)) \)

2.2.2 \quad : O(LM + nLM)

2.2.3.2 \quad : O(N^M + 1)
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2.2.3.3 : \( O(nN^m) \)

2.2.3.4 : \( O(2n) \)

2.2.4 : \( O(n) \)

2.3 : \( O(\frac{1}{2}L^2 + \ln|U|) \)

2.4 : \( O(L^3) \)

2.6.2 : \( O(LN^m) \)

2.6.3 : \( O(L^2) \)

Based on the estimated cost of each step, the total cost can be computed as

\[
O\left(\frac{1}{2}L^2n + \ln|U| + L^3 + \sum_{m=1}^{M} (LN^m + L^2) + T(L^2M)ight.
\]
\[
+ nL^2M + L \sum_{m=1}^{M} (N^m + 1) + L \sum_{m=1}^{M} nN^m + nL
\]
\[
+ 2LMn + \frac{1}{2}L^2n + \ln|U| + L^3
\]
\[
+ \sum_{m=1}^{M} LN^m + ML^2)\right) \tag{131}
\]

The expression (131) can be simplified as

\[
O\left(\frac{1}{2}(T + 1)L^2n + (T + 1)\ln|U| + (T + 1)L^3
\right.
\]
\[
+ (2T + 1)L \sum_{m=1}^{M} N^m + (T(n + 2) + 1)ML^2
\]
\[
+ T(M + n)L + 2TLMn + TLn \sum_{m=1}^{M} N^m) \tag{132}
\]

In order to show which steps dominate the computational cost, we ignore some items with light cost and yield

\[
O\left(\frac{1}{2}TL^2n + TLn|U| + TL^3
\right.
\]
\[
+ TnML^2 + TLn \sum_{m=1}^{M} N^m) \tag{133}
\]
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(133) shows that the dominant cost comes from steps 2.2.2, 2.2.3.3, 2.3, 2.4. The computations at these steps mainly depend on BLAS functions. Since BLAS package such as matrix multiplication is implemented by hardware vendors in assembly language, which makes efficient use of cache, memory and instructions such as single instruction and multi-data (SIMD) [56] on Intel Pentium series or vector instructions in vector processors [90]. Moreover, BLAS has been efficiently implemented on different platforms, which enables the proposed algorithm to perform well across platforms. Therefore, the proposed algorithm can be expected to run efficiently.

7.4 Block algorithm in the test phase

After the reduced vector sets $z_i, i = 1, \ldots, L$ and weighted vectors $\gamma^m, m = 1, \ldots, M$ are generated, the decision function for classifying an unknown pattern $x$ is given by

$$m^* = \arg \max_m \sum_{i=1}^{L} \gamma^m_i k(z_i, x)$$

(134)

Usually we classify an unknown pattern one by one. But the computation done in this way is not efficient since the reduced set vectors $z_i$ is loaded into the level 1 and level 2 caches from the main memory again. The cache hit ratio is low. When the dimension $n$ of vectors is high and $L$ is large, it is likely to lead to Translation Lookaside Buffer (TLB) misses [90]. In a computer system with hierarchical memory, a large number of memory accesses will waste a lot of CPU cycles and the cost is high. Therefore, a block algorithm is designed to classify a group of unknown patterns once. The memory can be efficiently accessed since the reduced set vectors are shared by the group of unknown patterns. First we define some notions in the block algorithm below:

- $Z$: $L \times n$ matrix and its $i$th row vector $(Z^T)_i = z_i$
- $P$: the number of pattern vectors in a group
- $X$: a $P \times n$ matrix. Each row vector denotes a test vector.
- $K^{xx}$: an $L \times P$ matrix and $(K^{xx})_{ij} = k(z_i, (X^T)_j), i = 1, \ldots, L, j = 1, \ldots, P$.
- $Q$: a $P \times M$ matrix
• $E$: a $M \times L$ matrix and $(E^T)_m = \gamma^m$

• $v$: a vector of length $M$, which stores thresholds for $M$ binary SVMs in (118)

• $o$: a vector of length $P$, which stores the classified results.

The block algorithm is presented as follows:

**Fast Block Algorithm for classification**

**Input:** $Z, X, E, v$.

**Output:** $o$.

1. Compute $K^{zx}$.

2. $Q = (K^{zx})^T E^T$.

3. 

   For $i = 1$ to $P$

   3.1. $o[i] \leftarrow \text{arg max}_j (Q[i][j] - v[j]),$

       $j = 1, \ldots, M$.

End

In the above block algorithm, $K^{zx}$ can be efficiently computed using the method in Section 3. The BLAS function `cblas_sgemm` is used to compute $Q$ at step 2.

### 7.5 Experimental results

To study speed and accuracy of the proposed methods, two handwritten digit databases were used in our experiments: MNIST and Hanwang. MNIST [78] handwritten digit database consists of 60,000 training samples and 10,000 testing samples $^1$, which originate from NIST database. A linear transform was performed such that all patterns were centered into $28 \times 28$ while keeping the aspect ratio. The pixel values of resulting gray-scale images were scaled to fall in the range from -1.0 to 1.0.

$^1$This database is available from http://yann.lecun.com/exdb/mnist/.
Hanwang handwritten digit database [36] is a large commercial database from Hanwang, an OCR company in China. It consists of 1,321,718 training samples and 300,000 testing samples.

In these experiments, a 576 dimensional feature vector [33] is obtained based on the gradients of an image from the normalized patterns of size $22 \times 22$. On Hanwang handwritten digit database, a 576 dimensional feature vector is first extracted. Then its dimension is reduced to 120 by principal component analysis [48]. The above feature vectors are used to train SVMs with RBF kernel. For a polynomial kernel, a 784-dimensional vector based on the image pixels is generated [33].

The code was compiled by Microsoft visual C++6.0. All experiments were performed on a PC with single Intel P4 1.7 Ghz processor with 256K L2 (second-level) cache, SDRAM ² of 1.5 Gigabytes and 200 G hard disk (7200 RPM). The operating system was Windows 2000 Professional.

Support vector machines in our experiments are trained by the fast algorithm in [36]. The strategy for training SVMs with multi-classes is one-against-others. The value of $\sigma^2$ for RBF kernel is set to 0.3. In the following subsections some algorithm properties are investigated.

### 7.5.1 Convergence speed

Support vector machines are trained on MNIST with a 576-dimensional feature vector and RBF kernel. The numbers of support vectors for each class are shown in Table 14. Some support vectors from different classes are shared. Therefore, when they are merged, the total number $|U|$ of different support vectors is just 10799. $L$ in the optimization problem (120) is set to 1000. Thus the number of free parameters is 586,000 ($576 \times 1000 + 1000 \times 10$). The approximation errors $E$ in (120) in different steps are depicted in Fig. 29. It can be observed that the proposed algorithm in
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Figure 29: Approximation Error $E$ every 10 steps.

Section 3 reaches the minimum at a fast rate. In addition, since the computational time for each iteration is about 116 seconds, the optimization takes about 1.93 hours ($116 \times 60$ seconds).

7.5.2 Accuracy vs number of reduced vectors $L$

The approximation error $E$ usually grows with the number of reduced vectors $L$. When $L$ is sufficiently large, the approximation error could be very small so that the classification accuracy determined by Eq. (134) can be the same as the original one. However, in order to speed up the classification in the test phase, $L$ must be small without sacrificing the accuracy. Table 15 illustrates the classification accuracy vs. $L$. The error rate of the original SVM system is 0.61%. From the above table we

<table>
<thead>
<tr>
<th>$L$</th>
<th>400</th>
<th>600</th>
<th>800</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error rate</td>
<td>0.72%</td>
<td>0.63%</td>
<td>0.62%</td>
<td>0.61%</td>
</tr>
</tbody>
</table>

can see that in the reduced set method $L$ could be much smaller than the size of the original merged support vectors $|U|$ while the accuracy is maintained. Also, the above results indicate that the approximation error does not have a direction connection to
the classification accuracy.

### 7.5.3 Block algorithm

In order to further reduce the computational cost in the test phase, a 576-dimensional feature vector is reduced to 120 dimensions by principal component analysis [33]. After the dimension reduction, the SVM’s error rate on the test set is 0.61%. \(|U|\) in the SVM system is 9739. When \(L\) is set to 600, the reduced set method has achieved an error rate of 0.64%. The classification speeds for the original SVM system and one based on the reduced set method on MNIST test set are 149 and 1923 patterns per second, respectively when test patterns are classified one by one. When the block algorithm is applied, the classification in the test phase can be sped up further. Table 16 shows how the classification speed grows with the number of group patterns. When \(P\) is set to 2000, the current recognition system achieved a speed-up factor of 110, compared with the original SVM system. The speed-up mainly comes from the fact that BLAS package makes efficient use of memory and SIMD instructions in P4.

<table>
<thead>
<tr>
<th>(P)</th>
<th>20</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>test speed</td>
<td>6,807</td>
<td>11,904</td>
<td>14,556</td>
<td>15,244</td>
<td>16,393</td>
</tr>
</tbody>
</table>

### 7.5.4 Large handwritten digit database

Hanwang handwritten digit database is much larger than MNIST. After SVMs are trained on it using RBF kernel and 120-dimensional feature vectors, the total number \(|U|\) of the merged support vectors is 41,417. When \(L\) is set to 1000, the recognition error rate on Hanwang test set is 0.53%, which is very close to that (0.50%) of the original SVM system [36]. The classification speed is about 10,895 patterns per second.

### 7.5.5 Polynomial kernel

When the algorithm in Section 3 is slightly modified to adapt to a polynomial kernel, we use the modified algorithm to find the reduced set vectors for SVMs trained on
MNIST with the polynomial kernel and 784-dimensional vectors. The polynomial kernel is \((x^T x')^7\). After the training, \(|U|\) is 13767. When \(L\) is set to 800, The classification accuracy of the reduced set system on the test set is 98.6%, slightly inferior to the original one (98.72%) [33].

7.6 Conclusions

The chapter presents a fast iteration algorithm to approximate the reduced set vectors shared by each binary SVM solution for multi-class classification simultaneously. The algorithm can be applied to SVMs with the general kernel types such as \(k(||x - x'||^2)\) and \(k(x^T x')\). In addition, a fast block algorithm in the test phase is proposed to speed up the classification further. Experimental results on MNIST and Hanwang handwritten digit databases look very promising. The achieved classification speeds in the test phase on the two databases on P4 are 16,000 and 10,895 patterns per second without sacrificing the accuracy of the original SVM system. The proposed algorithms lead to a significant increase in speed, which enables SVM to be very competitive in tasks where both accuracy and speed are major concerns.
Chapter 8

Conclusions

8.1 Summary

This thesis presents some fruitful solutions to several existing problems of neural networks and support vector machines when they are applied to very large-scale data sets. The three questions raised in Chapter 1 “Introduction” can be answered faithfully. Particularly, we believe that the proposed methods for support vector machines described in Chapters 5 and 7 are crucial to real applications where learning is performed on a data set of huge size and both high accuracy and speed are required. Now we add some remarks to the answers to these three questions.

Regarding the first question “How to adapt the structure of a neural network to yield a good generalization performance for classification on a large data set?”, we present chapter 3 to answer it. The main issue is to deal with the trade-off between accuracy and model complexity (or bias and variance). We assume that real data exists in the low-dimensional manifold. Learning is performed in a local space to obtain a good accuracy regardless of the complexity of the true classification boundary. Ensembles of neural networks are used to reduce the model variance. Experimental results on the medium data set such as MNIST have shown that the proposed local learning framework achieved a good performance.

For the second question “How to design an efficient training algorithm for support vector machines on a data set of huge size with millions of high-dimensional samples and thousands of classes such that the run-time complexity of the algorithm linearly scales to the size of data set, the dimension of input vectors and the number
of classes?”, we present chapters 5 and 6 to describe the algorithm and analyzing its space and run-time complexity. Various appealing properties of the algorithm have been studied and experimental results on several large databases, including public and commercial ones, have shown a very promising performance. We can say fairly that essentially this problem has been solved although the solution may not be the best one. In addition, we tackle the above two problems successfully based on the general principle of divide and conquer\(^1\). The principle is widely applied to algorithm design \(^2\). In Chapter 3, a classification task in the global space is decomposed into sub-tasks in local spaces, which effectively deal with the dilemma of bias and variance. In Chapter 5, the complex optimization problem for SVM training on a large data set is split into hundreds of sub-problems, which can be solved efficiently. Our success in solving these problems indicates that this principle could be beneficially applied to design an efficient learning algorithm especially on a large set. Moreover, for the design of a high-performance learning algorithm, some issues from other areas such as computer architecture, operating system and numerical analysis still have to be considered.

We answer the third question in Chapter 7 “How to make support vector machines achieve both high accuracy and classification speed in the test phase?”. Although usually there is a trade-off between accuracy and speed in scientific computation, the algorithms presented in Chapter 7 have shown that it is possible for support vector machines to achieve both high accuracy and classification speed in the test phase. Experimental results on very large handwritten digit database have been promising.

Finally, we hope that techniques and methods in this thesis can be applied to solve more complex learning problems in industry and academic research, which have not been tried in this thesis.

### 8.2 Future work

During the development of this thesis some important problems have not been addressed yet due to the time constraint. I believe that the performance could be further improved when the following problems can be solved:

\(^1\)Given a complex problem, split it into several smaller sub-problems and independently solve each sub-problem and combine solutions to sub-problems to yield a solution for the original one.

\(^2\)For example, quick-sort.
• For local learning framework, one of the problems is how to determine the optimal number of prototypes for the partition of the global pattern space. The traditional methods such as k-means clustering usually set the value heuristically. Since the parameter has a significant effect on the performance, users have to spend much time tuning this parameter by trial and error, which is not effective. A more effective way is to apply a data-driven strategy. That is to say, the optimal number of prototypes could be set automatically by solving an optimization problem.

• In the proposed fast SVM training algorithm, the convergence has not be addressed theoretically yet. Moreover, the proposed method gives only an approximate solution to the original problem. Although its performance on numerous problems looks promising, it is still important to close the gap between two solutions theoretically so that we can find some necessary conditions to apply the proposed algorithm to real-world problems.

• For the proposed fast SVM testing algorithm, the computational cost is still high on large data sets with thousands of classes. More research work has to be done.
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