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ABSTRACT
A Critical Study of Multi-Agent Systems: Models, Architectures and Applications
Zichao Wang
This is a review paper on multi-agent systems with focus on the model, architecture and
applications. Multi-agent is a software abstraction that represents users in various tasks
performed in a heterogeneous environment. This is a contentious topic that attracts many
researchers and repels others. It represents a research frontier in a number of fields
including computer science, artificial intelligence, robotics etc. Multi-agent system has
been an extreme active research area since 1992, and now has raised considerable interest
in the research community and in industry. But the long promised deployment has not
materialized yet. This review paper looks back at the history, present status and potential
future of multi-agent systems on critical view base. It consists of four chapters: Chapter 1
focuses on multi-agent system modeling; Chapter 2 on multi-agent systems architecture,
Chapter 3 on multi-agent system applications, platforms and development tools, Chapter
4 gives a brief summary over multi-agent system history during the last 10 years, the
present development status and future direction. This report has demonstrated that multi-
agent system is still far away from complete. It expects a convincing story from either the
artificial intelligence society or software engineering community. However, this does not
prevent people from believing that agents would become next generation software
programming abstraction. Multi-agent systems would play significant roles in many
application domains including software engineering, computer network, robotics,

automated manufacturing, etc.
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Chapter 1 Agent, Agent Systems, Agent Modeling

What Are In This Chapter: This chapter focuses agent, agent system and agent modeling. We first
look at what can be defined as an agent and an agent system, then what are the agent abstractions in
Section 1.1. In Section 1.2, we introduce agent modeling. The current proposed major agent models have
been presented and discussed. To understand why agent/agent system becomes popular, a comparison
study is made on agent paradigm and process paradigm in Section 1.3. Detailed studies have been made on
object/Agent, AO-program/OO-program, agent-modeling/processing modeling and the differences between
agent and object. We further investigate tools applicable for agent development in Section 1.4. UML,
AUML, AsOP, PN and Patterns and Toolkits have been discussed in this section. Finally, a brief discussion

has been made over limitations, applicability and missing aspects of agent models.

1.1 Agent and Agent Systems

1.1.1 Agent, Agent Program and Agent System

1.1.1.1. Agent and Agent Program

No one knows when and how the term “Agent” was first introduced into computer sciences. But it has
been assumed that it came originally from the Artificial Intelligence Community (AI), where an Agent has
been defined as an integrated system performing some tasks on behalf of a user. The recent trend in
Distributed Artificial Intelligence (DAI) extends the concept of “Agent” to “Software (SW) Agent” by
considering it as Software units that may be customized and composed to form a complex system (Sycara
et al., 1996). This has been accepted widely in software engineering. On the other hand, the Al community
insists that the notion of agents should be taken in a broader sense, encompassing a wide spectrum of
computational entities that can sense their local conditions and accordingly make decisions on how to react
to the sensed conditions by performing certain behaviors in the task environment (Liu, 2001).

A SW agent is often referred to as an autonomous software entity that can interact with its
environment. A SW agent is implemented using software that perceives its environment through its

sensors, and acts upon its environment via effectors.



To simplify, we would limit ourselves within SW engineering application domain, and unify all names

(Agent, SW Agents, Agent Program) into a single term: Agent. We can think of an agent as an extension of

traditional objects based on the fact that an agent abstraction should correspond more to its functional

aspects than to blocks of executable code. This can be viewed from the following aspects:

An agent, like an object, has an internal state, which reflects its knowledge. This internal state
is specified and refined during an agent’s lifetime.

An agent has reasoning capabilities that determine its internal behavior. The agent behavior
may change dynamically at run time, and may be specified in a declarative way.

An agent shows an external behavior consisting of communicative acts to other agents or
control actions on SW or hardware (HW) devices. The communication with each other goes
through standard agent-independent communication languages (Genesereth and Ketchpel,
1993).

An agent has an identity, which distinguishes one agent from the others in the same system,
and it is expressed in term of a name, address, and a description of the service (role) it
provides. An agent’s identity can be communicated to other agents and agents can freely
appear and disappear in the system or change their location.

An agent distinguishes itself from a traditional object by the way it communicates with others;

the level of information exchange is often higher.

1.1.1.2 Strong Agent and Weak Agent

Woodldridge and Jennings (1995a) first proposed the notion of “strong agent ” and “weak agent”

concept. An agent is considered to adhere to a weak notion of agency if it is comprised of the following

propetties:

*  Autonomy. Once launched with the information describing the bounds and limitations of their

tasks, an agent should be able to operate independently from their user, that is, autonomously in

the background (Castelfranchi, 1995). To this end, an agent needs to have control over its actions

so that it can determine what to do when an action succeeds or fails. Moreover, an agent must be



able to augment its internal state so that it can make rational decisions based upon the information
that it has gathered.

e Social ability. To effect changes or interrogate their environment, an agent must possess the ability
to communicate with the outside world (Genesereth et al., 1997). This interaction can exist at a
number of levels depending upon the remit of the agent. But typically an agent would need to
communicate with other agents and the local environment (to maintain/discover information) and
users (to appraise them of their progress).

e  Reactivity. Agents need to be able to perceive their environment and respond to changes to it in a
timely fashion, depending upon their remit. For example, an agent's task could be to monitor a
local file system, informing the user when changes occur to a particular file set. This implies that
the agent has an awareness of the appropriate filing system and how to interrogate it; agents need
not only be aware of their environment, but also be aware of what the changes mean and how to
react to them.

e Pro-activeness. To help differentiate an agent from another piece of software, agents need to be
able to exhibit pro-activeness, that is, the ability to effect actions to achieve their goals by taking
the initiative. This means that an agent needs to appreciate the state of their environment and to
decide how best to fulfill their mission target. In other words, an agent has the ability of reasoning
and learning based on their knowledge.

Further notions of attributes for agents include descriptions that possess more specific meaning than
weak agency, that is, they are attributed characteristics and tasks that would normally be ascribed to human.
People consider this type of agent Strong Agent. Shoham (1993) describes the mentalistic notions of
knowledge, belief, intention and obligation that might be attributed to strong agents above and beyond
those defined for a weak agent. One of the major reasons of using “mentalistic” notion rather than
knowledge is that it is not always easy to reach an exact match between the formal properties of these
formal constructs and common sense, but rather aim to reach a balance between computational utility and
common sense (Shoham, 1993). Dennett (1987) describes such an agent as an intentional system. An
intentional system is a system that can be best described by the intentional stance; the ascription of

abstraction notions to systems for the purpose of describing how they work. For example, although the



technical description of a computer system may be available, it is too complex to use when describing, say,
why a menu appears when a mouse button is clicked over a certain area of the display. The intentional
notions as described by Shoham (1993) are useful for providing convenient and familiar ways of
describing, explaining and predicting the behavior of complex systems. Dennett (1987) suggests that strong
agents are best described by the intentional stance.

Bates uses this concept of strong agents and takes it into anthropomorphic areas by considering the
implications of believable agents, that is, agents that try to model a human approach to their interaction
with the user by displaying emotions (Bates, 1994). Additionally, Maes (1994a) talks about representing
agents, which visually attaches an icon or a face to associate them with cartoon or computer characters.
These types of agents are being used in both Human Computer Interaction (HCI) scenarios to help the
social interaction between a user and their agents, and also in the computer gaming community to produce

virtual characters that react in believable and human ways to given situations.

1.1.1.3. An Agent-System, or a Multi-Agent System

An agent system or a multi-agent system refers to an agent-based system, which usually consists of
more than a single agent, and each of them is of different type. For example, there could be a BookBuyer
Agent, BookSeller Agent, and Broker Agent in an E-Commerce book trade agent system. In this agent
system, these three agents, BookBuyer Agent, BookSeller Agent and Broker Agent perform their roles on
behalf of the buyer, the seller and the broker (Silva et al., 2000). Such a system has been developed to solve
specific tasks in a distributed fashion, involving multiple agents of different capabilities. The agents in the
system should coordinate, cooperate, and sometimes compete among themselves in order to accomplish a

given task.

1.1.2 Mobile Agent and Mobile Agent System

If an agent is viewed from its physical locality in the runtime system, we can see two types of agents:
stationary agent and mobile agent.
Stationary Agent: This type of agent does not move. It is physically stationary and communicates with

its environment through conventional means, such as remote procedure calling and messaging.



Mobile Agent: it is not bound to the system on which it begins execution. It is free to travel among the
hosts in its environment. Created in one physical host (execution environment), it can transport its state
(typically means the attribute values of the agent that help it determine what to do when it resumes
execution at its destination) and code (class code necessary for an agent to execute) with it to another
execution environment in the network, where it resumes execution. The content to be transported along
with mobile agent is a challenging issue. Most researchers believe that the mobile agent should bring only
the agent context, but not the data and the source code.

Scope: a mobile agent has the unique ability to transport itself from one system in a network to another
in the same network. This ability allows it to move to a system containing an object, or agent, with which it
wants to interact and then to take advantage of being in the same host or network as the object. This defines
the scope of a mobile agent.

Mobile agent should be viewed as a technology that can solve a lot of problems in a uniform way
rather than a technology that enables completely new things that weren’t possible otherwise. Kotz and Gray
(1999) suggest that Mobile agents are programs that can migrate from host to host in a network, at times
and to places of their own choosing. The state of the running program is saved, transported to the new host,
and restored, and allowing the program to continue where it left off (Kotz and Gray, 1999)

Mobile agents differ from “applets”, which are the programs downloaded as the results of a user
action, then executed from beginning to end on one host. Mobile agent system differs from process-
migration system in that the agent moves when they choose, typically through a “jump” or “go” statement,
whereas in a process-migration system the system decides when and where to move the running process

(typically to balance CPU load).

1.1.3 Agent Abstraction

Although Agent-Oriented Programming was proposed as early as in 1993 (Shoham, 1993), agent
abstraction is not clear even today. Part of the reason is attributed to the fact that agent is far more
complicated than an object, which forms the center of object-oriented programming (OOP). OO concepts
are introduced along with the evolution of programming languages. In OOP, emphasis is given to
identifying the entities to be manipulated in solving a problem and extracting their essential features to

build a model, or selecting an existing model to the user. The OO model is basically data model (input and



output data) and procedural components for problem domain with well-defined structure (a descriptive

model). Thus, the class concept, a natural abstraction for object, provides the most successful mechanism

for a user defined data type built on an object.

As abstraction, agents and objects serve complementary roles. Agents act autonomously, driven by
their goals and plans, reacting to their environment and cooperating with other agents. Objects encapsulate
data structures and operations and provide services to other objects. In this sense, Wooldridge et al (2000)
states “There is a fundamental mismatch between the concepts used by object-oriented developer... and the
agent-oriented view”. This comes from the fact that objects as mere service provides has its origins in the
paradigms of sequential OO programming, and is no longer adequate when considering concurrency for
concurrent objects (agents may be considered as concurrent objects, but they are more than that). To bridge
this gap, Object Management Group (OMG) proposed the concept of active objects (Odell and Bock,
1999), which addresses the agent paradigm. What is still missing in the active objects is the idea of goal-
driven behavior or pro-activity of agents and the related concept of autonomy.

We have not seen a well-established abstraction for an agent, which can be accepted as a universal
model or simplification for a physically realistic agent. We even do not know if there exists such a
universal agent due to our limited understanding from the following three aspects:

1. A general (technical) definition of the term agent and their typical aspects/behavior are still
forthcoming. Although we say that agent can be modeled as an extension of object, some important
characteristics of agents can be identified which distinguish them from object or programs (Franklin
and Kraesser, 1997). These include, but not limit, reactivity, autonomy, pro-activity, and
cooperation. These are intrinsic properties of an agent, and are related to the change of a dynamic
environment. For example, reactivity is the capability of an agent to perceive its environment and
react to changes. It has been proposed that a base agent abstraction should take at least these four
properties into account.

2. How are these typical behaviors captured in an agent abstraction? There could be different
approaches. For example, reactivity can be considered as a prerequisite for purposeful autonomy of
agents, and it is already captured within the concept of active objects. In Depke et al’s (2001)

approach, an agent’s behavior is specified by a set of transformation rules modeling its operations.



In agent abstraction, these typical behaviors of an agent can be considered as properties for
modeling. We need an approach to capture these basic properties in any agent abstraction.

3. Separation of mobile agent society from intelligent agent society. This separation arose since the
agent concept was introduced into the SW engineering society. Mobile agent builder tends to
concentrate on the subsystems for shipping any piece of code/context around, and stress mobile
computation with resource/data sharing in a distributed heterogeneous environment. The intelligent
agent community tends to focus on application specific problems. Some people emphasize
inteiligent agents, while others focus on agent mobility, and their research and development effort
do not integrate. This leads to differences in ontologies, languages, goals, and ways of looking at an
agent. For example, intelligence is neither the focus, nor the particular interest in a mobile agent
system (Silva et al., 2000). The point is that not all agents in agent applications should be intelligent

and/or mobile. This depends on their requirement.

1.1.4 Discussions

The term “agent” frequently appears in three research communities: Al, various applications, such as
manufacturing automation (AMA), and mobile agent. They focus on different aspects. But there is
something in common; an agent performs tasks on behalf of a user. The difference lies largely on the
behavior/properties of an agent, such as strong versus weak agent, mobile versus stationary agent. Most Al
agents are strong agents, and manufacturing automation also requires strong agent. Agents of operating
system (OS) could be less intelligent (weak agent), but most of them must be mobile.

Thus, an agent is not well defined without reference to a particular notion of agenthood. We need an
agent model. Some models are very austere, defining an agent in automata-theoretic terms, and others use a
lavish set of vocabulary. With certain extensions, a universal agent definition may be possible.

To summarize, an agent can be considered as a SW/HW entity with a well-known identity, state and
behavior, with some autonomy degree of representing its user. These components are defined in a
somewhat precise manner, and sometimes correspond to physical entities. In this view, agenthood is in the
mind of the programmer: what makes any HW or SW component an agent is precisely the fact that people
choose to analyze and control it in these properties. This conceptual agent abstraction is application

dependent and should be acceptable to all three research and user communities. From a more technical



point of view, an agent should be implemented based on an active object of medium granularity. This
means that an agent is an instance of some defined abstract class — with its own group of threads, state and
code — identified by a unique global identity. From a higher-level, conceptual perspective, agent is a basic
but powerful abstraction to design complex, distributed and dynamic applications. From yet another
perspective — the human-computer-interface (HCI) — agents may be viewed as a new interface paradigm to
help end-users access future Internet applications.
Some of the properties that agents may possess in various combinations include:
e Autonomous - is capable of acting without direct external intervention. It has some degree of
control over its internal state and actions based on its own experiences.
e Interactive - communicates with the environment and other agents.
e Adaptive - is capable of responding to other agents and/or its environment to some degree. More
advanced forms of adaptation permit an agent to modify its behavior based on its experience.
e Sociable — conducts interaction that is marked by friendliness or pleasant social relations, that is,
where the agent is affable, companionable, or friendly.
*  Mobile - is able to transport itself from one environment to another.
e Proxy - may act on behalf of someone or something, that is, acting in the interest of, as a
representative of, or for the benefit of some entity.
e Proactive ~ is goal-oriented, purposeful. It does not simply react to the environment.
o Intelligent - state is formalized by knowledge (i.e. beliefs, goals, plans, assumptions) and interacts
with other agents using symbolic language.
e Rational — is able to choose an action based on internal goals and the knowledge that a particular
action will bring it closer to its goals.
e Unpredictable — is able to act in ways that are not fully predictable, even if all the initial
conditions are known. It is capable of non-deterministic behavior.
e Temporally continuous - is a continuously running process.
¢  Character - has believable personality and emotional state.
¢ Transparent and accountable - must be transparent when required, yet must provide a log of its

activities upon demand.



e Coordinative — is able to perform some activity in a shared environment with other agents.
Activities are often coordinated via plans, workflows, or some other process management
mechanism.

e Cooperative — is able to coordinate with other agents to achieve a common purpose.
(Collaboration is another term used synonymously with cooperation.)

o Competitive — is able to coordinate with other agents except that the success of one agent implies
the failure of others (the opposite of cooperative).

¢ Rugged - is able to deal with errors and incomplete data.

o  Trustworthy — is truthful.

An agent abstraction must represent many of these properties. Thus, one can construct some basic
agent, which has the minimum property set. The other type of agents can be built on these base agents. I
believe that the Autonomous, Adaptive, Pro-active and Intelligence are the four basic properties, which an
agent must have. Here we can see the Intelligence is of particular importance. Mobility is another important
property for a mobile agent. Since the intelligence and mobility are two common properties for most agents
in the application level, they should exist in a higher-level abstraction. The next level of abstraction will be
the level, on which the properties of an agent should reflect specific application requirements. For example,
an interface agent and an information-retrieval agent have specific application characteristics. Thus we may
view an abstraction as a hierarchy structure shown in Figure 1.1, in which the agent abstraction can be
constructed in three levels: base agent, mobile agent and application agent.

One can observe that the agent abstraction at different level can capture different properties of an
agent, and there is an inheritance relationship from one level to the next. In general, the lower level agent

abstraction should inherit all properties of its higher-level agent abstraction.

1.1.4.1 Basic Agent Abstraction

This is the base agent, which should have all the common behavior/properties of a weak/strong agent.
All behavior/properties of an agent at this level should be application/application domain independent. It
basically includes intrinsic properties of a weak/strong agent object. The following are some typical base

agent abstractions proposed by OMG (2001):



(a) Autonomous agents: When an agent has a certain independence from external control, it is
considered autonomous. Autonomy is best characterized in degrees, rather than simply being present or
not. To some extent, agents can operate without direct external invocation or intervention. Without any
autonomy, an agent would no longer be a dynamic entity, but rather a passive object such as a part in a bin
or a record in a relational table. Therefore, autonomy is considered by FIPA and the OMG Agent Special
Interest Group to be a required property of agents. Autonomy has two independent aspects: dynamic
autonomy and unpredictable autonomy. Agents are dynamic because they can exercise some degree of
activity. An agent can have some degree of activity—ranging from simply passive to entirely proactive.
For example, while ants are basically reactive, they do exhibit a small degree of proactivity when they
choose to walk, rest, or eat. A supply-chain agent can react to an order being placed, yet be proactive about
keeping its list of suppliers up to date. Agents can react not only to specific method invocations but also to
observable events within the environment. Proactive agents will actually poll the environment for events

and other messages to determine what action they should take. In short, an agent can decide when to say
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Figure 1.1. Agent abstraction hierarchy structure
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"go". Agents may also employ some degree of unpredictable (or non deterministic) behavior. When
observed from the environment, an agent can range from being totally predictable to completely
unpredictable. For example, an ant that is wandering around looking for food can appear to be taking a
random walk. However, once pheromones or food is detected, its behavior becomes quite predictable. In
contrast, the behavior of a shopping agent might be highly unpredictable. Sent out to choose, negotiate,
and buy a birthday present for your mother-in-law, the agent might return with something odd indeed or
with nothing at all. In other words, the agent can also say "no.”

(b) Interactive agents: Interactive agents can communicate with both the environment and other
entities and can be expressed in degrees. On one end of the scale, object messages (method invocation) can
be seen as the most basic form of interaction. A more complex degree of interaction would include those
agents that can react to observable events within the environment. For example, food-gathering ants do not
invoke methods on each other; they interact indirectly by physically affecting the environment. In other
words, ants do not receive method invocations; they receive events regarding the state of the environment.
Even more complex interactions are found in systems where agents can be engaged in multiple, parallel
interactions with other agents. Here, agents begin to act as a society. Finally, the ability to interact
becomes most complex when systems involving many heterogeneous agents can coordinate through
cooperative and/or competitive mechanisms (such as negotiation and planning). While we can conceive of
an agent that cannot interact with anything outside of itself, the usefulness of such an entity for developing
agent-based systems is questionable.

(c ) Adaptive agents: An agent is considered adaptive if it is capable of responding to other agents
and/or its environment to some degree. At a minimum, this means that an agent must be able to react to a
simple stimulus—to make a direct, predetermined response to a particular event or environmental signal.
Thermostats, robotic sensors, and simple search boys fall into this category. Beyond the simple reactive
agent is the agent that can reason. Reasoning agents react by making inferences. These include patient
diagnosis agents and data-mining agents. More advanced forms of adaptation include the capacity to learn
and evolve. These agents can change their behavior based on experience. Common techniques for learning
are neural networks, Bayesian rules, credit assignments, and classifier rules. Examples of learning agents

would be agents that can approve credit applications, analyze speech, and recognize and track targets. A
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primary technique for agent evolution usually involves genetic algorithms and genetic programming. Here,
agents can literally be bred to fit specific purposes. For example, operation plans, circuitry, and software
programs can prove to be more optimal than any product that a human can make in a reasonable amount of
time. An agent that cannot respond to its environment or to other agents is another kind of agent whose
usefulness is questionable for developing agent-based systems.

(d) Coordinative agents: Human organizations exist primarily to coordinate the actions of many
individuals for some purpose. That purpose could be to create such structures as profitable business units,
charitable organizations, ballet companies, or Little Leagues. Using human organizations as an analogy,
systems involving many agents could benefit from the same pattern. Some of the common coordination-
based agent applications involve supply chains, scheduling, vehicle planning, problem solving, contract
negotiation, and product design. Without some degree of coordination, such systems could not be
possible—in either human or agent-based systems. Furthermore, the analogy requires that we consider a
heterogeneous population of agents. Human organizations are not constructed with a population of
identical individuals doing the same thing; instead, we diversify, delegate, negotiate, manage, cooperate,
compete, and so on. The same approach needs to be employed in multiple agent systems. Careful
consideration should be given to designing and structuring agent-based systems, however. This will
increase the likelihood that agents will be coherent in their behavior. While this limits and controls agent
spontaneity, it still preserves agent-level flexibility.

(e) Intelligent agents: After decades, the term intelligent has still not been defined (or understood) in
artificial intelligence and applying the term now to agents may not be appropriate. Most tend to regard the
term agent and intelligent agent as equivalent. Perhaps this is just an attempt to communicate that agent-
based SW have more “power” than conventional software. For example, in comparison to relational tables
or objects, agents can be thought of somewhat "smarter." Or, it could just be a marketing hype. However,
it would be fair to say that the notion of intelligence for agents could very well be different from human
intelligence. We are not creating agents to replace humans; instead, we are creating them to assist or
supplement humans. A different kind of intelligence, then, would be entirely appropriate. The current
wisdom is that whatever the term infelligent agent means, such agents will require a basic set of attributes

and facilities. For example, the state of an intelligent agent must be formalized by knowledge (i.e., beliefs,
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goals, desires, intentions, plans, assumptions) and be able to act on this knowledge. It should be able to
examine it beliefs and desires, form its intentions, plan what actions it will perform based on certain
assumptions, and eventually act on its plans. Furthermore, intelligent agents must be able to interact with
other agents using symbolic language. All this sounds like a model of rational human thinking—but we
should not be surprised. Once again, agent rescarchers are using our understanding of how humans think as
a model for designing agents.

(f) Software agents: They are more specific kind of agents. At a minimum, a software agent is defined
as an autonomous software entity that can interact with its environment. In other words, they are agents
that are implemented using software. This means that they are autonomous and can react with other
entities, including human, machines, and other software agents in various environments and across various
platforms. Basically, software agents are design patterns for software. Tools, languages, and environments
can be specifically developed to support the agent-based pattern. However, the agent design pattern can
also be implemented using object-oriented tools, languages, and environments—or any other tool,
language, and environment that are capable of supporting software entities that are autonomous, interactive,
and adaptive. Agent-based tools are preferable primarily because the agent design patterns are inherent in
the software—rather than explicitly programmed. In other words, object technology can be used to enable
agent-based technology, but the autonomous, interactive, and adaptive nature required by agents is not
currently supported within OO technology. While these properties can be (and are being) added to the OO

approach, the design patterns for agents and agent-based software are not fully and directly supported.

1.4.1.2 Mobile Agent Abstraction

Mobility is added to the agent abstraction. OMG (2001) defines a typical mobile agent. While a
stationary agent exists as a single process on one host computer, a mobile agent can pick up and move its
context to a new host where it can resume executing. From a conceptual standpoint, such mobile agents
can also be regarded as itinerant, dynamic, wandering, roaming, or migrant. The rationale for mobility is
the improved performance that can sometimes be achieved by moving the agent closer to the services

available on the new host. The ability of an agent to transport itself from one environment to another is not

13



a requirement for agenthood. Nevertheless, mobility is an important property for many agent-based

systems—and necessary for a certain class of application.

1.1.4.3 Application Domain Agent Abstraction

Agent can be constructed at this level when it is defined for a particular application domain. This is the
level, in which all actual agents should be constructed. Most of the SW agents can be in this category. Each
agent created in this level is task/role oriented. Properties/behavior related to the task/role should be easily
extracted. Multiple Agent System (MAs), Distributed Artificial Intelligence (DAI) and Mobile Agent
System (MAS) are all typical examples constructed at this level. Most agent frameworks, agent models and
agent patterns deal with agent system at this level too. It can be noticed that decomposition, based on the
task/role of the agents, can be the most powerful means to build agent abstraction for a given agent system.

I would like to stress that a weak agent is autonomous, social, reactive, and pro-active; it is the
combination of these behaviors that distinguishes an agent from objects, actors, and robots. Here social
behavior means that agents utilize structured messaging and protocol for coordination and negotiation. A
strong agent, in addition to the capabilities defined for weak agents, is knowledge based, and it applies
reasoning to determine what to do next. To simplify the agent abstraction, the base agent can be considered
as abstraction of a weak agent. Mobile Agent and Stationary Agent are inherited from the Base Agent. A
Stationary Agent can be modeled as either a strong agent or a weak agent depending on the application. A
mobile agent shows a more complex appearance, but it should have the mobility/migration property as its
basic property. I may also assume that the base agent has all behavior of a weak agent as minimum
property set, which should be inherited to its children agent based on OO concept.

This agent abstraction hierarchy aims at helping to extracting intrinsic behavior/properties of an agent

group such that agent model/framework/pattern can be built on agent behavior/properties.

1.2 Agent Models

1.2.1 Logic Model

A logic agent model is based on Independent Choice Logic (ICL, Poole, 1997). The logic model

allows what is arguably a natural specification of multi-agent decision problems. It models an agent as a
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logic program that specifies how the outputs are controlled by certain inputs. This logic program can use
the internal values and sense values but cannot use those values that the agent cannot access. Both natural

and artificial agents can be modeled as simple logic circuit or in some traditional programming language.

1.2.1.1 Model Structure

The logic model distinguishes “controller” agent from “plant” agent. The controller is the part to be

3

optimized. It receives digital signals (“observations”) and sends output digital “controls” or *“ actuator
commands”. The “plant” or “body” is the physical embodiment of the agent that includes input devices
such as sensors. The plant receives “percepts” from the environment and sends observations to the

controller. The observations are usually correlated with the percepts received. Agent communicates with

each other only through the environment, and multiple agents interact in the environment.

1.2.1.2 Model View

The logic model can be viewed from the perspective of agent specification. From the controller’s
perspective, the inputs will be observations and the outputs will be controls. By generalizing the ICL to the
“dynamic ICL” through the use of agent specification modules, it is possible to reach a more concise
representation of the decision problems.

Logic model may be well suitable for an idealized single agent in a well-defined environment with

applications in areas such as “information seeking actions”, “decision-theoretic planning”, and a “game:

tic-tac-toe”.

1.2.2 Behavior Model

A behavior model is based on the theory of behavior (Kinny et al., 1996). The refinement of the
behavior model largely depends on the behavior extracted from the agent designed. There are at least three
types of agent behavior models (sub-models): Social Model, Behavior Model and Believable Model,

extracting/stressing different aspects of agent behavior/properties.
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1.2.2.1 Social Model

The social behavior of an agent focuses on communication, interaction and coordination with other
agents in order to bring about a coherent solution. This model does not provide a good total solution for an
agent due to its lack in extracting other important behavior/properties of agent. It is used only as

supplement of other agent model for refinement.

1.2.2.2 Behavior Model

This model considers the behavior of a single agent. One good example is the Multi-Plane State
Machine Agent Model, in which the behavior of the agent is represented as a multi-plane state machine. It
has the following features:

e Bechavior embedded into a data structure;

¢ Explicit concurrency;

¢ Dynamic agent modification, agent surgery;

e Integration of heterogeneous behavior models;
¢ Possibility of automated programming.

To obtain an agent abstraction, the agent is decomposed into a group of active objects linked together
by a data structure. The four major components of an agent are: the model, the agenda, the state machine,
and strategies. Boloni and Marinescu (2000) stressed that the multi-plane state machine structure in this
behavior model provides an elegant way to express the multifaceted behavior of an agent, and every plane
expresses a facet of the behavior of the agent. These facets include reactive behavior, active behavior,

reasoning, planning, and interaction.

1.2.2.3 Believable Model

This model is built on believability, which was originally raised for building an Intelligent Virtual
Environments (IVE), in which one of the major concerns is believability of the agent. There are two main
investigation directions when considering the Agent Believable Model, one is to achieve believability and
rational behavior of the agent. Damasio (1990) and the others take a more empirical and artistic approach in

the agent modeling process with this model approach (Loyall, 1995).
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One of the challenges of the believable model is that it does not consider agent interaction as a first
order property, thus the agent built is not able to effectively interact with the other agent. This limits the

model application domain. For example, this model is not applicable for a Multi-Agents Systems (MAS).

1.2.3 Component Model

This agent model was originally proposed to resolve the innate difficulty of constructing a MAS in a
distributed environment, where an integrated collaborative agent-building environment is essential (Nwana,
1998, 1999).

A typical Agent Component Model, such as ZEUS, views an agent system as composed of three layers
at the highest level of abstraction: a definition layer, organization layer and a coordination layer. At the
definition layer, the agent is viewed as an autonomous reasoning entity, i.e. in terms of its competencies,
rationality, resources, beliefs, preferences, etc. At the organization layer it is viewed as in terms of its
relationships with other agents, e.g. what other agents it is aware of, and what abilities it knows they
possess. At the coordination layer the agent is viewed as a social entity, i.e. in terms of its coordination and
negotiation techniques. This agent model is supplemented with protocols that implement inter-agent
communication and an interface to application programmers that enable the agent to be linked to the
external programs that provide it with resources and/or implement its competencies.

Agent components are implemented based on various aspects (properties/behavior) of agent
functionalities, such as communication, ontology, and social interaction. With these basic components
(named as agent building blocks), a generic agent (base agent) can be built. Any other application-specific
agents should be constructed by specializing the generic agent.

There are a number of agent creation toolkits using the Component Model, which focuses on different

aspects of the agent. ZEUS and DIVA are two of them (Erol and Lang, 2000).

1.2.4 Layered Model
A layered agent model is introduced based on agent behavior/property. This model assumes some
basic characteristics, which an intelligent agent must have:

e Internal state which reflects their knowledge, which is specified and refined during an agent

lifetime;
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¢ Sensory ability to detect the change of the external world;

e Believing/Reasoning capabilities, which determine their internal behavior. Agent behavior may
change dynamically at run time, and specified in a declarative way;

e An external behavior consisting of communicative acts to other agents or control actions on SW or
HW devices. The communication with each other goes through standard agent-independent
communication languages;

e Internal intention to perform certain jobs assigned to this agent;

e  An identity, which distinguishes one agent from the others in the same system. The identity is
expressed in terms of a name, an address, and a description of the service (role) it provides. An
agent’s identity can be communicated to other agents and agents can freely appear and disappear
in the system or change their location.

e  Ability to collaborate with other agents outside.

These behaviors/properties are not sufficient for a complete description of the agent model, but they

are representative for most of the agents in the real world. Layered agent abstraction/model extracts these
agent behavior/properties, decompose and put them into different layers in a fashion that an agent performs

its job with its knowledge. Figure 1.2 shows a sample from Kendall (2000).

External
Objects

External
Objects

Intention I

Figure 1.2. An agent layered model for an Al agent (From Kendall, 2000)
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Here the agent model extracts sensory and effectors as external behavior/properties, belief, capability,
interpreter, migration and collaboration as internal behavior/properties. This is a simplified agent
abstraction of a strong agent. It is knowledge-based. As long as these behavior/properties of an agent in a
real world have been extracted, Buschmann (1996) proposed that it should be decomposed into layers. In
the layered agent model, Kendall and Malkoun (1996), Kendall (1997, 1998, and 2000) suggested that: i)
higher layer behavior depends on lower layer capabilities; ii) layers only depend on their neighbors; and iii)
there is two-way information flow between neighboring layers.

Figure 1.3 shows a simplified agent layered architecture structure for JAFIMA agent model. The seven
layers can be derived from agent representation in Figure 1.2. Each layer is identified from the agents’ real

world counterpart. Once these layers have been established, they can be utilized to structure the framework.

[ Mobility }

Translation

Collaboration
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[ Beliefs J
[ Sensory ]

Figure 1.3. The layered agent architecture based on agent behavior from Figurel.2 (After Kendall, 1998)

Here is a two-way information flow from top/down to down/top:
Layer 1 (sensory), Layer 2 (beliefs), and Layer 3 (Reasoning): The sensory layer is responsible for
proactively sensing the environment and updating the beliefs. The Sensor needs to cooperate with domain

specific interface classes. The design of Sensor layer uses the Adapter pattern. The beliefs layer stores
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Beliefs, and its design uses the Composite pattern. The reasoning layer determines what the agent should
do next. It interprets beliefs and requests an appropriate reaction.

The Action Layer: 1t is responsible for carrying out the plan selected by the Reasoning layer. The
Action layer incorporates Collaboration Intentions that utilize an interface to the Collaboration layer known
as Collaborators, and Reaction Intentions that use an environment specifically known as the Effectors.
There are also Scheduler and a Prioritizer when need.

The Collaboration layer: 1t is responsible for carrying out the exchange of services and negotiation
with other agents, determining how to collaborate and address different coordination protocols. It
implements send, receive and reject requests, and other replies to messages. There are two types of
collaboration: centralized and decentralized. Centralized collaboration is the responsibility of a Mediator or
Manager. The Mediator pattern allows an agent to freely collaborate with other agents without direct
knowledge of their existence. Decentralized collaboration agents deal directly with one another, the agent
maintains the state of each conversation to avoid endless loops. A clear difference is the role: In a
decentralized agent system, the role of an individual agent changes (e.g. a role of agent in a system can be
client in one case, but server in another case), but this is not the case for a centralized agent system.

The Collaboration Layer consists of sub-layers with the following patterns:
o Synchronized Singleton — it manages the collaboration threads;
o Decorator — it changes the behavior of the thread dynamically;
o Active Object — it schedules the requests forwarded by the action layer;
o Future — it is asynchronous method invocation;
o Strategy — it converts a message into the corresponding language of the destination agent.

Transportation layer: This layer is responsible for translating incoming and outgoing messages
according to ontologies used.

Mobility layer: 1t supports virtual migration by providing location transparency between collaborating
agents. It supports actual migration by providing a framework for cloning an agent in another environment.

The layered model gives a general framework as for how an agent should be decomposed into layers in
accordance with the behavior/properties extracted from a possible real agent world. Details of each layer

can be different depending on the behavior of the agent system, and can be further decomposed into sub-
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frame. Figure 1.4 shows the architecture of a centralized Mobility layer. Figure 1.5 shows another example
for a sub-layer architecture for the Action layer. This addresses the problem of how an agent commit to
performing reactive and proactive behavior.

A layered agent model demonstrates that agents can be designed and implemented using objects
following the properties/behavior extracted from real-world agent. We can see that the Agent Abstraction
Hierarchy proposed in Figure 1.1 can be naturally constructed with a layered model as behaviors of an
agent at each level is well established. As Kendall et al pointed out (2000) that layered structure is
conceptual and the actual layers to be built are dependent on the agent to be modeled. The number of layers
can grow or shrink as long as the agent behavior can be properly allocated to the layers, and there is well-
defined internal data flow between layers. There are a few such examples: JAFIMA is more comprehensive
and addresses more aspects of agency (Kendall, 2000). Concordia emphasizes mobility but does not
address reasoning (Walsh et al., 1998). Zeus (Nwana, 1998) concentrates on reasoning and collaboration; it

does not cover mobility.

Agent Society

Shared Mobility - <
Layer {7 Info Repository Broker |

A

Client Proxv

——p  Actual Migration

................... P Virtual Migration

Agent Society

Figure 1.4. Architecture of mobility layer (From Kendall, 1998)
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The design for creating individual layers and integrating them uses special patterns, which are usually
called Agent Builder and Layer Linker. The Agent Builder addresses the question of separating the agent
construction from its representation. The same construction process can create different representations.
The Layer Linker addresses the question of integrating the various layers of an agent together. These are

resolved using OO Design patterns (Gamma et al., 1994).

Role 1 Role 2

COLLABORATION LAYER 4" ‘4—

Channel

Collaboration Reaction Efffec
Intention Intention tors
Thread
ACTION
A\ L
.ﬁ /{ Plan ] ( Plan L .a
REASONING

Figure 1.5. Intention in the action layer, plan and conditions in the reasoning layer (From Kendall, 1998).

1.2.5 Role-Based Model

Role model is used to specify, analyze and design MAS on the basis of the roles that an agent plays.
Role-based agent model stresses interactions and collaboration among agents. Research on role-based agent
system can be traced back to the 90s. The early pioneering works can be found in Barbuceanu et al.(1998),
Iglesias et al.(1996, 1997), Kinny et al. (1996), Veloso et al.(1998). These works focus on collaboration and
co-ordination. However there has not been a methodology for realizing these representations in an

automated or semi-automated system.

1.2.5.1 Role Concepts / Role Theory

In Sociology the concept of roles and role theory goes back to the Fifties. Nowadays sociologists and

computer scientists use this term as a bridge in common interdisciplinary work. A role becomes a kind of
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“interface” to the environment of the agent. Between individual agents and actors, interaction takes place in
the course of the execution of the according roles.

Role theory also allows an agent to fulfill multiple roles, each determined by the agent’s position and
the current personality structure. A position defines how an agent should fit in the social system (e.g. a
hybrid MAS), and personality refers to a set of typical motivations and strategies of an agent, that is
pursued independently of the position given in the social system. Thus the role concept is good for an agent
model in a cooperative environment, where several agents have common goals and social action must be
distinguished from joint action. Agents in this cooperative environment may ask for generic sets of
expectations of the behavior and competencies from one agent to another. This is where role concept comes
into play, where roles are defined by position, personality and interaction situation. Roles may vary with
respect to ‘personality, position and the tasks that are given by the interaction situation’. Thus the role-
based agent model is highly abstract.

Role concept also sees that interaction history may influence the current interaction not only by
changing the interaction situation, but also by adaptations. This implies that role-based agent may undergo

a learning process and also indirectly influence other agents.

1.2.5.2 Agent Role Model

Agent role model can be established based on roles, which can be easily considered as the specification
and evaluation of an agent system (Kendall, 1998). Since roles tend to be seen in observation terms, as
tools for the specification and evaluation of agent system, the true importance of roles lies in providing a
means to distribute “tasks” among agents. In a more complex situation, role corresponds to a generic set of
expectations for behavior and competence.

When a role is captured in an agent, it has a number of properties. These properties form the basis of
role-based agent model design and implementation:

o Abstractivity: roles can be organized in hierarchies;

o Aggregation/Composition: arole can be composed of other roles, with varying visibility;

o Dependency: arole cannot exist without the agent;

o Dynamicity: arole can be added or removed during the lifetime of an agent;
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o Identity: the role and the agent have the same identity. The agent and its role are seen and can be

manipulated as one entity;

o Locality: arole only has meaning in a role model;

o Multiplicity: several instances of a role may exist for a given agent at one time. An agent may play

several roles at once;

o Visibility: access to the agent is restricted by a role.

These are properties of a role, which should be considered in defining the roles for an agent.

Role model may be of particular significance in a hybrid agent system that involves agents and human
actors. In this case the modeling is highly asymmetrical between agents and human actors. In most cases,
roles are determined by the communication constraint and the complexity of the delegated tasks. This
suggests that role-based model is applicable for modeling social action in multi-agent system, and offers
the opportunity to model organizational structures with heterogeneous goals. The roles are defined by
organizational structures, which determine the position and personality of a social entity.

In a role model, the first thing is to characterize structural properties of entities to be modeled. A
typical example is given to an organizational type application. Here one abstracts an organizational
structure into five view substructures:

o Formal

o Communication

o Knowledge

o Authority

o Competition

Any real organization will have specific forms in each of these sub-structures. Depending on pre-
defined structural properties of organization, a variety of special positions are offered, and personality is
given. Thus the roles can be well defined. As an example, in universities there are professors, scientific
collaborators, students and others. Each of these roles is described by a number of rules constraining what a
role is allowed to do or not — authority-, what they have to know — knowledge -, with whom they have to
communicate, stand in competition and what formal rights they have. The owner of a position normally gets

the formal role.
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Transforming organizational structure into sets of roles can do modeling of roles in a computation
manner. The formal part of a role can serve as a basic set of the expectations of the behavior and
competence of what agents have about other agents in this role. In agent-oriented (AO) modeling, agent
roles are used for capturing goals, tasks, or functions assigned to an agent. Thus agent analysis should
begin with goals and goal centric use case. Goals should be partitioned, which means that they should be
assigned to individual roles. Any agent application will in fact encompass many role models. Relevant role

models should be identified during agent analysis.

Agent Role
>—

f_——}

Rureancracy Rale

A

Clerk Client
— |
Manage Quhnrdinate

Figure 1.6 Role objects pattern design for bureaucracy agent (From Kendall, 2000)

This suggests that Role-Based Agent modeling starts from capturing roles in the design of agent
system. Composing or assembling the responsibilities, interfaces, expertise, and protocols from individual
roles form the design of an agent class. Since an agent is treated as an extension of objects, a role-based
agent model is similar to OO analysis. The refined model can be structured into sub-models: a structural
model, a dynamic model and a functional model. As structural model, an agent class diagram specifies the
types of role objects and agents, their attributes, associations, and messages. Figure 1.6 shows the role
object pattern design for a Bureaucracy Agent.

In general, role-based agent model can be designed with OO approach that involves structural model,

dynamic model and functional model. During the design, the roles in a role-based agent model are assigned
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to the agents; an agent plays or carries out the roles that are assigned. Although the model applies OO-
design principle, there are differences:

1. The operations of an agent are autonomous, that is, they are never called by another object or
agent but only executed under control of the agent itself. As a consequence, we should distinguish
between messaging and operations of an agent;

2. Classes do not effectively capture collaboration. The functional and dynamic model for role-based
agents should be extended (Figure 1.7).

A role model design pattern can be established based on the application. At least five role-based

models are studied in different application domains: Supply Chain, negotiate for services, Contract Net,

Iterated Contract Net and Auction.

Role model
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Figure 1.7. Role model: Collaboration diagram (From Kendall, 2000)

1.2.6 Brief Discussions

1. We can see that both Logic Model and Believable Model are rule-based. They allow for a form of
parameterized rules by the use of logical variables. These rules construct large computation trees from
smaller components. All the actions taken are primarily rule-based, and depend highly on the knowledge
that the agent has gathered. They do not place too much effort on agent cotlaboration. Hence they may be

inadequate in modeling complex coordination among agents.
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2. Although the field of agents is witnessing the convergence of research from multiple disciplines,
serious problem remains. Some see agents as a natural extension of the object-oriented programming
paradigm. Contemporary work on the theory of behavior provides the foundations for a theoretical model
of agents. Interface agents are considered the next generation evolutionary step in the development of
visual interfaces. The field of robotics is using agents to model the behavior of their artifacts. This diversity
of views as well as the wide range of applications of agents leads to numerous programming paradigm,
languages, communication methods, and design concepts. All of these pose difficulty in unifying an
appropriate agent model. The goal of an agent model should be to maximize the flexibility and provide a
rich palette of options in the choice of programming paradigm, language, communication and operation
mechanism.

3. The innate difficulty of constructing a sophisticated agent has motivated agent developers to move
away from developing point solutions to point problems in favor of developing models for building more
complex agents in a multiple agents system. This philosophy led to the development of the Component
Model. How do components in an Agent Component Model map into the layer in a Layered Agent Model?
This is a question that deserves further analysis.

4. Role-Based Agent models capture the structure of elements. After decomposing roles of practical
systems, this model focuses on how they interact with each other in collaborations. Since the role of an
agent in the real world exhibits patterns, role pattern is introduced into this model. This makes the agent
modeling easier. A typical example is the structure of bureaucracy, in which the model can be well
decomposed into five major roles: Director, Manager, Subordinate, Clerk and Client. Comparing to other
agent models, role model is more flexible in terms and captures agent interaction well. Role model allows
more dynamic behavior change of an agent.

5. Current proposed models all focus on only some aspects of agent. A universal agent model that
captures all desirable abstraction of an agent has yet to emerge. This can be viewed from some basic
properties of agents, which I would attribute as Agent Property, Agent Interaction/Collaboration, and
Agent Personality. A good agent abstraction should contain all key elements of these.

Agent Property Abstraction (APA): Each agent has certain intrinsic properties, which must be

described or “advertised” with the agent model by instantiating the APA. Other agents may use the
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instantiated APA provided by an agent to determine what service that agent can provide, as well as the SW
interoperability criteria required to access such service.

Agent Collaboration Abstraction (ACA): Each agent has certain properties that are relevant to
collaboration. For example, agents will communicate with each other. ACA is an abstract framework that
specifies the conditions under which one agent may invoke another one, together with the formal
mechanism used in such an invocation;

Personalized Agent Abstraction (PAA): Tt is entirely possible that there are certain tasks that a user
often performs. The PAA specifies an abstract structure, which, when instantiated, creates an agent that is
personalized to the needs of the user.

Unfortunately, all of the established models fulfill only part of these three abstractions, and we do not

have agent abstraction that can establish all the APA, ACA and PAA.

1.3. Agent Paradigm: Distinction from Process Paradigm

The agent paradigm can be seen as an extension of the notion of (active) objects using concepts such as
autonomy, cooperation, and goal-oriented behavior. Process paradigm does not account for these particular
aspects. In many domains, agent paradigm competes with process paradigm, but the differences are

obvious. Table 1.1 lists some major features of a process paradigm and agent paradigm.

Table 1.1. Agent paradigm versus process paradigm

Process Paradigm Agent Paradigm
Basic Unit Object Role/agent
Parameter defining state of basic Unconstrained Beliefs, commitments,

units
Process of computation

Types of message

Constrains on methods
Model Approach

Data as attribute passed by
member functions
Unconstrained

None

Procedure driven, event driven,
user driven

capabilities, choice, ...
Message passing, and response
methods

Inform, request, offer, promise,
decline,

Honesty, consistency,..

Task-driven, goal driven,
behavior driven
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I would suggest that the most fundamental differences are the basic unit, process of computation and

the way of modeling object and agent.

1.3.1 Objects and Agents

The atomic programming unit is an object in OO-process paradigm, but it is an agent in agent oriented
(AO) paradigm. The object in an OOP has a well-defined class abstraction. In AO paradigm, agent class
has been proposed and used. In a role model, in which role is the atomic unit, the notion of a role focus on
the position and responsibilities, while the object class stipulates the capabilities of the individual object it
models.

Process paradigm focuses on object. An object has a formal, mathematically sound, yet practically
realizable definition for any program based on OO concept. A class is a highly abstracted representation of
the object, and object’s entities can be well mapped into class attributes and methods in a program.

It has been suggested that an agent can be treated as an extension of objects (Kendall et al., 1997,
Kendall, 1998). Agent encompasses all the features that objects have, with the additional characteristics of
autonomous, proactive, social, reactive, and intelligent behavior. Therefore, additional facets are required.
Table 2 compares the facets of an object and an agent in terms of their roles.

Table 1.2 Comparison of facets for object and agent in terms of role.

Object Agent
Role model Context Context
Responsibilities Services, tasks Services, tasks, goals, obligation,
interdictions
Collaborators Roles with which it interacts Roles with which it interacts
External interfaces Access to services Access to services
Relationships to Aggregation, generalization, Aggregation, specialization,
Other roles refinement, role sequences generalization, role sequences
Ontology, inference, problem-
Expertise solving knowledge
Co-ordination and Protocol, conflict resolution,
negotiation knowledge of why other roles are
related, permissions
Others Resources, learning/adaptability
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1.3.2 AO-program and OO-program

In today’s world, not all SW programs can be referred to as an agent, but they can be extended to an
agent. Given any program P which is not an agent according to the provided definition, there must be a way
to extend P in some minimal fashion to a new program P’ such that P’ is an agent according to the
definition. This suggests that OO programs can be agentized. For a program P to be considered an agent, P
must have the ability (1) to know what properties it has, (2) how and with whom it can collaborate, and (3)
how it can personalize its services to satisfy a human or another agent. These three criteria lead to three
abstract mathematical definitions, with corresponding data structure in an OO program. These three criteria
distinguish an agent from an OO program, and they also indicate how an OO-program can be extended to

an AO program.

1.3.3 Agent-Modeling and Process-Modeling

Agent-based modeling competes with process-based modeling that identifies system variables and
evaluates or integrates sets of procedures relating these variables. Both approaches simulate the system by
constructing a model and executing it on a computer. The differences are in the form of the model and how
it is executed. In agent-based modeling, the model consists of a set of agents that encapsulate the behaviors
of the various individuals that make up the system, and execution consists of emulating these behaviors. In
process-based modeling, the model is a set of procedures/equations, and execution consists of evaluating
them. Thus ‘simulation’ is the general term that applies to both models, which are distinguished as agent-
based emulation, and process-based evaluation respectively.

If agent-based modeling and process-based modeling are viewed at a high level, they could differ in
two ways: the fundamental relationships among the entities that they model, and the level at which they
focus attentions. Process paradigm begins with a set of procedures that express relationships among
observable. The evaluation of these procedures produces the evolution of the observable over time. These
procedures may be algebraic equations, or they may capture variability over time, or over time and space.
The modeler may recognize that these relationships result from the interlocking behaviors of the
individuals, but those behaviors have no explicit representation in process paradigm. Agent-based modeling

begins with behaviors through which individuals interact with each other. These behaviors may involve
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multiple individuals directly or indirectly through a shared environment. The modeler pays close attention

to the observable as the model runs, and may value a parsimonious account of the relations among these

observables. The modeler begins by representing the behaviors of each individual, then turns them loose to

interact. Direct relationships among the observable are an output of the process, not its input.

1.3.4 What Are the Differences between Agents and Objects

Objects and agents differ in several ways. Some of these are conceptual modeling preferences and

some imply mechanism differences.

1.

Built-in (Intelligent) Functionality - While there isn't any single grain size that characterizes all
agents and multi-agent systems, (intelligent) agents can often be considered to be more functional
(smarter) than single objects. These agents include complex reasoning components, such as
inference engines or neural networks. Often, these resources are implemented as sharable sub-
systems, used by many agents, or used as parts of platforms supporting many agents so their
presence does not necessarily make agents larger (in terms of code size) than objects but it does
mean that agents perhaps have richer built-in interpreters. On the other hand, does an inference
engine inside an object make it an agent? In this sense, object interfaces can encapsulate "smart
things", e.g., more or less smart agents, and human beings. Object interfaces can also encapsulate
"dumb things", e.g., conventional software objects, or dogs. Still, whether implemented as agents
natively or as objects with intelligent interpreters inside, there is still a difference in that agents
might then be a smart class of objects that communicate using certain agent communication
protocols.

Agents are autonomous and reactive - One of the basic notions about agents is that they are
autonomous. They can individually decide whether to respond to messages from other agents. This
contrasts with objects that do what they are asked to do (unless forbidden by security or other
constraints). Similarly, agents are distinguished as reactive, always listening and participating, in
conceptual object terms, containing their own threading capability. Finally, agents are often
thought of as proxies for their owners or the things they represent in the real world. In this sense,
agents model things that act (e.g., employees) and passive objects might be considered to model

things that are acted upon.
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3. Agent Communication Language - Agents use a rich agent communication language to
communicate with each other. They can represent complex belief-desire-intention information, use
inference, and change their behavior based on what they learn. In effect, they can respond to
different messages over time. Objects, by contrast, use a fixed set of messages in communication.

4. Type-instance distinction — In some agent systems, agents correspond roughly to object instances
or individuals but there is no strongly typed class notion. Rather, the agents are all just agents.

5. Inheritance - Object advocates might point out that objects do some things which agents do not
commonly do; for instance, inheritance is not commonly viewed as an agent aspect though agents
are not precluded from supporting some forms of inheritance.

6. Other differences - other differences can be highlighted:

o Mobile agents - these appear to be similar if not the same as mobile objects

o Information agents - these might be very like graphs of objects (agents) processing
information from data sources and delivering it to customers

o User-interface agents - these may or may not use agent communication language, inference or
other agent mechanisms and loose coupling.

An important aspect is that agents are higher-level abstraction of behavioral entities than objects. As
such, the problems you use them to solve, the capabilities they have, and the differences in research
involved to understand them is fundamentally different for agents. While this is unassailably true, it does
not reduce the need for agent and object technology to both be useful and need to become interoperable if

both technologies are used together to solve problems.

1.3.5 Brief Discussion

I have turned to consider agents as an extension of objects, but it is not simply as a computational
entity in an OO process paradigm. The agent approach is best applied in dealing with tasks that are less
structured or ill defined. In such tasks, complete mathematical or computational solution may be either
unavailable or too expensive to use. Like the concept of Objects developed in 70’s, agent has become a

new abstraction in software systems. Implication of agent technology is still to be further explored.
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1.4 Agent Modeling Techniques

The research community of AO SW engineering has not yet identified an accepted process/ tool/
technique to support the design/modeling of an agent system (Bergenti and Poggi, 2001). AO SW
engineering requires a modeling technique, which works at agent level abstraction, and differs from that in
an OO system design, where focus is given to an object level abstraction. The level of agent level
abstraction considers agents as atomic entities that communicate to implement the functionalities of the
system, and this communication is supported by an agent communication language, such as FIPA ACL
(FIPA, 1999) or KQML (Finin, 1997), and by ontology used to associate a meaning with content message.
An accepted diagrammatic notation does not yet support the agent level abstraction even if a number of
proposals are available. The challenge is to find a complete model of an agent class that describes the
feature set of an agent of that class. These features include:

o Support interaction protocols;

o  Accepted content messages, taking into account the ontology;

o  Semantics of each message.

1.4.1 UML

The SW engineering community tackles the problems listed above by investigating the possibility of
extending UML to support the basic AO concepts such as agent, ontology, and interaction protocol. This
has led to a number of UML extensions (FIPA, 1999; Odel and Bock, 1999, Odell, 2000).

The Unified Modeling Language (UML) provides a complete set of standard notations for OO SW.
Two of them, which specify system dynamic behavior, are state machines and collaboration diagrams. State
machine may be associated with an agent class to specify its reactions to external environments.
Meanwhile, UML interaction diagrams can be utilized to specify how agents may interact by exchanging
messages. UML has been utilized to model the dynamic behavior of an agent. The behavior of an agent is
specified by the UML sequence diagram that an agent goes through during its lifetime in response to the
environment, together with its response to the environment. The UML interaction diagram, such as

collaboration diagram, shows an interaction, consisting of a set of agents and their relationships, including
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the messages that may be dispatched among them. The collaboration diagram, in particular, stresses the
structural organizations of agents that send and receive messages.

Lind (2001) suggests that standard UML can be applied to describe agent interaction protocols by
capturing one of the core concepts of multi-agents system — interaction. Interaction is the foundation for
cooperative or competitive behavior among autonomous agents and thus encapsulates the most
fundamental design within the development of multi agent systems. Since UML strongly focus on object-
oriented software design, it is not right away suitable for agent-based software. In order to make it fit some
special requirement of agent-oriented software, Lind (2001) has proposed two possible ways:

e To extend the UML by providing new structural elements and diagrams that enhances the

expressive power of the base language. The developer of AUML model favors this.

e  Another approach is to use the UML for describing agent-specific aspects of a software system,
with the major goal of remaining within the boundaries of the original language and to use only
those extension mechanisms that were explicitly admitted by the language designer. This may be
considered as a Standard UML approach for modeling the interaction of agent systems.

Bergenti and Poggi (2001) argue that capturing interaction of the agent system is necessary, but not

sufficient to model a complete AO SW life cycle. Instead of using UML interaction and state chart
diagrams, they propose constructing ontology diagram, architecture diagram, role diagram and protocol

diagram as tools for modeling different aspects of an AO SW.

1.4.1.1 Ontology Diagram

The problem of describing the rest of the world to an agent is traditionally solved by using an ontology
that outlines a model of the world in terms of entities and relations between such entities. An ontology
diagram describes the entities in terms of classes. Such entity classes are used to construct an ontology
diagram. These are mapped into UML exploiting public relations between entities classes.

The agent abstraction does not deal with implementation details because these are normally tackled at
the object level. This implies that entity classes are not allowed to contain private methods and attributes.
Similarly, public methods associated with a class of object, which are dedicated to specify the message

objects, is not allowed at the agent abstraction because the actors are agents and not the entity belonging to

34



the ontology. Therefore, entity classes defined in an ontology diagram are allowed to be characterized only
in terms of public attributes. It is also noticed that the entity classes are defined with extension of
stereotype, which is introduced to allow an architect to keep the entities belonging to the ontology apart
from the objects used at the object level. Figure 1.8 shows an ontology diagram describing a subset of the
ontology defined in the FIPA AVEB specification. It defines a class of entities called FIPAAVDescription
characterized by a string called title (the only public attribute). It also allows the modeling of (public)
relations between the entities in the ontology. The Ontology diagram extends the UML class diagram by
applying the stereotype entity. Moreover, this stereotype allows an agent-enabled CASE tool employing a
different diagrammatic conversion for object classes and entity classes, just like what is normally done for

actors and objects.

<<entity>> <<entity>>
Genre User
Name:Suing Name:String

Middlename: String

genre Rate
<<entity>> <<entity>>
FIPAAVDEscription Rate

Tule String Value Real

A
[ I

<<entity>> <<entity>>
FIPATVProgramDesc. FIPAMovicDesc.
stantTime:date duration Date.

Figure 1.8 Part of the ontology diagram for the FIPA AVEB ontology

1.4.1.2 Architecture Diagram

Architecture is composed of a set of agent classes and each class represents a class of agents with a
precise set of responsibilities. Hence an architecture diagram is actually defined as a UML class diagram,
and contains agent classes and relations between such classes (Figure 1.8). An agent class can contain only
public methods corresponding to the actions that an agent in that class can be asked to perform. These

methods must be declared with no return value. Moreover, the parameters passed to these methods must
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belong to entity classes defined in an ontology diagram. Architecture diagram also contains relations
between agents to allow the multi-agent architecture modeling the relations between agents as shown in
Figure 1.8 by the links among agent classes.

The modeling of agent architecture is not that easy. In fact, the architecture diagram specifies the MAS
architecture by means of a textual description. This description contains a list of agent classes and a set of
relations among them. Moreover, each class is associated with a set of responsibilities and a set of
messages that an agent belonging to that class is requested to understand. This protocol has not been given,

and the architecture diagram does not support the interaction protocol.

1.4.1.3 Role Diagram and Protocol Diagram

Traditional UML models the dynamic behavior of a system by using interaction diagram and state
chart diagram. They are not directly suitable to model the interaction protocol in agent. Interaction
protocols are valuable aspects of an agent system. We need to model the interaction between agents without
taking into account the formal semantics of the chosen ACL. Moreover, it should represent off-the shelf
solutions to a large number of problems. Object protocols, the OO counterpart of interaction protocols, are
not considered as a fundamental element in the design of an OO system at the object level. This is the main
reason why UML does not provide a diagram to model object protocols. To model interaction protocols at
the agent level of abstraction, UML can be extended. There are a number of ways to resolve this. Protocol
diagram and Role diagram (Bergenti and Poggi, 2001) are two of them.

Protocol diagram and role diagram are both UML-based notation to model interaction protocol at the
agent level of abstraction. They are based on collaboration diagrams (or sequence diagram) and class
diagrams respectively. A protocol diagram is a collaboration diagram that comprises only classes declared
in a role diagram. These classes are labeled with stereotype role to keep them from other kinds of classes,

such as agent or entity classes. A role class models a role-played by an agent in an interaction protocol.

1.4.1.4 Focus of Applying UML in Agent Level of Abstraction

This approach focuses on agent interaction, which defines that the agents must know which messages
they can expect in a particular situation and what they are supposed to do when a certain message arrives.

This part of the interaction process is controlled by interaction protocols.
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1.4.1.5 Goal of Applying UML in Agent Level of Abstraction

With the UML approach, the goal is to identify the major elements of interaction protocols. It has to
decompose the participants (agents) into different groups, and each group has a set of associated incoming
and outgoing messages and behaviors that are associated with a group of agents as a role that can be played
by an agent. There are two things to be considered by the interaction protocol:

o Participating roles

o Temporal ordering, or the flow of the control.

A protocol established within this model is a collection of several distinct automata where each
automaton can have an arbitrary number of interaction points with other automata. These interaction points

are called channels and they control the message exchange between different antomata.

1.4.1.6 Tools

Protoz protocol specification (Philipps and Lind, 1999). The main tool is a compiler that generates Oz
code from a given protocol specification. The protocol is defined by a collection of roles where each of

these roles is specified as an extended finite state machine;

<<role>> Role 1 <<Channel>> <<role>> Role 2

<xReceivi
<<send>>

Figure 1.10 Activity diagram for agent interaction protocol
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Lind’s AO-based notations/domain-specific diagrams. They can be used to model the basic elements

characterizing the agent level of abstraction: the architecture of the multi-agent system, the interaction

protocols supported by agents and the ontology followed by agents.

Tailoring UML: define a couple of stereotypes that are used to model agent interaction protocols.

o Role = stereotype <<role>> that occurs within the application

o Channels > <<channel>> that manages the message exchange between two roles

o <<synchronization point>> that denotes the sending and the reception of messages, respectively
(<<send>> and <<receive>>).

o <<timeout>> whenever timeout is reached and no message has been delivered, the control flow of
the respective receiver resumes at the state pointed to by the timeout transition.

o The use of an activity diagram for specifying agent interaction protocols is shown in Figure 1.10.
Activity diagram represents agent interaction protocols. Here are the key points:

o The swim lanes indicate the control flow spaces that are associated with each role with the agent
interaction protocol;

o The control flow of each role is modeled using the structural elements provided by UML activity
diagram;

o The self-contained control flow spaces are linked via a communication channel that holds one
synchronization point that links the activity diagrams of the interacting roles.

1.4.2 AUML

AUML stands for Agent UML, which is an extension of standard UML. AUML (Odell, 2000) defines

a diagrammatic notation to model interaction protocols. It is not compatible to UML sequence diagram. It

has been developed for specifying the interaction/coordination protocols of multi agent systems by

introducing a completely new diagram type called protocol diagrams. These diagrams combine elements of

UML interaction diagrams and state diagrams to model the roles that can be played by an agent in the

course of interacting with other agents. The new type of diagrams allows for specification of multiple

threads within an interaction protocol and supports protocol nesting and protocol templates based on

generic protocol descriptions.
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1.4.2.1 Focus

The approach stresses two aspects: 1) Relating agent system to the nearest antecedent technology (OO
SW development); 2) Using artifacts to support the development environment throughout the full lifecycle
with AUML. The AUML basically provides a set of UML idioms and extensions in a three layer AUML
representation for agent interaction protocols: template and packages to represent the protocol as a whole;
sequence and collaboration diagrams to capture inter-agent dynamics; and activity diagrams and state

charts to capture both intra-agent and inter-agent dynamics.

1.4.2.2 Concept, Scheme and Goal

Representing Agent Interaction Protocol in UML is the concept of this approach.

Scheme for AUML:

o Present agent as an extension of active objects.

o Exhibit both dynamic autonomy (the ability to initiate action without external invocation) and
deterministic autonomy (the ability to refuse or modify an external request).

o UML bases: 1) support static models—> class and package diagram describing the static semantics
of data and message; 2) dynamic models = capturing interaction of objects; 3) use cases = the
specification of actions that a system or class can perform by interacting with outside actors.

o Suggest agent-based extensions to the UML representations: package, interaction diagrams, state
charts, and activity diagrams.

The goal of this approach is to express agent interaction protocol (AIP) with UML, and present a
specification technique for AIPs with both formal and intuitive semantics and a user-friendly graphical
notation. Here the AIP describes a communication pattern as an allowed sequence of messages between
agents and the constraints on the content of those messages.

A layered approach to protocol is the basic concept in the model, in which each analogous problem
domain can be considered in one layer, in which a further interaction protocol can be defined. Figure 1.11
shows an interaction process in leveling. Here it first shows how a message is exchanged between two

agent/roles; It also shows two more concepts: 1) the protocol is treated as an entity in its own right (the
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protocol is package), a conceptual aggregation of interaction sequences; 2) package protocol can be also

treated as a pattern that can be customized for analogous problem domains.

Role 1 Role 2

CAl

CA2

Level 1

Level 2

Figure 1.11 Interaction protocol using a combination of diagrams

Figure 1.11 illustrates the leveling concept. Level 1 represents the overall protocol. Level 2 represents
interaction among agents. Level 3 represents internal agent processing

Leveling can continue “down” until the problem has been specified adequately to develop or generate
code. The interaction protocol at the top has a level of details below, which in turn has another level of

details. Each level can express intra-agent or inter-agent activity.

1.4.2.3 Tools: UML Dynamic Diagrams

This AUML applies UML dynamic diagrams as tools. It has several features: 1) It uses UML sequence
diagram as a protocol for the contract net. 2) The protocol as a whole is treated as an entity in its own right,
and it is a package used for expressing nested protocols (Figure 1.12, showing interaction in a supply
chain). The sequence diagram itself describes the inter-agent transactions needed to implement the

protocol. 3) Intra-agent communication can be supported by UML’s activity diagrams and state charts,
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Level 1: It represents the overall protocol. AUML proposes patterns in a practical context. Agent
interaction protocols provide us with reusable solutions that can be applied to various kinds of message
sequencing between agents. AUML uses package and templates from UML for protocol solutions in this

level.

Parchacing I

Supplying

Broker Retailer | Wholesaler |

|] call-for-propogal I | request )
inform
2 I

propose

Figure 1.12 Using package to express nested protocols

Level 2: It represents interactions among agents. AUML applies UML dynamic models for expressing
interactions among agents. It uses interaction diagrams, sequence diagram and collaboration diagrams, to
capture the structural patterns of interactions among object. It also uses UML activity diagram for process
flow at this level.

o Chronological sequence of communications: it can be simulated with a sequence diagram;

o Association among agents: it can be simulated with a collaboration diagram;

o Flow processing in the agent community: it can be simulated with an activity diagrams and state

charts.

Level 2 is suitable for a single agent concurrently processing the multiple cases

Level 3: It is the lowest level, and represents internal agent processing. A UML sequence diagram
expresses a sequence of messages exchanged by a set of objects, while an AUML diagram models all
sequences of messages that a set of agents may exchange in the scope of an interaction protocol. These

diagrams are not generally adopted because off-the-shelf CASE tools do not yet support them.

1.4.3 Aspect-Oriented Programming (AsOP)

AsOP has been used as a tool in modeling MAS recently (Kendall, 1999). The base reference for this is

the Role Object pattern. As a design tool, role object pattern is used mainly at the implementation level, and
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has introduced some problems, namely object schizophrenia, significant interface maintenance, and no
support for role composition. AsOP is aimed to alleviate some of these concerns.

AsOp is specially proposed for agent Role Model. Fowler (1997) evaluates various approaches, and
concluded that the role object pattern is the most common one. AsOP provides an individual class for every
role. The roles are organized in a hierarchy, with subclasses for more specialized role behavior. A core
object contains the roles that it plays as a set of role instances. Dynamic role assignment is supported
because the instances that represent the current roles can be changed at runtime.

AsOP has not been widely applied in agent design. Kendall (1999) tried to extend the AsOP concept
and establish a set of model notation, which can be set as a standard model tool. They have proposed five
different options, but concluded finally that no one is complete. They further proposed a hybrid approach to
compensate the model. In this modified approach, role specific (extrinsic) behaviors are localized in the
aspect source code. There are many issues remaining open for the AsOP approach as agent modeling tool.
It is hard to understand, lacks well-defined notation, and does not support adequately some basic features of

the role model. It is not easy to apply to other agent models.

1.4.4 Petri Net (PN)

An agent system could be a heterogeneous/complex entity made up from agents with different
characteristics. Typically, such an agent system composes of parts, which are mainly behavior control
dominated, and parts, which model the flow of messages/data/materials, as well as parts, which combines
these aspects. These parts of the agent system could be highly concurrent, and the interaction/collaboration
among these agents is very complex and very different in nature. UML alone is not sufficient to model this
heterogeneous system. For example, how agents accomplish a goal task is usually specified by the MA
plans built from basic actions of agents. A critical problem with such an approach is how the designer can
make sure the plans are reliable. To tackle this problem, a high-level formalism of PN is introduced, which
adds additional levels of abstraction to compensate the lack from UML in modeling agent systems.

PN (Murata, 1989) is a formal and graphical appealing language, which is appropriate for modeling
systems with concurrency. The PN could be one of the basic features of an agent system. PN defines a
minimum set of expressions needed to describe the functional aspects and dynamic behavior aspects of the

agent system.
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Anil and Shatz (2001) has developed a model called Object Petri Net Models (OPMs) from UML state
chart diagrams and connecting them using UML collaboration diagrams. In this way, the single agent
system level Petri net could be analyzed by formal OPN analysis techniques. OPN provides a formal
semantic framework for the UML notation and can be considered as a complementary tool for UML when
applied to the agent modeling. The approach of Agent-Oriented Colored PN (Moldt and Wienberg, 1997)
redesigns Shoham’s paradigm of agent-oriented programming by means of object-oriented colored PN. Xu
and Shatz (2001) extend G-net to model inheritance of agent classes in MAS, which provides a clean
interface between agents with asynchronous communication ability and supports formal reasoning. Friha
(1991) specify a multi-agent system for resource allocation problems using concurrent object-oriented PN.

An alternative is the PrT Nets, which has been proposed by Xu (2002). The PrT net is a high-level
formalism of the PN, and is used to answer a critical problem: how is an agent plan reliable and feasible. It
considers the totality of agent capabilities specified by preconditions and post-conditions as a behavior
model of what the agents as a group can do, and take the multi-agent plans as a description of the process
for moving from some start state, through this model, to a goal state. This is well suited for modeling MAS
by representing agent capabilities as transitions.

The common issues with the PN model are: 1) they suffer from high complexity in reaching ability

analysis through occurrence graphs, and 2) except the PrT nets, they are not concerned with agent plans.

1.4.5 Patterns and Toolkits

Pattern is a useful solution for a reoccurring problem in a particular context. Kendall et al developed
interesting and preliminary work in agent patterns (Kendall, 1997; Kendall and Malkoun, 1996). They
discussed and proposed a set of well-known patterns (such as Active Object, Mediator, Proxy, Adapter,
Negotiator, and so on) used to support basically the “strong agent” vision (Woodldridge and Jennings,
1998). Aridor and Lange (1998) presented some agent design patterns in 1998. They presented these design
patterns from the agent application design point of view: traveling (Itinerary, Forwarding, and Ticket), task
(Master-Slaver, and Plan) and interaction patterns (Meeting, Locker, Massager, Facilitator, and Organizer
Group). Silva and Delgado (1999) proposed a generic agent pattern for mobile agent system, which is said

to be useful to develop dynamic and distributed applications in an open and large-scale distributed
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environments. It encapsulates a business specific class (a specialization of the Agent class) with some user
identification and a specific security policy.

The basic idea of identifying the strong agent from weak agent is largely from the agent design point of
view. Figure 1.1 shows the relationship between the different classes of agent design approaches involved
with the support and development of dynamic and distributed agent applications. It shows three interrelated

classes of framework, each one uses features provided by the previous one.

1.4.6 Discussions

The tools discussed above are more or less based on UML. Agents are autonomous and interactive, and
their activities include goals and conditions that guide the execution of defined tasks. While objects need
outside control to execute their methods, agents know the conditions and intended effects of their actions
and hence take responsibilities for their needs. Agent acts both along and with other agents. Thus there is
no direct adaptation of UML to agent modeling. Both FIPA and the OMG Agent Work Group (OMGAW)
are exploring uses of and recommending extensions to UML (Bauer, 1999, 2001; Odell, 1999). Depke et al
(2001) discuss graph transformation and roles on an agent-based UML. Odell (2000) works on a
comprehensive scheme for AUML and focus on the AIP. In general, these approaches are successful in
using UML as a specification technique for AIP with both formal and intuitive semantics and a user-
friendly graphical notation. The semantics proposed allows a precise definition that is also usable in the SW
engineering process. The graphical notation provides a common language for AIP communication,
particularly for people not very familiar with the agent approach. I would say that several tools could be
applied directly to agent-based system by adopting simple idioms and conventions. In other cases, we could
suggest several straightforward UML extensions that support the additional functionalities that agents offer
over the current UML version. UML-based approach is dominated as a tool in agent modeling. The key
issue is that the tool must help to identify the potentially problematic or insufficient parts of UML.

However problems do remain:

o No formalism yet exists to sufficiently specify agent-based system development. UML/AUML/ or

any extension of UML techniques lacks the well-defined semantics and standard notation. The
UML off-the-shelf CASE tool does not fully support proposed UML/AUML extension in

modeling the agent system. For example, AUML is to extend the UML by providing new

44



structural elements and diagram that enhance the expressive power of the UML base language.
However, it has the major drawback that it violates the ideal of the UML as a general design
language.

Non-determinism: The original UML state machine for OO SW is based on a dynamic
computation of a pre-determined, static calculation of possible state transitions in responding to
input events. This is not the case for an agent-based SW, which is described as a non-deterministic
system in most applications. Agent systems can be multiple-states (or composite state), and its
state chart behavior is more than a pre-determined, static calculation of limited states. We may
expect a few ambiguities in the semantics of UML state machines when applied to AO SW. This
implies that the UML approach is not suitable directly to AO SW, as it is limited to a single state
machine. It seems that some of the more advanced constructs of state machines, such as synch and
choice states and deferred events need to be implemented. Another major criticism is about
predefined agent plans, which makes the model less flexible, but may be required for deterministic
MAS.

Collaboration in OO SW and AO SW: Collaboration for OO SW in UML is well defined with a
set of standard notations since the communication among object is parameterized, there can only
be one instance of any given class, and most of them occurs within a process. This is not, to some
extent, the case for AO SW, where message event cannot be completely parameterized, and agent
could cooperate or interact in unforeseen ways.

One alternative approach is to introduce agents as an extension of active objects, and promote the
use of standard representations for methods and tools to support the analysis, specification, and
design of agent software. The former aspect of agent UML leads one to focus on fairly fine-
grained agents. More sophisticated capabilities should be added where needed, such as mobility,
and knowledge. These are not well defined in recent UML, but have been proposed for the future
framework of agent UML (Bauer, 2001).

Dependencies of intra-role and inter-role introduced by the other roles during the design process.
Software language support for the design of interaction protocols. A number of protocol

specification languages have been proposed ranging from low-level communication protocol up to
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high-level specification language for multi agents applications. However none of these (perhaps
except for Estelle (5)) has gained widespread acceptance.

My conclusion is that we shall continue to identify agent-specific requirement for the UML, try to
solve the upcoming problems within the standard and suggest extensions only in those cases where
solutions within the standard are not possible. Recently, cooperation has been established between the
FIPA and OMG. As a first result of this cooperation, they analyzed the requirement for such an endeavor
and proposed the framework of AGENT UML (Bauer, 1999, 2000a, 2000b, 2001). The core part within
AGENT UML is the mechanisms to model protocols for MA interaction and an extension of class diagram
for agents. This is achieved by introducing new diagrams into UML: protocol diagrams and agent class
diagrams. Protocol diagrams extend UML state and sequence diagrams in various ways; other extensions
include agent roles, muitithreaded lifelines, extended message semantics, parameterized nested protocols,
and protocol templates. An agent class diagram extends usual class diagrams with agent specification

information. This may provide powerful tools for MAS modeling, but there is no practical application yet.

1.5 Limitations, Applicability and Missing Aspects of the Agent Model

1.5.1 Lack of Universal Semantic Base for Standard of Model Notations

Almost all agent development to date has been “home grown” and done from scratch, independently,

by each development team. This has led to a few problems:

o Lack of an agreed definition, notation, and standard. An agent model developed by one team sees
little chance to be ported by another team with some modifications. Agent models show neither
significant standardization, nor customization;

o Duplication of efforts. Since the lack of universal notation in agent model, there has been little
reuse of the agent architectures, designs, and components;

o Inability to satisfy industry strength requirement. To meet the industrial requirements, agent
models must support the existing software development tolls and computer infrastructures, which
require an integration of agent models with the current well-accepted modeling tools such as

UML. The current adaptation has very limited success.
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To overcome this problem, agent patterns, as an approach for agent modeling, has been proposed. A
number of MASS (JAFIMA, JADE, and et al) has been built by using patterns as the basic building blocks.
Although as many as 80 patterns have been built, they still are far from sufficient due to the fact that an
agent always shows a complex behavior, and the behavior which each agent model to capture is diverse.
However the pattern does provide a strong software engineering foundation for agent based systems.

Pattern does make modeling life easier, but it is still not sufficient as a model since it could be part of a
modeling tool, but not all. A well-defined semantics base for a standard model notation is of more

importance. This is a missing part, or at least, an incomplete part of the agent model.

1.5.2 Handling Complex Behavior of Real World Agent

Certain behaviors of a real world agent are difficulty to translate into a consistent formalism, which
could be due to the complexity of an agent world. One suspects that the only realistic way to incorporate
the complex agent in a model will be by implementing a black box, thus relaxing the decision aigorithm in
a agent model. 1t is hard to model general-purpose MAS. One good example is the planning algorithm to
generate a plan that is optimal in certain sense. But the criteria vary from application to application. A plan
with minimum steps does not necessarily have minimum execution time because the different actions

usually have different durations of execution time.

1.5.3 Embed Dynamic Planning; Limitation from Supported Platforms

Many of the agent models are designed statically, meaning that the model captures the essence of an
agent with predefined properties, roles, and interactions. This may be due to the agent platform: application
can’t be recompiled at runtime if they are implemented with standard programming language such as C++.
Java might be an exception; this is why many of the MAS are built on Java.

Role model may be the only one, which can handle the dynamic aspect of the role with the help from
AsOP. But the modeling process is too complicated, and the notation is not well established. We see also
that the Aspect] compiler does not support some key features of the role model (Kendall, 1999). Thus the
dynamic aspect of agent paradigm remains as a problem to be resolved since MAS should be designed in a
way that they can run on different platforms. Van Hilst and Notkin (1996) implement and compose roles

with templates in C++, which composes roles only at compile time, and it does not, obviously, support
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dynamic changes at runtime. It is expected that the dynamic aspect of agent could substantially limit the
potentials of the agent paradigm, in particular, when the MAS is designed for running in a heterogeneous

environment or distributed system.

1.5.4 Model Validation and Verification

This Waterfall model of software engineering emphasizes the importance of software developing life
cycle, in which system validation and verification is of extreme tmportance. This should include two
things: fulfillment and performance. The first stresses if the model is sufficient to reach all the design goals,
and the second is to tell how efficiently the goal could be reached. I have seen little effort in this direction
except that in one of the PN agent model.

An agent model is mostly goal-driven. In MAS, how agents accomplish a goal is usually specified by
the agent plans. A critical problem with such an approach is how can the model make sure the plans are
reliable. A model must be able to propose several ways for modeling and analyzing agent plan. This is still

missing.

1.5.5 Dependence on Environment of Infrastructures

There are numerous works in OS process migration over the decades. But the problems associated with
agent paradigm are different. Interpreted languages (or Java at the most) are commonly used to support
agent execution in heterogeneous architectures, operating systems, or even heterogeneous administrative
domains, such as the Internet. This creates a problem: how is this supported in the agent model? Agent

exists in higher-level abstraction, but they are too heavy in the packet world.

1.5.6 Security

Security is one of the major technical hurdles in MAS. Numerous challenges remain in agent model,
which are related to security:

o Protecting the machine without artificially limiting agent access rights;

o Protecting an agent from malicious machine;

o Protecting groups of machines that are not under single administrative control.

There is no adequate solution for any of them.
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1.5.7 Exploit Concurrency

One of the original advantages of using agent is in parallel computation, which involves exploiting
agent system concurrency. Depending on the agent, concurrency has been taken into account in
decomposition of the system along functional, organizational, physical or role consideration. As
Wooldridge and Jennings pointed out (1998), no single agent model is universally best in terms of
developing agent system concurrency. One of the most obvious features, which do not handle properly, is
the amount of concurrency. Solution for this issue is comparatively small or even in extreme cases non-
existent. For instance, in a layered agent model, task must be sequentially performed, one agent does some
processing, produce some results, and then enters into idle state, this is internally a sequential model. This
is an unsatisfactory design because there is only ever a single thread of control: concurrency, one of the

most important potential advantages of MAS solution is not exploited.

1.5.8 Error and Exception Handling

This is another aspect, which seems to have been ignored. Compared with OOP paradigm, there are
more challenging issues arising from the higher level of abstraction. In an OOP, errors and exceptions are
well-defined in-proc, and can be picked up and propagated through the entire system easily. There are
many mechanisms to handle error and exceptions; the best solution is always at the hands of programmers.
Since the scope of handling error and exception is limited, the system can be always reset to a predefined
proper state.

MAS is far more complicated, and we have not seen a clear framework for handling this issue. A
possible explanation is the varied ways in which an agent works and communicates with others. This
complicates definition of error and exception. The openness of an agent makes such definitions difficult.

Intuitively, it also may be somewhat contradictory.
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Chapter 2 Agent Architectures, Frameworks and Platforms

What Are In This Chapter: The agent architecture is reviewed for single agent systems, multi-agent
systems and mobile agent systems respectively since they focus on different aspects of agent-based systems,
and apply different approaches. When agent/agent systems are well defined, the agent/agent system
architecture design becomes the key point. This chapter focuses on agent architectures, agent frameworks
and platforms. We discuss first the design architectures for single agent systems (Section 2.1), then multi-
agent systems (Section 2.2), finally the mobile agent systems (Section 2.3). In each section, we start with
proposed agent design architecture(s), give examples to show how the proposed architecture(s) is(are)
applied to an agent system design. We will further look into the multiple agent system and mobile agent
system frameworks and stress a few important research issues in agent architectures, frameworks and
platforms in Section 2.4. We discuss particularly a few commercial agent platforms such as IBMAglet,
MiLog ZEUS, Concordia ObjectSpace and AgentOS, which are representatives of the current multi-agent

systems.

2.1 Single Agent System Design Architecture

This is an area most interested by Al society. The purpose is to build human-like agents for use in
distributed, interactive virtual environments (or worlds). These agents are expected to behave appropriately
and timely in a complex, dynamic environment, and ideally in the same way as real humans behave in a
real world. Such agent systems are, in essence, autonomous with human appearance and intelligence, i.e.
having their own perception, behavioral and motor systems. Typically, system designers would concentrate
on behavior models for a specific kind of agent in a given environment, and implement a limited set of
behavior based on the requirements of the agent system.

They usually focus on the basic properties of the agent system, and apply three basic underlying
architectures: BDI, Subsumption and Reactive. Majority of the proposed architectures emphasize

behavioral control of an agent.
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2.1.1 Approaches

2.1.1.1 Logical Control Approach (LCA)

A logical approach is usually adapted to high-level agent control architecture. It uses a logical
formalism to model virtual worlds from the point of view of an animated agent. A cognitive model is used
to design a reactive architecture that governs what an agent knows, how that knowledge is acquired, and
how it can be used to plan actions. A high-level behavior specification language (BSL) has been developed
to provide an intuitive way to specify the knowledge of an agent, the preconditions and the effects of its

action (Chen, 2001). It can also be used to program control and agent interaction.

Domain Specification
(primitive actions, fluent,
Initial states, axioms) Users

Domain knowledge l T Knowledge upgéte

Reasoning Engine
(High-Level Control,
BSL interpreter)

Action command l T Sensory info

Reactive Control

Actions l T Perceptions

Wold Interface
(Perception, ..... )

Figure 2.1 A simplified Logical Control Agent Architecture

Figure 2.1 illustrates simplified agent logical control architecture. It consists of four layered control
modules: Domain Specification, Reasoning Engine, Reactive Control and World Interface. This layered
agent control allows an agent to be controlled at different levels of abstractions. This logic control approach
uses logic as a medium of representation and theorem as the means of computation. This approach may
form a general architecture to design a single agent system. However, the proposed high-level logic control
approach is restricted to task-level (or goal-driven). It does not know how to control agent’s behavior
through mental states such as motivation and emotion. That leads to the behavior control approach

presented later.
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2.1.1.2 Body/Head/Interface Component Approach (BHICA)

This generic model to design agents follows a Body/Head/Interface metaphor. The design architecture
consists of three basic components called the Body, the Head and the Interface. The Body is in charge of
task execution, which carries out the specific tasks of the agent in the application domain. A task can
consist of pre-existent SW, public domain programs, and SW or HW components for specific purpose. The
Head is devoted to coordinate the different functionalities and to manage the representation of the world. It
consists of four sub-components: the controller, the reasoner, the knowledge base and the working memory.
The Interface is in charge of communication with users, other agents and the environment. It consists of:
KQML/ACL interface that deals with the interactions between agents; Sensors and Actuators that allow the
agent to exchange data with the rest of the SW environment; a User Interface Manager that communicates

with the user following his preferred modalities.

2.1.1.3 Behavior Control Approach (BCA)

This approach tries to unify the principles and characteristics associated with agent intelligence and
uses behavior as its basic control components. Behaviors are selected dynamically and their actions are
combined according to the intentions of the agent. Introspection of its reactions is the major ability given to
an agent in this approach. The central part of the agent architecture is the control unit design of the agent
system. It is commonly conjectured that AI agents need behavior control, which is based on mental
concepts, e.g. believe, desire, intend, mood and emotion etc. This approach is involved in producing
various kinds of internal and external behaviors of the system, including external physical actions and more
subtle processes such as motive generation, attention switching, problem solving, information storage, skill
acquisition, or even modification of the architecture.

Figure 2.2 shows a generalized behavior control architecture, which consists of six modules. The
Behavior module is the central unit, which is a behavior-based system. To have a more general mechanism
for behavior-based control, more modules have been added to the system: the External Situation module
evaluates special external conditions in the environment, which can affect behavior selection. The module

selects behaviors according to the need and goals of the agent. The Cognition module considers internal
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parameters, and proposes recommendations. These three modules suggest the use of different behaviors to

the Final Selection module, which establishes the activation of the behavior.

Behavior
Exploitation

> Motives <

;____4

| External
-> situation
) Needs

! Cognition

Internal

Behavior

Sensations

Figure 2.2 Generalized behavior control architecture

2.1.1.4 Brief Discussion

Autonomy, learning, adaptation, perception, reasoning, modeling, judging, planning, deliberation,
goals, needs, behaviors, reactivity, emergence, holism, introspection, motivations, emotions: these are all
concepts associated with intelligence. The unification of all of these concepts is not an essential condition
to characterize a natural or an artificial system as intelligent, but it can help improve the level of
intelligence manifested or required. Logic approach uses a logical formalism to model virtual worlds, with
a goal of building a reactive system. It can be based on concepts such as learning, behavior, and autonomy
of an agent depending on application. Behavior-control approach stresses agent behavior. The agent system
set the behavior as the basic control component. The behavior is dynamically selected and their actions are
combined according to the intentions of the agent to be designed. In this approach, the implementation of
control can be also based on logic methodology.

In building intelligent agent system, a clear boundary between behavior-control approach and logic-
control approach doesn’t seem to exist. For example, a logic control approach may be applied to the

behavior module in Figure 2.2 where a fuzzy behavior is dominant, and it requires rules and linguistic
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variables (such as BSL) to establish the relation between sensations and actions. These are two fundamental
approaches. Behavior Control stresses the intelligence of agent system, and considered as an Intelligence

Approach. Logic Control stresses logical formalism, and considered as a Methodological Approach.

2.1.2 Examples

Cathexis: The Cathexis models emotion, moods, and temperaments as a network composed of special
emotional system (Velasquesz and Maes, 1997). It follows a behavior-control approach to develop a
distributed system for the generation of emotions and their influence in the behavior of autonomous agents.
This model has been inspired in different fields including among others, Psychology, Etho-logy and
Neurobiology. Figure 2.3 shows a high level view of the architecture, which can be derived from the
generic architecture shown in Figure 2.2. Here the central components are: Emotional Generation,
Emotional Behavior, Action and Stimuli. Decomposing it into different sub-components can customize the

Emotional Behavior.

Behaviors i Emotional
; i Generation

Emotional Behaviors |

Internal
System Stimuli
Actions ¢ ? External Stimuli
External World

Figure 2.3. The Cathexis architecture (after Velasquesz and Maes, 1997)

Cathexis has been implemented in its totality as part of an OO framework that allows an agent
developer to create emotional agents. This framework has been implemented in C++, and can be also
implemented in Java. It is platform independent. Clearly, Cathexis allows one to model different kinds of
emotional phenomena and gives enough flexibility to design various affective styles for an intelligent

agent.
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2.1.2.1 An Autonomous Robot Agent (ARA)

Maria and Oliveira (1998) proposed a design architecture for ARA as shown in Figure 2.4. It follows a
Body/Head/Interface Component approach for the entire system design, but applies Logic Control
Approach for some core part of the Control System. The system is made up of a Mobile Platform (MP),
Sensors/Actuators Interface (SI), specific Control System (CS) and a User Interface (UI) via a component
called Mediator (M), that communicates with users and knowledge database (KDB). The SI is the module
that establishes the interface between the CS and the MP. The CS is the core component of the ARA and a
Behavior-Control approach is applied to the architecture design of this component. The ARA architecture
proposed focuses on the ability of the robot to perform an assigned mission. The model designer gives a
Mediator module to interact with both the user and ARA. The Mediator gets a mission from a user. Then it
installs the cognitive and behavior agents. Whenever ARA has not enough competences to deal with a
particular situation it can ask for help from the KDB via the Mediator, or interact with the user to redefine

the mission.

Robot
Platform Control
(RP)
System
— Avyy (CS)
Sensors/
Actuator
(Sh

Figure 2.4 The ARA architecture

Neves and Oliveira (1997) believes that this proposed ARA architecture helps to build an agent with

features of situation and goal oriented, robustness and extendibility.

2.1.2.2 Cooperative Intelligent Real-Time Control Architecture (CIRCA)

This agent control model focuses on hard real-time plan execution. Figure 2.5 shows the CIRCA
architecture originally by Musliner et al (1993). The CIRCA domain knowledge base specifies how system

states may change via a set of actions and temporal state transitions, and contains a set of sub goals which,
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when achieved in order, enable the system to reach its final goal. During planning, the external world
model is created incrementally based on initial state(s) and all available transitions. The CIRCA follows a
general Logic Control Approach, but modifies it with the context of CIRCA. As we can see in Figure 2.5,
the core component is the Planner. There are a few versions of the CIRCA with the Planner module
allowing single task or multiple tasks to be scheduled. Thus it can run either on a uni-processor or multiple

processor platforms.

Scheduler

Schedule Status l T Plan

Planner

TAP Plans l T State feedback

Real-Time Plan Executor

Actions l T Perceptions

Actuator Sensors

Figure 2.5 CIRCA architecture

2.1.3 Discussions

2.1.3.1 Logic Control Architecture (LCA)

LCA provides a basic framework for agent architecture design in application domains such as
intelligent robot, intelligent real-time reaction system, and an agent system with fuzzy-behavior control.
This approach focuses on maximizing the behavioral competence of autonomous agent, towards the goal of
increasing the autonomous of robots, which will improve their competence at difficult environments. There
are a few strengths:

1. The LCA allows a system designer to build a virtual agent system via high-level control

constructs;

2. The high-level behavior applies rules to provide an external control mechanism;

3. The LCA can be casily turned into layered architecture, which incorporates cognitive modeling

methodology and support extensibility, reusability and multiple levels of instructions;
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The level-control is one of the most powerful features of this agent architecture. The power of the
core layer (i.e., the Planner in the CIRCA architecture) can be tuned to achieve optimal
performance in terms of the application requirements. But it could be also a drawback since it does
not allow multiple level controls in the model. This limits the application of this architecture. At
this point, the agent-layered architecture can be considered as an extension of the LCA
architecture, in which the agent system is controlled at different levels.

The LCA provides a framework for generic agent architectures such as CIRCA. More complex
systems can be built based on it. For example, Musliner et al. (1993) extend the CIRCA by
considering multiple resources during plan scheduling and exhibit limited tolerance to resource
failure (i.e. “internal faults”) during plan execution.

Another major feature is the bi-direction internal communication between neighboring
components. It governs the state transitions of an agent. If viewed by this feature, the LCA is with
an underlying layered agent structure. But the LCA emphasizes control mechanism. The system
can be decomposed into different layers; each layer takes corresponding responsibilities. LCA
extends the layered concept of an agent generic architecture that addresses simple agent systems.
LCA itself can be applied to a sophisticated agent system. It decomposes the core layer into sub-
control layers. Thus LCA is flexible.

The LCA 1is originally proposed for single agent systems, built largely on the intelligence of an
agent system. The LCA provides a generic framework, with a basic control cycle consisting of the
traditional sense-think-act loop. It does stress a logic control methodology, but it is the application
that specifies intelligent aspects emphasized in the model.

It does not consider collaboration and interaction of agent system.

Another potential drawback is that LCA requires high-level behavior specification language to
provide an intuitive way to specify the agents’ knowledge about their domain in terms of actions,
preconditions and effects. This is particularly true when a set of rule-based criteria must be pre-
established to guide the control mechanism in the core control layer. This could be very much
application-domain dependent, and requires additional work to handle dynamic behavior of

system.
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9. LCA requires bi-directional communication between neighboring layers. This means that behavior

of each layer depends on neighboring layer. This leads to strong coupling among system

component.

The LCA can be related to layered agent model by correlating agent behavior and their reaction to the

environment. It is goal-driven, and provides explicit and integrated support for single intelligent agent

system in the area of robotics, aircraft simulation control, traffic control and so on.

2.1.3.2 Body-Head-Interface Control Architecture (BHICA)

BHICA provides a framework for an agent system, which automates and enhances the task assigned by

the users. The design goal is on both intelligence and reaction of the system to external world. It has been

applied widely in information searching, retrieval and processing, and E-Commerce, where an intelligent

agent system is designed as a SW component that works in an integrated environment. Example instances

include WebACE agent, CiteSeer agent (Bollacker, 1998), IVE agent, PBA and MASMA (Cesta, 1997).

1.

BHICA is a generic agent architecture, which is flexible and adaptable enough to guarantee an
incremental and modular development of an agent system in the application domain;

BHICA does not address the intelligence of the agent system, but encapsulates them into the head
module, which is devoted to coordinate different functionalities. Since the head module has the
ability of managing working memory and a built-in KDB, it does not only decide the action to be
performed, but it also controls its resources through well-defined ways.

BHICA focuses on autonomy and reasoning specially designed to support for applications with
standardized assistance to some applications such as E-Commerce and Web-based agent system,
The BHICA supports modularization, meaning that each module can be designed with
architectural building blocks that support the specification of behaviors of the agent system in a
way that allows periodic actions, interleaving of planning and execution, and the concurrent
activation of multiple behaviors with asynchronous components.

The BHICA supports reusable agent behaviors. A behavior is a partially ordered set of basic
actions. By “reusable”, it means that the behaviors are specified in terms of domain-independent

abstractions and can be reused in building an agent for a new domain or task. For example,
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MASAM has an underlying BHICA architecture. There are two kinds of agents: personal agent
and service agent, and each agent is a specialization of BHICA.

6. In general, the BHICA is facilitated by the abstraction of the local schema (KDB), a set of generic
SW component for knowledge representations, and agent reasoning. It is weak in modeling

interaction with other agent(s).

2.1.3.3 Behavior Control Agent Architecture (BCAA)

1. Generalization of the architecture: BCAA provides another generic agent architecture, which focus
on the behavior control of agent system. Since agent intelligence is common to all agent worlds,
we may say that agent behavior is reusable. Agent’s reusable behavior is facilitated by its reusable
architecture, i.e. the domain-independent abstraction of the local KDB schema, and a set of
generic SW components for knowledge representation, agent control, and interaction with other
agents. For example, the generic SW components, based on DECAF (Decker and Lesser, 1993;
Oates, 1995), are common on all classes of information agents as well as to the task and interface
agents built. The architectures presented in many applications are consistent with the agent
behavior/component model. Decker (1997) proposed a behavior-based information agent
architecture, in which the larger part of the architecture is shared by all of SW agent classes from
BDI agent theory. This reusable component in BCAA makes the architecture design easier, which
may follow design patterns by allowing the use of building blocks representing common agent
intelligence properties, and the control mechanism. For example, Agent Behavior Editor is under
construction in some research group (Decker, 1997), which will allow more rapid construction of
new classes of agents through the reuse and combination of existing behaviors, specification of
new behaviors, and new task reductions.

2. On the other hand, reusable behavior of agents does not block the model from customization. This
means that the BCAA provides only a generic framework. Particular agent architecture can be
designed based on new requirement from applications. For example, both SIMS and Decker’s
Information Agent are based on the DECAF architecture, a type of BCAA. But their differences

are obvious. The Decker’s Information Agent architecture design focuses on the ability to
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interleave computational actions from many concurrent behaviors, to interleave planning and
execution, to schedule periodic activities and activities that have dead lines, and to handle
behaviors that are strung out in time and where the next step may be externally and
asynchronously enabled. While SIMS agents do not have most of these capabilities. This is from
the application requirement, and the BCAA gives the flexibilities for modification to reach a better
behavior control of the agent.

3. BCAA stresses that behavior specification is the proper level for allowing people to construct new
classes of SW agents in a structured, well-defined way. “Information Level” architecture is close
to the requirements specified by SW engineers. This uses a design level of descriptions that
always refer to the whole agent. The fashionable alternative view of architectures composed only
of large and complex collections of very low-level components, without any modularity at
intermediate levels. This is a distinct feature from LCA, which emphasizes the control at different
level of agent.

4. We also notice that the BCAA focuses on functional aspects of an agent behavior, and combines
control flow and data flow in each SW component. Thus it is best for some agent application such
as Information Agents.

5. BCAA does not work well in agent collaboration and interaction, and may not be well suited for
MAS.

6. BCAA fits the best to information processing control agent system: which is producing various
kinds of internal and external behavior of the system, including external physical actions and more
subtle processes such as motive generation, attention switching, problem solving, information

storage, skill acquisition, or even modification of the architecture.

2.2 MAS Design Architectures

MAS architecture has added at least one more important focus: collaboration/interaction among agents.
A framework of MAS architecture should represent and develop cooperation knowledge and protocols, and

enable agents to work together and coherently achieve their common goals and those of the whole multi-
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agent community. The following three important issues involved in the architecture design should be
answered:
e Communication: how to enable agents to communicate? What communication protocols to use?
e Interaction: what language the agents should use to interact with each other and combine their
efforts?
e  Coherence, coordination and coupling: how to ensure that agents coordinate with each other to

bring about a coherent solution to the problem they are trying to solve.

2.2.1 Three-Tier Architecture (TTA)

2.2.1.1 Approach

TTA designs MAS in a three-tier pattern: Interaction Tier, Information-Content Tier, and Glue-Tier
(Erol and Lang, 2000). TTA considers interactions among agents as the most important aspect of MAS,
which determines the coupling and coherence of the system through the communication protocol. TTA
assumes application domain independence in such pattern. In the design, each interaction has one or more
participating agents, and each participant agent plays a designed interaction role. TTA separates the syntax
of an interaction (i.e. the protocol) from its domain-specific aspects. This decouples the internals of an
agent from the roles it can play. In this way, an interaction can be used in multiple applications across many
domains. The Information-Content tier is about local information and expertise of an agent. The
intelligence, which an agent may posses, is implemented here and is passive. However, the TTA provides
an API that allows easy access to its encapsulated capabilities. The third is the Glue-Tier, which is designed
to integrate the interaction layer and the local-information content layer. It consists of a set of adapter
objects, and each of them implements the interfaces required by its corresponding roles. The adaptive
objects do that by making the appropriate scenario where role objects are readily available for the
application at hand.

The TTA architecture separates the design of interactions from the design of internals of an agent, and
breaks interactions into smaller, reusable components. Separation of information content and interactions

divides a complex design task into manageable subtasks, promotes reusability and maintainability.
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2.2.2 Component Based Agent Architecture (CBAC)

2.2.2.1 Approach

Component based agent architecture follows an OO approach, and it is introduced for Agent Oriented
(AO) Application Frameworks. It has been mostly applied to multi-agent systems with the application
domains in electronic market (E-Commerce), telecommunication and manufacture. CBAC emphasizes
reusability, maintainability, and responsibility decomposition. Components are considered as building
blocks for the entire agent system. As a reuse technique, AO architecture closely resembles both
component OFF-The-Shelf (COTS) development and OO Application Framework. Thus the development
consists in building new applications by assembling previous-existing black-box SW components (from
COTS) and customizing the variable aspects of each single agent (from OO framework). Thus: COTS give
the ability of reusing existing components as building blocks for new (agent) application systems, and the
OO creates relationships between the agents and determines the information and control flow between
them.

The components can be derived through the decomposition of application domain/tasks into sub-
domain/sub-task, which is entirely based on the agent system requirements. It could be considered as a
generic architecture, on which specific architectures can be constructed. For example, Belief-Desire-

Intension (BDI) agent architecture can be considered as an alternative of the CBAC.

2.2.2.2 Example: RETINA Framework

RETINA framework provides a good example of applying the CBAC to agent application. The
components can be classified as elemental, basic design and domain dependent (Brugali, 1993) that are the
elemental components, basic design components and domain dependent component in the RETINA
framework.

1). The elemental components

It is the building block for the implementation of individual agents. As an example, the RETINA
framework provides the following elemental components:

s The Communication and Coordination Component, which accepts and interprets messages from

other agents, and send replies;
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o  The Planning Component, which produces a plan that satisfies the agent’s goal and tasks;

e  The Scheduling Component, which schedules the plan actions;

e  The Execution Monitoring Components, which initiates and monitors action execution;

2). The Basic Design Components: The Basic Design Component integrates the elemental components
of the framework. Each has its distinct sets of internal structures (layered, blackboard, subsumption) and
distribution control protocols they adopt (client/server, peer-to-peer, pipeline). As an example, the
RETINA framework provides a Belief-Desire-Intension (BDI) agent architecture, which integrates the
elemental components using the following data structures:

e  Task Schema Library: contains both domain independent and domain dependent plan fragments
indexed by goals. These plan fragments are retrieved and incrementally instantiated according to
the current input parameters;

e  Belief Database: contain facts, constrains and other knowledge reflecting the agent’s current
model of the environment and the state of execution;

e Schedule: depicts the sequence of actions that have been scheduled for execution.

2). The Domain Dependent Components

The domain dependent components consist of the customizable implementation of agents with domain-
specific functionality (e.g. the Investment Agent is a reusable component for the financial domain). They
can be classified in three broad categories: Information Agents, Task Agents and Interface Agents.

¢ Information Agent: accesses information sources, such as databases or a web-server;

o Task Agent: has specific reasoning capabilities or wrap legacy systems, which can be treated as
procedural code invoked by the execution monitor;

e Interface Agent: manages the GUI, which transforms user commands into agent’s objectives and
display results.

3) Agent Generations and Customization

For a multi-agent system, a set of collaboration agents belonging to all these categories is required. The
component agent architecture supports concrete agent generation by customizing the variables of the agent

framework components. There are three kinds of agent customization:
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e  White-box customization: the framework provides a generic implementation of the base agent
architecture, which the user specializes for encapsulating specific capabilities and resources (e.g.
GUD;

e Black-box customization: the framework provides specific implementations of each elemental

components (e.g. the Planner) that are to be plugged in into the base agent architecture:

e Gray-box customization: for each specific agent implemented when the framework is used (e.g. a

Task Agent), the developer has to specify the agent Knowledgebase and Task Schema library.

In general, this approach is used for agent system integration. The entire behavior of the application is
determined by the behaviors of agents and their interactions. Interoperability between agents is guaranteed
by the common infrastructure and architecture provided by the framework used to implement them. In
particular, for each agent we specify (1) the knowledge and capabilities (data, rules, constraints) that the
agent needs in order to fulfill the assigned responsibilities; (2) the inter-agent communication protocol (that
is, how the agent may be used by other agents), and (3) the external dependencies between an agent’s
functionalities and resources (task Schema).

This approach is aimed at raising the level of reuse of single agent components to the entire

architecture (multi-agent system) and the development of application frameworks.

2.2.3 Agent-Group-Role Architecture (AGR)

2.2.3.1 Approach

AGR architecture is proposed specifically for agent role model to resolve the design issues: how the
roles and agents are correlated to each other. It is applicable for most applications involved in MAS.
Abrami (2002) have proposed an Agent-Group-Role model for supporting a co-decision procedure. This is
based on the notion of role, group and agent (Figure 2.6). In their theory, groups describe collective
structures through behavior types given by roles. Agents executing roles modulate these collective behavior
types through their individual features. Agents carrying out several roles undertake a superposition of
behaviors induced by collective dynamics. In this way, the agent-group-role model is applicable for
modeling both individual and collective system. In an organizational approach, the model could be built on

three levels:
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* A global level, where behavior types are defined by the set of roles and their relationships in the
organization level;

e Anindividual level: where agents execute and interpret the roles they are playing;

* A co-evolution level: where simultaneous dynamics of organizational levels interact through roles

and agents.

is member *

Figure 2.6 AGR pattern (after Abrami, 2002)

The AGR approach appears to be able to tackle both individual and collective aspects of a system.
From this paper, the AGR has been given clear definitions based on organizational model:

e An agent is defined as an active communicating entity, no constraints other than those trigged by

the ability to play a role;

e A group is defined as a set of agents;

e A role is defined as “a representation of an agent function, service or identification within the
group”. The role encapsulates the way an agent should act within a group. Roles are local to the
group.

For agent-group based model, the global activities are given the first consideration to reach temporal
consistency in the modeling process at an organizational level. The global activities are described by the
position of the agents within these activities. The position can be attributed as part of the roles, since a role
defines the position and function of the entity (agent) within an organization “from outside”.

Thus AGR Model has the flexibility for an “ideal” multi-agent system, isolated from its environment

and individual constraints. This “ideal” system is modulated by the way the agents play their roles.

65



2.2.3.2 Example

An AGR-based MadKit platform has been developed, and used in various research teams in projects
covering a wide range of applications, from simulation of hybrid architectures for control of submarine
robots to evaluation of social networks or study of multi-agent control in a production line. One typical
sample is the Biology Assistant Agent (BAA). The BAA deploys a set of agents providing services and
supports for collaborative work among biologists. Several groups have been specified and implemented:
Viewer Group, which contains agents, specialized in genetic sequence rendering. Roles within this group
correspond to specific rendering methods. An agent in this group typically receives messages containing
genetic information, can display it, and send message to other agents, containing snippets of DNA,
selections or actions made by the users, etc. The Service Group gathers agents specialized in processing of
genetic sequence. The User Assistance Group is the agent involved in the interaction with the user,
memorizing actions and habits, serving as “note-pads” for actions. Combined with the direct manipulation
interface provided by the G-Box, the GAR architecture allows building chains of processing easily
customized. Furthermore, it allows to cooperative work solutions seamlessly. As agents can be in
distributed groups, user agents can communicate without modification. A processing chain can be
distributed on many machines, with sequences viewed and annotated by multiple users with the help of

thetr agents (Ferber and Gutknecht, 1998).

2.2.4 Discussions

2.2.4.1 The Focus of MAS Architecture

TTA focuses on agent interactions. It separates the agent interaction from the design of agent internals.
This decouples interaction roles from local information of agents, and improves communication among
MAS designers and implementers. Thus it reduces SW design, development, debugging, and maintenance
time by automating the process of coding agent roles. It is relatively easy to apply different agent models
into TTA since the agent internals are independent from system architecture.

CBAC follows an OO approach, and emphases the reusability, maintainability and decomposition of

agent’s responsibility. MAS is constructed by their functional components, which are considered as
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building blocks for the entire agent system. There is no constrain on functional components, but they are
mostly based on the agent behaviors.
The AGR simply provides a framework for role-based agent system. It places no constrains on the

internal architecture of agents so that it is well suitable for generic MAS.

2.2.5.2 Strengths and Weakness of Agent Architectures

AGR and LAA have full flexibility for internal agent architecture and provide a strong structural
model for an agent system. They allow seamless integration within the system. Both of them can reveal
appropriateness between the model and the actual agent task, as they can be well mapped into some agent
models such as agent role model and agent-layered model. The AGR and LAA could be built in a very
heterogeneous environment since they are characterized and built from various individual agent
architectures, and support various agent interactions through language heterogeneity (with KQML, ACL or
other communication schema, e.g. ad-hoc). At the opposite end, BCA and CBAC do not manage these
kinds of heterogeneity. MAS built on these two architectures can be well defined with application

requirements.

2.2.5.3 How Each Architecture Is Open to Different Platform/Framework

The underlying framework for AGR follows an organizational metaphor, in which activity and
interaction are defined for groups, roles and their relationships. This is an open architecture and can be
built/run on different platforms. MADKIT and SEIT are two such examples (Ferber and Gutknecht, 1998).

LAA and CBAC are also open architectures. They provide general frameworks for MAS in various
domains. For example, JAFIMA framework is built based on the LAA, and RETINA framework is on
CBAC.

A good example is the PTM (the Personal Travel Market). The PTM shows how AGR architecture can
be built on an existing agent platform. The PTM is a MAS modeled after the existing travel agency. It
incorporates electronic equivalents of travel agents and service providers and an electronic assistant acting
on behalf of a user. An overview of such a system is shown in Figure 2.7. As can be seen from this figure,
there are two independently developed agent platforms and three different types of agents/roles involved in

the architecture. The PTA (Personal Travel Assistant) resides in the Agent Service Layer (ASL platform)
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whereas the Travel Broker Agent (TBA) and Travel Service Agents (TSAs) reside in the JADE agent
platform. Access to online web resource occurs outside of the FIPA domain.

This proposed PTM deploys three types of agents: the PTA, TBA and a number of TSAs. The FIPA
ACL realizes the communication among these three types of agent. Each agent also has its own
communication language, which must be specified inside the agent architecture. The PTM works across
two agent platforms: the ASL and JADE, and it utilizes all the functionalities provided by them. These two
platforms support the development of agents in a number of languages including C++, CLIPs, Java, JESS
and Sicstus Prolog. This support is provided in the form of language bindings and an agent shell for each

language that can be tailored to its roles.

Jade Non-FIPA world

ASL environment

Figure 2.7. The PTM architecture (Modified from Ferber and Gutknecht, 1998)

2.2.5.4 How This Architecture Reach the Collaborations/Communication among
Agents.

For the LAA architecture, there is a special layer called Collaboration layer, that handles all
interaction and collaboration among agents inside the system. Inside the collaboration layer, agents
determine their approach to cooperate and work with other agents. This layer can be further refined with
conceptual, architectural, and design patterns for messaging (conversation), centralization (facilitator),
decentralization (agent proxy), and social policies (protocol). However the LAA has some limitations on

how communications are regulated among agents: it forces a structured message-passing pattern in
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sequences rather than in isolated acts. This raises at least two problems: 1) successive messages between
agents may be related, and 2) system may be blocked if an endless loop of messages occurs. The second
problem may require a termination mechanism to manage it properly.

The AGR has less restriction in collaboration. The entire system is viewed as a framework for activity
and interaction through the definition of groups, roles and their relationships. From the (organizational)
structural point of view, it is regarded as a structural relationship between collections of agents. Thus it can
be described solely on the basis of its structure, i.e. by the way groups and roles are arranged to form a
whole, without concern with how the agents actually behave. MAS will be analyzed from the “outside”, as
a set of interaction models.

For the CBAC, special components called Communication and Coordination Component are generally
required. They are two of the elemental components in the system and play the role for the Communication

and Coordination. They accept and interpret messages from other agents, and send replies.

2.2.5.5 Coherence and Coupling in MAS

Current design approaches, such as BCA and CBAC, have focused on agent’s intelligence and
overlooked interaction. An agent in a complex application is often involved in multiple tasks concurrently,
and most tasks require interaction with other agents, with little or no knowledge of other agents’ internals
(autonomy). Interactions are the most critical aspect of MAS and they constitute the first tier in agent
architecture. The requirement of system coupling depends very much on how interaction is defined in the
system. When the interactions are not properly designed, agents participating in these interactions can be
highly dependent on each other, and this may increase the coupling of the system. It may be against the
advantages of localization of the MAS. The resulting MAS may be brittle, and susceptible to failures when
any part of the system is modified.

On the other side, MAS is an integrated system. Agents should work together towards some common
goals. This requires coherence. Coherence is attainable with carefully designed collaboration protocol
among agents. LAA and AGR have the ability to handle special requests for agent collaboration.

From architecture design perspective, BCA and CBAC requires stronger coupling. The other agent

architectures consider less system coupling, and do not provide implementation details for communication
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protocol among the agents. Thus we cannot tell if they can be applied for an agent system with high

coherence.

2.2.5.6 Availability of the Architecture to the Design of the Agent System

The AGR provides the most flexibility to the design of the agent system since its designer is

responsible for choosing the most appropriate agent model as internal agent architecture.

2.2.5.7 Scalability of MAS in a Heterogeneous Environment

In the context of MAS, it will need to scale in a number of different dimensions: (1) the total number
of agents; (2) the total number of systems or platforms; (3) the size of the data (rules) maintained by an
agent; and (4) the diversity of agents. There should be different scenarios for these cases. Scalability

becomes more important when performance is of concern.

2.3 Mobile Agents System (MASS) Architecture

Mobile Agent is a classification of agents whose predominant feature is the ability to transport between
nodes on a network or between nodes across networks. Thus agent mobility/migration is one of the
fundamental aspects, which the system architecture must take into account beyond the intelligence and
collaboration for single agent system architecture and MAS architecture. In terms of mobile agent system
design, there could be two concepts: one is the mobile agent architecture and the other the mobile agent

system architecture.

2.3.1 Mobile Agent Layered Architecture

2.3.1.1 Approach

To the majority of the mobile agent community, a mobile agent is regarded as a SW
component/program, which can be sent as an independent application, and run on a remote location. This
agent should run on different OS platforms, and does not have to be recompiled. Thus it is designed for
working in a heterogeneous, distributed system. Since a mobile agent needs to work at different platforms,
and this is common to all mobile agents designed for different application domains, there is suitable generic

agent architecture. Figure 2.8 shows proposed mobile agent architecture.
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The bottom layer is designed for communication, which is specified with proper protocol, and
generally written in platform independent language such as Java. For example, in Concordia System
(Concordia White Paper, 2002), this layer contains code written in Java. In general, a mobile agent has
four aspects in design view:

e Implementation Language (most of them are implemented on Java);

e  Security (Agent ID, Agent Authentication, Security and Integrity);

e  Mobility; |

e  Communication protocol.

Agent

Aglet Runtime

TCP/TP P
Agent sends to.....

Figure 2-9. Aglet agent architecture and transportation

Figure 2-9 shows how this mobile agent architecture should work (hitp:/www.trl.ibm.co.jp/

aglets/api/com.ibm.aglet. AgletInfo.html). The difference among mobile agent design lies on the Agent

71



Transport Protocol (ATP). The bottom communication layer protocol depends on the environment in which

the agents communicate.

2.3.2 Client/Server Architecture

After the mobile agent architecture is individually defined, a mobile agent system (MASS) architecture
will be considered. Due to the requirements from management and application of the MASS, most of them

are based on server/client architecture.

2.3.2.1 Approach

Most of the current MASS show underlying client/server architecture to some extent, and is treated as
transportable straight extension of the client/server technology. In the client/server paradigm,
communicating entities have fixed and well-defined roles; a server offers a set of services and a client
makes use of those services. This model also implies a strict sense of dependency; clients are dependent
upon servers to provide the services that they require. The communication mechanism that takes place
between a client and a server is through a message passing protocol since network communication is
assumed. However, message passing has been criticized as being too low level, requiring programmers to
determine network addresses and synchronization points. Figure 2-12 shows the system architecture for
Concordia.

The Client/Server architecture is a generic architecture, which provides a framework for MASS. It is

the application’s responsibility to refine the design with suitable platform for each system component.

2.3.2.2 Examples

1). Remote Procedure Call (RPC) System: The Remote Procedure Call (RPC) system developed by
Sun Microsystems Incorporated has underlying client/server architecture. This is achieved by allowing the
client to request a service to be executed on a server in the same way that it would make a local function
call. These services are represented by stubs, which are template function calls that pass through to the RPC
subsystem. The location of the server, the initiation of the service and the transportation of the results are

handled transparently to the client.
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Figure 2-12 Concordia MASS architecture

However, a fundamental problem exists with client/server architectures when considering distributed
information management. If the server does not provide the exact service that the client requires, for
example the server only provides low-level services, then the client must make a series of remote calls to
obtain the end service that it requires. This may result in an overall latency increase and in intermediate
information being transmitted across the network, which is wasteful and inefficient, especially for large
amounts of data. Moreover, if servers attempt to address this problem by introducing more specialized
services, then, as the number of clients grows, the amount of services required per server becomes
unfeasible to support.

2). Common Object Request Broker Architecture (CORBA) is another example, which can be applied
in the MASS (Object Management Group, 1993). CORBA attempts to make the client/server paradigm
more accessible by adopting the object-oriented principles of object reuse, inheritance and encapsulation.
Distributed Computing Environment RPC (Open Software Foundation, 1992) offers security and
authentication facilities and an interface of user-level threads instead of sockets to achieve a higher level of

abstraction.
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3). An HTTP-Based Infrastructure for Mobile Agents: The HTTP-Based Infrastructure for Mobile
Agents (Lingnau, 1995a) is a project being developed at the Goethe University in Germany. It is designed
to provide a low-level infrastructure to support agent mobility and communication through the use of
HTTP.

The architecture itself consists primarily of an agent server, which is a process that executes on every
host that can be accessed by agents. Its tasks include accepting agents, creating an appropriate runtime
environment for agents to execute within, supervising the execution of agents and terminating agents if
required. In addition to this, the agent server must also organize the transfer of mobile agents to other hosts,
manage communication between agents and their users, and perform authentication and access validation.

4). Agent TCL System: The Agent TCL system (Gray et al, 2001;, 2002) is a model for supporting
transportable (mobile) agents that is being developed within the Department of Computer Science at
Dartmouth College. The architecture of Agent TCL is based upon the server model advocated by Telescript
(White, 1994) and the initial language implementation is centered around an augmented form of the Tool
Command Language (TCL) (Ousterhout, 1994). The alpha release of Agent TCL only supports
synchronous, network-oriented communication through the commands agent_meet to initiate a
communication with another agent, and agent_accept, which completes and synchronizes the two agents.
Also, movement between sites is predetermined with a set of machines being specified in the agent's code.
However, future work will look at making agents aware of their environment so that they can plan a
migration strategy.

The Agent TCL architecture has been used in three information retrieval applications. The first is in
the domain of technical reports, the second in text-based medical records and the third in three-dimensional
drawings of mechanical parts.

5). TACOMA: Tromosg And COrnell Moving Agents (TACOMA) (Johansen et al., 1995a; Johansen et
al., 1995b) is a joint project that is being developed by the University of Tromosg and Cornell University
and is primarily concerned with providing operating system support for agents. TACOMA has been
through many stages of revision, but the latest prototype uses TCL/HORUS, which is a version of the TCL
scripting language that uses HORUS (van Renesse et al., 1995) to provide group communication and fauit

tolerance. TACOMA also has mechanisms for firewall agents (tag_firewall) and RPC-style communicating
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agents (tag_rpc). The tag_firewall agent provides an entry point to a site and a convenient point to perform
such functions as authentication, access control and accounting. tag_rpc allows client agents to block while
they are awaiting results from a server agent. The future of the TACOMA project lies in investigating
mechanisms for fault tolerance, for example, by using rear guards. A rear guard is a special agent that is left
behind when an agent migrates; it is responsible for launching a new agent should a failure cause an agent
to vanish and for terminating itself when it is no longer necessary.

6). Telescript: Telescript (White, 1994) is a commercial product developed by General Magic
Incorporated to support mobile agents for an electronic marketplace. Telescript is an object-oriented
programming language in which state-oriented migration is seen as the basic operation which is provided

by the go instruction and a ticket argument that determines the destination site in "varying levels of
specification” (White, 1995). A Telescript engine exists at each site to accept and authenticate migrating
agents and to restart the execution of agents at the statement immediately after the go command.

Telescript is currently being used in the AT&T PersonalLink(TM) network for mobile communications

and is seen as a potential mobile computing mechanism for Personal Digital Assistants (PDAs).

2.3.3 Peer-Peer Architecture

2.3.3.1 Approach

Compared to the Server/Client architecture, Peer-Peer architecture follows decentralized approach.
Figure 2-13 shows a sample from AgentSpace.

This type MASS architecture is basically a middleware for distributed environment with OS platform
independent language (such as Java). For example, AgentSpace has been designed to run on various OS
platforms including Windows, MacOS, Solaris and Linux.

However, as an agent is highly autonomous, security is the first concern in case the host does not have

sufficient firewall to identify if an incoming agent is safe.
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2.3.4 Discussions

2.34.1 Focus

Client-Server Architecture: Sub-programming alleviates the problem of client/server architectures
somewhat by allowing clients to launch subprograms at the node where the service is located. In this way,
any number of requests can be initiated locally and the subprogram can process the intermediate results
before transmitting the actual results to the client once it has finished. Example sub-programming systems
are SUPRA-RPC (Stoyenko, 1991), Remote Evaluation (REV) (Stamos and Gifford, 1990) and Network
Command Language (NCL) (Falcone, 1987).

Although subprograms can migrate on their initial launch, they cannot subsequently move to other
systems or resources. This restricts their ability to communicate with each other since they may not execute
for large periods of time and also maintain the rigidity of the client/server relationship. Additionally,

subprograms are generally written explicitly for a specific client, so their reusability is limited.

Agent Context Agent Context
Agent Runtime Agent Runtime
JVM JVM

0OS + OS +

Figure 2-13 AgentSapce MASS architecture

The mobile agent paradigm attempts to address the issues that are raised by the client/server and sub-
programming paradigms. Typical characteristics of mobile agents are their ability to migrate at will,

autonomy in their actions, a peer-to-peer personality and a processing and network independence from their
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original location. The question is which agent architectures is capable of justifying descriptions in terms of

success. This is an issue to be addressed later.

2.3.4.2 Open Agent Architecture (OAA)

There are many MASS architecture proposals that have roughly the same purpose and present a
common set of functionalities. Nevertheless, they also present some important technical and even
conceptual differences. For instance, Telescript, which is based on Client/Server architecture, is used to be
the representative reference for MASS with a high technological base. However it is (or it was) a
proprietary system, with a difficult-to-learn programming language, and is not suitable for a dynamic and
open environment such as the Internet. On the other hand, some MASS, such as ffMAIN is language based
and system independent (Lingnua, 1995a, 1995b), but it shows severe limitations on the overall
performance and difficulties in developing complex application. Aglets — today the reference Java-based
MASS/MAS ~ lacks an elaborate object model, e.g. without the notion of execution places hierarchically
organized, and without management operation on agent families and clusters. It also lacks some technical
capabilities, e.g. just two ACL’s (access control levels). It does not have the notion of agent class manager,
“open channel” capability, or even the notion of users transparency.

The architecture of all three types listed here, is more or less application domain dependent. Thus it is
not a perfect architecture. We expect that, in the future, they will be improved in order to support the
development and execution of more flexible, reliable, secure and efficient agent-based application (ABA).
In order to achieve that objective, a MASS architecture should incorporate a good combination of features
from all of them. For example, they should support the independence protocol of TCP/IP and/or HTTP-
based MASS, the technology for migrating agents (threads) as applied in the Telescript, and the tight
integration with Java as supported by Aglets.

This comes from the idea of the OAA, which is a conceptual MASS/MAS architecture, composed of
three complementary components: AES, for Agent Execution System; ACS, for Agent Class System; and
AEE, for Agent Execution Environment. These three components should be the “Building Blocks” of an
MASS/MAS. There could be other additional components needed for particular application domains.

Here are five important aspects for OAA architecture:
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Agent System Description: involves the agent architecture/object model, and the notion of
execution hierarchy;

Languages: involves system implementation language and agents design language

Mobility: involves transport protocol at inter/intra system level;

Communication: involves the communication inside an agent, between agents in agent level
(ACL) and system level (communication between different agent system through mobile agent);

Security: which involves the agent security and also host security;

2.3.4.3 Applications

To be able to run on multiple platforms, the OAA needs to provide sufficient libraries (Agent

Language Library: ALL). For instance, OAA agent libraries exist for the following languages and platform:

Quintus Prolog: SunOs, Solaris, Windows

ANSI C (Unix, Microsoft, Borland): SunOs, Solaris, SGI IRIX, Windows
Common Lisp (Allegro and Lucid): SunOs, Solaris

Java: Any Java Platform

Borland Delphi, Windows

Visual Basic: Windows

The OAA should provide also a Agent Development Tools (ADT), which is a set of utilities for

guiding a programmer through the steps required for defining and adding new agents to the OAA. The

current OAA contains three separate utilities: a) PROACT allows a programmer to define the capabilities

of a new agent; b) LEAP is a tool for adding linguistic information to an agent; and ¢) PROJECT is used to

define an agent-based application as a particular collection of domain agents.

2.3.4.4 Technical Hurdles for MASS

There are several technical hurdles that must be cleared before MASS can be widely applied. They are

also important research issues.

Performance and Scalability: Current MASS saves network latency and BW at the expense of

higher loads on the services machines. Agents are often written in a (relatively) slow interpreted
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language for portability and security reasons, and must be injected into an appropriate execution
environment upon arrival. Thus, in the absence of network disconnections, mobile agents often
take longer to accomplish a task than other traditional implementations. This is due to time saved
from message communication, which is less than the time penalties from slower execution and the
migration overhead. One solution for this is to have just-in-time compilation (most notably for
Java), SW fault isolation, and other techniques that allow mobile code to execute nearly as fast as
natively compiled code. In addition, the migration overhead must be reduced. Together, these
efforts would lead to a system in which accepting and executing a mobile agent involves only
slightly more load than if the service machine had provided the agent’s functionality as a built-in,
natively compiled procedure.

Portability and Standardization: Nearly all MASSs allow a program to move freely among
heterogeneous machines. The code is compiled into some platform-independent representation
such as Java bytecodes, and then either compiled into native code upon its arrival at the target
machine or executed inside an interpreter. For mobile agents to be widely used, however, the code
must be portable across mobile-code systems, since it is unreasonable to expect that the computing
community will settle on a single mobile-code system. Making code portable across systems will
require a significant standardization effort. The OMG MASIF standard is an initial step. But it
addresses only cross-system communication and administration, leading to a situation in which an
agent cannot migrate to the desired machine, but instead only to a nearby machine that is running
the “right” agent system. This is what we called inter/intra MAsS communication standardization.
We may stress three aspects here: 1) network oriented, 2) node oriented, and 3) synchronous and
asynchronous communication.

Security: It is possible now to deploy a mobile agent system that adequately protects a machine
against malicious agents. Numerous challenges remain, however: (a) protecting the machine
without artificially limiting agent access rights; (b) protecting an agent from malicious machine;
and (c) protecting groups of machines that are not under single administrative control. An

inadequate solution to any of these three problems will severely limit the use of mobile agents in a

79



truly open environment such as the Internet. A good MASS architecture will consider the agent

security (agent) and host security (system) as a whole in the design phase.

2.3.4.5 Limitations for MASS

Although each of the proposed mobile agent architectures support differing levels of functionality, they
attempt to address the same problem, namely, enabling portions of code to execute on different machines
within a wide-area network.

The weakest system is the HTTP-based infrastructure for mobile agents due to its primitive agent
migration mechanism and simplistic communication model. For example, it is difficult for the mobile
agents to pass real-time data between each other. However, asynchronous communication is desirable when
an agent needs to issue multiple information requests and then process the results at a suitable time. The
concept of a shared information space where agents can advertise their services is useful in arranging for
mobile agents to meet and share data.

TACOMA also suffers from a stateless migration policy that hampers the ease with which migration
can be achieved from the point of view of the programmer writing a mobile agent. Additionally, TACOMA
lacks dynamic determination. This means a programmer must be aware of the locations that an agent can
visit before it can be launched. This is advantageous for predicting the path and position of an agent, but
limits its functionality. However, TACOMA's data storage model is very flexible and the actual way in
which information is transferred between agents and servers is beautifully simple.

The main problem with the Telescript architecture is that it only supports the Telescript language
(which must be entirely supported by Telescript engines) and is not open to researchers to develop. On the
other hand, the Telescript language was designed for writing mobile agents so that migration is well
supported. Security is intrinsic to the system and communication between Telescript agents is handled
through meeting places and also directly between agents.

Agent TCL appears to be the most flexible architecture: it supports state-oriented migration, multiple
languages and networking protocols and a comprehensive communication subsystem. Once the
predetermined routing of agents is resolved and some security measures are implemented, it becomes a

flexible and powerful mobile agent system.
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One feature that all of these mobile agent architectures have failed to address explicitly is in defining a
domain of applicability; they all concentrate on the mobility of agents rather than the integration of agents
with information resources. The mobile agent community concentrates the Telescript language too closely
on the migration aspect. It does not consider integration with the desktop and third party applications. To
remedy this situation, General Magic looked into integration. They combined Telescript mobile agents with
a desktop in a heterogeneous fashion by using the abstract windows toolkit (AWT) in the Java
programming language. Further, they recently produced a set of integration tools, called Telescript Active
Web Tools, which provide class hierarchies to enable Telescript agents to integrate with Web servers and

resources.

2.4 MAS/MASS Frameworks

2.4.1 IBMAglet Agent Framework

The IBMAglet is a 100% Java mobile agent technology (workbench). The Java Aglet API (J-AAPI)
contains methods for initializing an aglet, message handling, and dispatching, retracting,
deactivating/activating, cloning, and disposing of the aglet. An aglet is an atomic working unit in the
IBMAglet. It is implemented in the same principle as an agent in terms of functionality. Application

developers can write platform-independent aglets and expect them to run on any host that supports J-AAPI.

2.4.2 Mil.og Mobile Agent Framework

This is a logic-based mobile agent framework for constructing intelligent information agents. In the
framework, inference and planning process of an agent is written in a compact logic program. The
framework contains a new generation logic program execution engine, which provides a strong migration
capability. It is used to help developers to construct more responsible and flexible information gathering
systems.

A good example is the BIDDINGBOT. Fukuta et al. (2000a, 2000b) propose it based on the MiLog
Model. It is a system, which can support bidding to several auction sites simultaneously by the cooperative-
bidding agents (Ito, 2000). BiddingBot consists of one leader agent and several bidder agents. Each bidder

agents is assigned to an auction site, and implemented by using the MiLog framework. The bidder agents
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cooperatively gather information, monitor, and bid in the multiple auction siies simultaneously. Using
shared clause DB and querying to other agents implement communications among agents. The leader agent
facilitates cooperation among the bidder agents as a matchmaker; send a user’s request to the bidder agent,
and presenting bidding information to user. The leader agent interacts with a user as a WWW server on the
MiLog framework. The cooperation protocol is implemented by finite state machine in which the state is

changed by receiving a certain query from other agents.

2.4.3 ZEUS Agent Framework

The ZEUS is an agent-build tool-kit, developed at the Intelligent Systems Research Unit at British
Telecom. It is being used to create a prototype distributed MAS with the main application in the field of
electronic marketplace within a LAN. ZEUS framework provides complete agent class library. The need to
provide a generic, customizable, and scaleable industrial-strength collaborative agent building tool-kit
motivated this framework. The tool-kit itself is a package of agent classes implemented in Java, allowing it
to run on a variety of hardware platforms. ZEUS has the ability to delineate the domain-level problem-
solving power from the agent-level functionality. In other words, it provides classes that implement
communication, co-operation, co-ordination, task execution and monitoring, and exception handling,
leaving developers to provide the code that implements their agents’ domain-specific problem-solving

abilities.

2.4.4 CONCORDIA Framework

Concordia is a 100% Java-based mobile agent framework developed at Mitsubishi E.I. T.America. It
contains:

e Concordia server

e Java virtual machine and

s Agents(s)

The agents are programmed in Java and execute on server with JVM. It provides a number of services
including: security, mobility and communication. For communication, it uses TCP/IP protocol for the

transportation with lightweight Agent Transport API (application embedded). The inter-agent
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communication (registration, posting and notification of event) is also provided. This is an agent

framework widely applied in information processing and E-Commerce.

2.4.5 ObjectSpace/AgentSpace Framework

It has been built on the top of Voyager. It is a 100% Java agent development platform that allows Java
programmers to create network applications using both traditional and agént-enhanced distributed
programming techniques. Voyager was the first version, and designed to use regular Java message syntax
to construct remote objects, send messages, and move them between applications. The latest version is

renamed as AgentSpace.

2.4.6 AgentOS Framework

It is a distributed computing environment or virtual operating system supporting the development of
distributed client-server and object-oriented application using agent. Agents are active, autonomous objects
containing both computational logic and state information, with the capability of navigating an agent
system, accessing the services offered by the nodes within the system to complete an assigned task, on
behavior of a human user or another agent. AgentOS is a Java-based agent-host that provides support for
the execution of agents, a network-transparent event-based communication mechanism, and a model for
accessing available services. AgentOS is augmented and extended by a system of services, which are

implemented as agents themselves.

2.5 Important Research Issues

We may conclude that agent system architectures are very diverse, but there are general rules to
follow. Single agent systems, in general, focus on the intelligence of agents. MASs add on collaboration
and interaction among agents inside the system, and the collaboration and interaction among the agents
plays more important role in building the MAS. For MASS, system design shouid consider the mobility or
agent migration from place to place. We can argue that large and complex agent systems should be able to
cope with heterogeneity of models, communications and individual agent architecture, which could be

generic architecture. If this is true, there are some important research issues:
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e How the generic agent architecture should be defined and built? Should it be built at individual
agent level or agent system level, and what are the basic requirements: agent intelligence,
collaboration/interaction, and/or agent mobility?

o [If there is generic agent architecture, how to evaluate the success of an agent architecture design?

e Can OAA provide generic architecture that is capable of all kinds applications?

e How is security handled at agent level and at system level?

¢ Cognitive architecture: architecture can be defined simply as the portion of a system that provides
and manages the primitive resources of an agent. For cognitive architectures, these resources
define the substrate upon which a system is realized. Addressing many issues surrounding the
choice, definition, extent, and limits of these resources and their management is one of the
research interests. This analysis attempts to assist in determining the necessary, sufficient and
optimal distribution of resources for the development of agents exhibiting general intelligence.

Architectures, in general, have divergent features that lead to different properties. For example, some
utilize a uniform knowledge representation, some a heterogeneous representation, and others, no explicit
representation at all. These decisions then lead to the support of specific capabilities. They follow some
explicit methodological assumptions, often driven by the domains and environments in which the
architecture will be used. The varieties of these choices are what are responsible for the variety of
architectures. One way to further constrain the number of choices is to use examples of psychological or
neuroscientific validity in architecture design. An additional advantage of this approach is that there is
synergistic interchange between the studies of artificial and biological intelligence; in particular, Newell
(1959) has proposed that computer-modeling tools as represented by cognitive architectures now allow the
formulation of unified theories of cognition.

However, many researchers purposely ignore the constraints posed by human cognition. Often this is
because they are interested in developing agents, which populate and behave effectively in some
environment. Studying the interactions between the architecture and the environment (which could be a
static, problem-solving situation or a highly dynamic, reactive environment) is of primary concern. In this
sense, the term cognitive architecture is a little misleading. Although it is used throughout this report, a

better term might be agent architecture which would include both those systems that made an explicit
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attempt to mode! human psychology (i.e. cognitive architectures) and those which simply explore some

aspects of general intelligent behavior.
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Chapter 3 Applications

What Are In This Chapter: This chapter focuses on multi-agent system applications. Both MAS and
MASS communities expect broadband applications of agent systems. We will discuss some fields, which
agent systems may apply for. We first look at agent types and agent systems in Section 3.1. Both Al and
MAS/MASS communities have defined a number of agent types and agent systems. Some of them have been
proposed for specific applications and are currently commercially available. In Section 3.2, we introduce a
few of MAS/MASS applications by giving the case studies for each of them. These case studies include the
areas of Organization Management, E-Commerce, Information Procession, Distributed Computation and
Supply Chain. All of them have been recognized as the most active application areas for MAS/MASS. In
Section 3.3, we introduce agent development tools and agent system platforms; these include ADK,
MadKit, LEAP, AgentBuilder, JADE and JAT. We discussed also briefly the other Agent Platforms
recommended by FIPA in this section. Finally, we discuss a few issues concerning the success and failure

of these agent systems (Section 3.4).

The notion of agents takes a broad sense, encompassing a wide spectrum of computational entities that
can sense their local task conditions and accordingly make decisions on how to react to the sensed
conditions by performing certain behaviors in the task environments. With the characteristics of being
autonomous, adaptive, robust, and easy to implement, agent-based approaches have found many potential
applications in dealing with tasks that are less structural or ill defined. In such tasks, complete
mathematical or computational solutions may be either unavailable, or too expensive to use.

Agent-based system has found its roles in many applications domains. Examples of agent systems
include personal software assistants that search for, filter, and size information in data and knowledge
intensive tasks. Agents can be also physically embodied, such as robotic systems that cooperatively
manipulate objects in a Cartesian task environment and move them from one designed location to another.
Agent systems have been widely applied in software engineering, where an agent is computationally coded.
A good example is optimization agents that coordinately test certain numerical values and efficiently

narrow down a large search space to a smaller set of possibilities. Another example for this application
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domain is the ant-colony paradigm, which has been used in telecommunication networks to perform load
balancing. There is no systematic classification for agent systems, but two scientific communities have
developed most of the existing agent-based systems: intelligent agent/multiagent systems (MAS) and the
mobile agent system (MASS). The MASS builders tend to concentrate on the subsystems for shipping any
piece of code around. For instance, Tacoma system is built to support more or less any piece of code
moving about, whether or not it has some aspect that is called intelligence. On the other hand, the
intelligent agent community tends to focus on application specific problems.

Regardless of their domains of application, agents often have one thing in common; namely, they
locally interact with their task environments, in the course of problem solving. Responding to different
local constraints received from their task environments, the agent can select and exhibit different behavioral
patterns. It is not our purpose to cover all possible application domains in this research report. We rather
will focus on agent-based system applications including the following features:

e  Enough mobility;

e  Must be autonomous;

e Having loose coupling among system components;

e Communicate with ACL, but not through ordinary message passing;

e  Effective in both resources (remotely and/or locally) and security;

¢ Developed in a distributed fashion;

e Multiple agents which will coordinate and sometimes compete among themselves in order to most

effectively accomplish a given task;

There could be different approaches to group agent systems applications, but we would like to classify
them by application domains, which may requires all features listed above. To name a few:

¢ Supply-Chain;

e E-Commerce Automation (Negotiation System);

¢ Information Processing;

¢ Distributed Computation;

¢  Robotic System.
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3.1 Agents and Agent System

3.1.1 Agent Types

There are a number of agent types defined by OMG. They have special requirements for different
application domains (OMG Green Paper, 2001). To identify the forms of an agent is of extremely
importance in MAS/MASS development. The list of agent characteristics presented earlier addresses some
of these requirements. Additionally, since individual MAS/MASS has special needs, software- and
hardware-related forms must be considered. Agent forms, which are considered as the most important to
agent developers, are abstracted as Software Agents, Autonomous Agents, Interactive Agents, Adaptive
Agents, Mobile Agents, Coordinative Agents, and Intelligent Agents. They are discussed in 1.1.4.1 (Basic
Agent Abstraction). For MAS/MASS application, very special agents may also be required. Here we give
two examples:

e  Wrapper Agents: This agent allows another agent to connect to a non-agent software
system/service uniquely identified by a software description. Client agents can relay
commands to the wrapper agent and have them invoked on the underlying services. The role
of the wrapper agent provides a single generic way for agents to interact with non-agent
software systems,

e  Other types of Agent: The kinds of agents listed above are the predominated forms considered
for every agent-based system. More detailed examination of an application can identify other
forms, such as facilitator agents, broker agents, manager agents, and so on. These forms can
be more easily thought as roles that an agent can play—rather than the fundamental approach

designed into an agent.

3.1.2 Single versus Multiagent Systems

Many of the early commercial agents were developed for information search. Here, individual agent
was launched on a tether to gather predefined kinds of information and return them to the human requester.
Such an approach certainly has its many use cases. However, this approach alone could not build the

societies or support the organizations. Instead, we set up networks of people that interact for various
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purposes. Interaction among agents, then, is not sufficient to build agent societies; we need agents that can
coordinate—either through cooperation, competition, or a combination of both. These agent "societies” are
Multiagent Systems. When part of the system is mobile, it becomes a Mobile Agents System.

MAS/MASS, then, are systems composed of agents coordinated through their relationships with one

another. Some of the rationales for MAS/MASS are as follows:

e  One agent could be constructed that does everything, but such fat agents represent a bottleneck for
speed, reliability, maintainability, and so on (i.e., there are no omnipotent agents). Dividing
functionality among many agents provides modularity, flexibility, modifiability, and extensibility.

e Specialized knowledge is not often available from a single agent (i.e., there are no omniscient
agents). Knowledge that is spread over various sources (agents) can be integrated for a more
complete view when needed.

e  MAS better support applications requiring distributed computing. Here, agents can be designed as
fine-grained autonomous components that act in parallel. Concurrent processing and problem
solving can provide solutions to many problems that, up until now, we handled in a more linear
manner. Agent technology, then, provides the ultimate in distributed component technology.

Clearly, single-agent environments are much simpler, because designers do not have to deal with

issues such as cooperation, negotiation, and so on. However, the large-scale requirements of industry
necessitate approaches that employ coordination and distribution. As such, the majority of IT industry are
focusing primarily on MAS/MASS rather than single agent system. We will discuss only MAS/MASS

applications, and will not touch the applications accomplished by single agent.

3.1.3 A Survey on Current Agent Systems

There are over a hundred agent systems running wotldwide. Table 3.1 lists 76 of them, which have

complete information and known running/development states.

Table 3.1 Multiple agent systems running world wide
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As we can see from Table 3.1, the listed agent platforms have been developed for different application

domains. Some of them are for general purpose, and the others for specific purpose such as Internet, or E-
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Commerce. To see how these MASS/MAS systems support different applications, some basic features of
them are relevant:

e  Supported platforms;

e Supported Languages;

¢ Implementation standard;

e  Type of migration;

e Format of data;

e Local communication type;

e Global communication type;

e Code migration;

e  Communication style;

e Agent tracking;

e  Other features.

When an application is developed based on one of the available agent platform/framework, application

specific issues should be addressed. These will be discussed in more details in the following.

3.2. MAS/MASS Applications

Although many MAS/MASS systems have been proposed and implemented, only a few have been put
into practical use. However application specific agent systems are well defined, and corresponding

frameworks have been built for some of them.

3.2.1 Current Usage of MAS/MASS Agents

As suggested by OMG, the agent industry is still in an embryonic state. As such, the deployment of
agent-based systems and technology are isolated and few - but are in fact on the increase. Currently,

several classes of agents have been deployed to some degree.
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3.2.1.1 Network and System Management Agents

Telecommunications industry has been the most active in this area, and indeed seems to be more
committed to the agent paradigm. Notable applications include assisting in complex system and network
management tasks, such as load balancing, failure anticipation, problem analysis, and information

synthesis.

3.2.1.2 Decision and Logistic Support Agents

Mostly deployed in closed environments, utility companies and military organizations use agents for
information synthesis and decision support. These systems may alert an operator to a possible problem,
provide information in support of a complex decision. They are closely aligned to decision support systems

from the traditional AI community.

3.2.1.3 Interest Matching Agents

These are probably the most used agents. The interest matching agents are used by commercial Web
sites to offer recommendations, based on Maes’ work (1995a) at MIT Media Labs, and later at Firefly.
These agents observe patterns of interest and usage in order to make recommendations. They have been

deployed at amazon.com, and various CD and video sales sites.

3.2.1.4 User Assistance Agents

These agents operate at the Ul level, offering information or advice to users. They are sometimes
represented visually as a cartoon advisor. Companies such as Microsoft, Lotus, and Apple have shown the
most interest in this area. The best-known example of an agent in common use is the animated help
characters used in Microsoft Office products. These agents use Bayesean networks to analyze and predict

possible topics that the user may need help with.

3.2.1.5 Organizational Structure Agents

These agents are structured to operate in a similar manner as human organizations. For example,
multiagent supply chain systems would have agents playing the roles such as that of buyers, suppliers,

brokers, stock, orders, line items, and manufacturing cells. Operations systems would have resource agents,
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material agents, process agents, and so on. Each of these represents some aspect of agents’ features.

However, none of these represent the full range of possible agent features.

3.2.2 Current MAS/MASS Application Types

The current kinds of applications that employ agents are still limited. This is partly due to incomplete
agents concepts and agent tools available. As progresses are made in these two aspects, the agent-based

approach will become more imbedded in MAS/MASS applications.

3.2.2.1 Enterprise Applications

e  Smart documents (i.e., documents that “know' they are supposed to be processed);
e  Goal-oriented enterprise (i.e., work-flow on steroids);

¢ Role and personnel management (i.e., dynamically attaching roles and capabilities to people).

3.2.2.2 Business-to-Business (B2B) Applications

e  Brokering of the above;
e Team management;

e  Market making for goods and services.

3.2.2.3 Process Control

e Intelligent buildings (e.g., smart heating/cooling, smart security);
e Plant management (e.g., refinery);

e Robotics.

3.2.2.4 Personal Agents

e  Email and news filters;
¢  Personal schedule management;

e  Personal automatic secretary.

3.2.2.5 Information Management tasks

e  Searching for information;
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e Information filtering;
e Information monitoring;

e Data source mediation.

3.2.2.6 Interface Agents / Personal Assistants

An interface agent is a program that is able to operate within a Ul and actively assist the user in
operating the interface and manipulating the underlying system. OMG defines the functionalities of this
agent as:

e To intercept the input from the user, examine it, and take appropriate action;

e  While interface agents are not directly related to data management, they have to play a large role

in assisting users in data management;

e It can function as a bridge between domain knowledge about the data management systems and

the user;

e To assist users in forming queries, finding the location of data, explaining the semantics of the

data among other tasks.

Examples of this include intelligent tutoring systems and web browsing assistants (Lieberman et al.,
1999). In addition, Microsoft is now including interface agents in its desktop products to watch the actions

of users and make appropriate suggestions.

3.2.2.7 Nomadic Computing Applications

Current and future development in the area of wireless data communications and mobile computers

enable to a great extent mobile computing. This is the domain of mobile agent coming into play.

3.2.3 Organizational Management: Case Study

In this application domain, MAS/MASS are described on the basis of social structures built from group
roles, independently from the actual nature of the agents. The system is analyzed from the outside, and
modeled as a framework, which is aimed at bringing particular insights into the interrelations between
temporal, spatial and social scales of management process at different levels. The approach is based on

AGR models discussed in section 1.2.5.2. Groups describe collective structures through behavior types
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divided into various roles. Agents executing roles modulate these collective behaviors induced by
collective dynamics.

One success case is the INRM (Integrated Natural Resources Management) by Abrami and et al
(2002). In this application, three levels of interests of the organization are exemplified:

s At the global level, behavior types are defined by a set of roles and their relationship in the

organizational levels;

e At the individual level, agents execute and interpret the roles they are playing;

e At the co-evolution level, the dynamics of organizational levels interact dynamically through the

roles played by various agents.

In this application, they distinguish different types of groups, roles and relations, and instantiated
during simulations. Farm Group, Irrigation System group and Individual Irrigation Organization Group
describe water management with regarding to the farm, the irrigation system, and the individual irrigation
coordination respectively.

This is a pure MAS case based on the AGR model. It works on issues concerning co-evolution of
individual and collective dynamics within a system. However it lacks spatial aspects of the system, well-
defined relationship between social and spatial structures is missing. For example, do social structures

imply some boundaries in space, and how?

3.2.4 E-Commerce Automation (Negotiation): Case Study

E-Commerce application operates in a dynamic and distributed environment, dealing with a large
number of heterogeneous information sources with evolving contents and dynamic availability. They
typically rely on distributed and autonomous tasks for information search, fusion, extraction and
processing, without centralized control. An E-Commerce scenario typically involves the following
activities: identifying requirements, brokering products, brokering vendors, negotiating deals, or making
purchase and payment transaction.

There are many MAS/MASS systems, which have been implemented for E-Commerce Automation
(Odyssey and Voyager). But IBM Aglet provides a story as it meets major requirements for such an

application.
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An IBM Aglet is a Java-based autonomous software agent. As used here, a software agent is a

program that can halt itself, ship itself to another computer on the network, and continue execution at the

new computer. The key feature of this kind of software agent is that both its code and state are mobile.

3.2.4.1 Aglets are autonomous

Once you start, they decide where they will go and what they will do. They can receive requests from

external sources, but each individual aglet decides whether or not to comply with external requests. Also,

aglets can decide to perform actions, such as travel across a network to a new computer, independent of any

external request.

Table 3.2 IBM Aglet platform features

Supported platforms:

Windows, Solaris, AIX 4.x, MacOS

Supported languages:

Implementation on Java 100%, Agent programmed in Java and executed on server with
JVM

Implemented standards

Began investigation into FIPA ACL issues

Mobility/Migration

Via Aglet object (or a proxy: AgletProxy). Migration is done with the object
serialization of java. Object are marshaled then un-marshaled, and Aglet execution at
destination

How many threads or
processes are possible per
agent

An active aglet is associated with one thread

Communication

TCP/IP protocol for global communication

Message passing (synch, or asynch)

Proxy objects are used for the communication with an aglet. All messages are sent to the proxies.
The proxy transfers messages into the aglet. When the aglet is placed on the remote host, the
proxies forward messages to the aglet via network. The aglet server who hosts the aglet retrieves
messages and convert system messages into system events. The remains are sent to the aglet. At
that time, security mechanism control messages pass or not.

How the communication
partner can be addressed

A proxy object (AgletProxy) is used as a partner of a communication. And every aglet has its own
identifier (AgletID). An AgletID object can be converted into an AgletProxy object in an aglet
server with AgletContext#getAglteProxy(AgletID) method.

Security Aglet Instance has identity, owner id, creation date and trust. It implements a security
manager with network or file access control
Agent tracking Logging facility is provided on the aglet server

Directory of services

A Finder as an experimental feature is provided

Type of code migration

Necessary classes are archived and transferred to the receiver. A Jar file is
supported, all classes in a jar file are transferred as a bundle. Other classes are
transferred on demand from code base server.

Other special features

Security control
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3.2.4.2 Aglets Are Mobile

People use the term "software agent" to talk about more than just mobile agents. Two other meanings
of the term are intelligent agents and representatives. Intelligent agents are endowed to some degree with
artificial intelligence. They may or may not be mobile. A representative is a piece of software that
represents you, like an attorney or an assistant. Representatives stand in for you in your absence.
Depending on your instructions to them, representatives can make decisions or even consummate deals on
your behalf. Representative agents can be mobile.

Aglets can potentially be endowed with artificial intelligence or serve as representatives, but they need
not be either. Fundamentally, they are mobile agents: Java programs that can halt execution, travel across
the network (with both code and state in tact), and continue execution at another host.

Besides the mobility, IBM Aglet agent has other capabilities, which are necessary when working in a

particular E-Commerce environment. Here is a list of some of the more common applications:

Data Collection from Many Places

One of the main differences between mobile code, such as applets, and mobile agents is its itinerary.
Whereas mobile code usually travels just from point A to point B, mobile agents have an itinerary and can
travel sequentially to many sites. One natural application of mobile agents, therefore, is collecting
information spread across many computers hooked to a network. An example of this kind of application in
E-Commerce is a network backup tool that periodically looks at every disk attached to every computer in a
network. Here, a mobile agent could roam the network, collect information about the backup status of each
disk. It could then return and report to its point of origin.

Searching and Filtering

Given the ever-increasing amount of information available on the Internet and other networks, the
activity of collecting information from a network often amounts to searching through vast amounts of data
for a few relevant pieces of information. Filtering out the irrelevant information can be a very time-
consuming and frustrating process. On behalf of a user, a mobile agent could visit many sites, search
through the information available at each site, and build an index of links to pieces of information that

match a search criterion. Searching and filtering exhibits an attribute common to many potential
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applications of mobile agents: knowledge of user preferences. Although mobile agents do not have to be
"representative” or "intelligent,” they often are. Here, an agent is given knowledge of user preferences in
terms of a search criterion and an itinerary, and sent out into the network on the user's behalf. It sifts
through huge amounts of data for those pieces of information of particular interest to the user. At some

point, it returns to the user to report its findings.

Monitoring

Sometimes information is not spread out across space (on the disks of many different computers
hooked to the same network), but across time. New information constantly is being produced and published
on the network. Agents can be sent out to wait for certain kinds of information to become available. For
example, an agent could go to a stock market host, wait for a certain stock to hit a certain price, then buy
some of it on behalf of its user. Another example is personalized newsgathering. An agent could monitor
various sources of news for particular kinds of information of interest to its user, then report back when
relevant information becomes available.

This kind of application highlights the asynchronous nature of mobile agents in an E-Commerce
environment. If you send out an agent, you need not sit and wait for the results of its information gathering.
You can program an agent to wait as long as it takes for certain information to become available. Also, you
needn't stay connected to the network until an agent returns. An agent can wait until you reconnect to the

network before making its report to you.

Targeted Information Dissemination

Another potential use of mobile agents is to distribute interactive news or advertising to interested
parties. Unfortunately, this means mobile agents, like e-mail, can be used for Spam -- indiscriminate

distribution of information, usually advertising.

Negotiating
Besides searching databases and files, agents can gain information by interacting with other agents. If,
for example, you want to schedule a meeting with several other people, you could send a mobile agent to

interact with the representative agents of each of the people you want to invite to your meeting. The agents
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could negotiate and establish a meeting time. In this case, each agent contains information about its user's

schedule. To agree upon a meeting time, the agents exchange information.

Bartering

Electronic commerce is another good fit for mobile agent technology. A mobile agent could do your
shopping for you, including making orders and potentially even paying. For example, if you wanted to fly
from Silicon Valley to an island in the South Pacific, an agent could visit databases of flight schedules and
prices for various airlines, find the best price and time, make reservations for you, and pay with your credit
card number. Electronic commerce also can take place between agents. For example, there could be an
agent host dedicated to the buying and selling of automobiles. If you wanted to buy a car, you could give
agent knowledge of your preferences, including a price range and potentially a negotiation strategy. You
would send your agent to the dedicated host, where it would mingle and haggle with agents seeking to sell
a car. If a potential match were found, your agent could report back to you, and you could contact each
other in person to make the final arrangements. Alternatively, your agent potentially could consummate the
deal on your behalf. If the opportunity is a good one, your agent may have only a few microseconds to act
before someone else's agent buys the car.

Another critical requirement for E-Commerce is security. IBM Aglet is designed with strict control
over the access to the mobile agent. Each Aglet instance is assigned unique agent ID, owner ID and trust
degree. A security manager from the system can trace them and monitor the file access and state.

Two successful applications of IBM-Aglet in E-Commerce are the Tabican and Vertual Community.

The Tabican is used to find a package tour or flight ticket through Internet (http://www.trl.ibm.co.jp/aglets/,

2002). The Vertual Community is used for shopping on-line.
There are limitations for IBM Aglet when apply to E-Commerce:

e Its’ global communication follows asynchronous message passing, but synchronous messaging is

often required in E-Commerce;
e A clear collaboration among agents is missing. The system consists of only two APIs and two
implementation layers. When more agents are involved, they have to migrate through network;

e The strict security control reduces its performance and functionalities required by the application.
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e Aglet agent is usually heavyweight agent since it carries all code required to perform the
computing when the destination is reached.

o It has a lower compatibility since it is supported on platforms, which require JVM.

3.2.5 Information Processing: Case Study

3.2.5.1 Basic Requirements for Information Processing

Information searching

The amount of information available is huge over a corporate intranet. This stretches the capability of
most users to effectively retrieve useful information. Search agents contain domain knowledge about
various information sources. This knowledge includes the types of information available at each source,
how to access that information and other potentially useful knowledge such as the reliability and accuracy

of the information source. Search agents use this knowledge to accomplish specific search tasks.

Information filtering

This is another common task for agents. Information filtering agents attempt to deal with the problem
of information overload by either limiting or sorting the information coming to a user. The basic idea is to
develop an on-line surrogate for a user that has enough knowledge about the user's information needs so
that it can select only those documents that would be of interest. These types of agents usually function as
gatekeepers by preventing the user from being overwhelmed by a flood of incoming information. Filtering
agents also work in conjunction with, or are sometimes incorporated into, search agents in order to keep the
results from searches down to reasonable levels. Typically, filtering agents incorporate machine-learning
mechanisms. This allows them to adapt to the needs of each user and to provide more precision than that

typically provided by keyword filtering approaches.

Information monitoring

Many tasks are dependent on the timely notification of changes in different data sources. A logistics

planner may develop a plan for moving equipment from one location to another, but the execution of that
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plan could be disrupted by the onset of bad weather at a refueling stop. The logistics planner would like to
know of any events that would be likely to affect his plan as soon as they happen. Agents are useful for
monitoring distributed data sources for specific data. Being software constructs, they have the patience
necessary to constantly monitor data sources for changes. Alternately, mobile agents can be dispatched to
remote or otherwise inaccessible locations to monitor data that the user might not normally have access to.

Data source mediation

The data management landscape is populated with a multitude of different systems, most of which do
not talk to each other. Agents can be used as mediators between these various data sources, providing the
mechanisms that allow them to interoperate. The SIMS Project at ISI developed an information mediator
that provides access to heterogeneous data and knowledge bases. This mediator can be used to create a
network of information gathering agents, each of which has access to one or more information sources.
These agents use a higher-level language, a communications protocol, and domain-specific ontologies for
describing the data contained in their information sources. This allows each agent to communicate with the

others at a higher semantic level.

3.2.5.3 Concordia: Data Base Query and Information Processing

Concordia provides a general agent framework for mobile computing and data base systems. It can be
used to build MASS for applications such as Remote Database Query, Smart Messaging, Groupware
Manager and Information Retrieval. It follows client/server architecture and is composed of three basic
components including Concordia server, JVM and Agent(s). Table 3.3 lists the major features.

There are three general applications in this information-processing domain:

Remote Database Query

This is implemented for querying data from a remote DB. Figure 3.2 sketches the structural diagram. A
user agent actively collaborates with a query agent to access remote DB. The user agent sends requests, and
query agent gets requests and communicates with the data base server. When information is retrieved, the
query agent performs filtering, sorting and all other tasks based on the request and its own knowledge.

Smart Messaging
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This is a Web Server service provider. The central part is a mail agent, which does all the management
of email sending/receiving according to the user agent instruction, but performs its own task based on its
knowledge.

Information Retrieval

It retrieves user information from web sites. User Web/Mail Agent gets orders from a Ul (Web

Server), and sorts the requests and performs the requests on behalf of the user.

Table 3.3 Concordia Agent Platform Features

Supported platforms:

Windows, Solaris, Linux, HP/UX, AIX.

Supported languages:

Implementation on Java 100%, Agent programmed in Java and executed on server with
JVM

Implemented standards

Began investigation into FIPA ACL issues

Mobility/Migration

Weak migration (but with multiple method entry points via Itinerary).
Queue Manager (inbound and outbound) for reliable transport of agents
Java object serialization scheme

How many threads or
processes are possible per
agent

In general use, Concordia will create 2 threads, one main thread for Itinerary execution
and a second thread for asynchronous event delivery. Agents can create more threads if
granted the proper security privilege.

Communication

TCP/IP protocol

Light weight Agent Transport API (application embedded)

Local communication mechanisms: Distributed Events and Agent Collaboration.
Global communication mechanisms: Distributed Events and Agent Collaboration
Data format: arbitrary object subclasses from Concordia base class.

How the communication
partner can be addressed

Publish-subscribe type model. Receivers register interest in certain classes of events
with central Event Manager. When event is posted, Event Manager forwards event to
all registered listeners. Event may be sent directly to agent via its unique Agent ID.
Concordia also supports group-oriented events in which messages can be transparently
sent to all members of a group of cooperating agents.

Security

User identification

Agent authentication, security and integrity

Resource protection (Resource access control mechanism). Server configured access
control list. Privileges are granted based on the identity of the user who launched the
agent

Agent tracking

Home register via mobile agent debugger

Directory of services

Global and local using a string identifier. Global directory maintained by optional
Directory Manager service.

Type of code migration

All supported: on demand from sending host, on demand from code server, all classes
as a whole from sending host, all classes as a whole from code server.

Other special features

Encryption of agent during transit. Transactional message queuing for reliable agent
delivery. Agent persistence. Graphical server remote administration tool. Graphical
Agent Debugger. Agent collaboration framework (distributed information sharing and
synchronization for a group of related agents. Agent compression during transit.
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Figure 3.1 Concordia application: remote database query (After Mitsubishi, 1997)

Notificatio

Msg. In
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Figure 3.2 Concordia application: smart messaging (After Mitsubishi, 1997)
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Figure 3.3 Concordia applications: information retrieval (After Mitsubishi, 1997)

3.2.6 Distributed Computation: Case Study

3.2.6.1 Basic Requirements

The environment of mobile computing is very different compared to traditional distributed systems.
Performance measures such as bandwidth, latency, delay, error rate, interference, computing power, and
quality of display may change dramatically as nomadic end-users move across the network such as from a
wire line LAN via a wireless LAN (from a office) to a GPRS / UMTS network (to the field). The variety of
mobile workstations, handheld devices, and smart phones, which nomadic users use to access Internet
services, increases rapidly. The CPU power, the quality of display, the amount of memory, software (e.g.
operating system, applications), hardware configuration (e.g. printers, CDs), among other things range from
a very low performance equipment (e.g. hand held organizer, PDA) up to very high performance laptop
PCs. All these cause new demands for adaptability of Internet services. For example, PDAs cannot display
properly high quality images designed to be watched on high resolution displays, and as nomadic users will
be charged based on the amount of data transmitted over the GPRS network, they will have to pay for bits

that are totally useless for them.
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The nomadic end-user confronted with these circumstances would benefit from having the following
functionalities provided by the infrastructure:

Information about expected performance provided by software agents, software agents controlling over
the transfer operations, a condition-based control policy, capability to work in disconnected mode,
advanced error recovery methods, and adaptability. The ability to automatically adjust to changes
mentioned above in a transparent and integrated fashion is essential for nomadicity —nomadic end-users
are usually professionals in areas other than the computer industry. Current mobile computer systems are
already very complex to use as a production tool. Hence, these users need all the possible support, which an
agent based distributed system could deliver. Adaptability to the changes in the environment of nomadic
end-users is the key issue. Software agents could play a significant role in implementing adaptability. One
agent alone is not able to make the decision, and therefore adaptation is a cooperative effort carried out by
several agents. Therefore, there should be at least some level of cooperation between adapting agents.

Simplified and faster service deployment:

Software agent technology (e.g. agents, platforms and conversation protocols) could form a powerful
tool:

¢ To model new nomadic services at a high abstraction level, and

¢ To implement the model by (automatically) integrating various software agents together to

perform the service.

Increasing availability, reliability, and support for disconnection:

Software agent technology forms a natural solution to increase availability and reliability and to
support disconnected operations by acting autonomously on behalf of a nomadic end user both in the fixed
network side and in the mobile computer side while the mobile computer is disconnected from a network.

Nomadic computing:

Today, no commercially available applications exist that use software agent technology to carry out the
above tasks. In addition, there are only few research projects targeting to solve the problems in nomadic
computing with software agent technology. Therefore, the state of the software agent technology in this
field is very preliminary.

Requirements for software agent technology:
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The most important requirement stated by nomadic applications is adaptability to highly varying
wireless data communications and to different kinds of mobile terminals. General requirements for
distributed computing agent can be summarized as follows:

e  Fast application and service deployment.

¢ New types of intelligent, personalized services.

e  User friendly, intuitive end-user interface.

e  Short term (1-30 minutes) prediction of available Quality-of-Service.

e Prediction of end-user geo-location in the near future (1/4-4 hours).

Related work on nomadic applications:

FIPA has addressed nomadic applications. Technical Committee TCE - Nomadic Application Support
has developed a specification (current status: draft, FIPA, 2003). It specifies 1) monitor agent and control
agent based infrastructure and 2) bit-efficient data representation of ACL to be utilized in the environment
of nomadic applications

Parallel processing:

Given that mobile agents can move from node to node and can spawn subagents, one potential use of
mobile agent technology is to administer a parallel processing job. If a computation requires so much CPU
time as to require its breaking up across multiple processors, an infrastructure of mobile agent hosts could

be an easy way to get the processes out there.

3.2.6.2 AgentOS: for Mobile Agent System for Ubiquitous Computing

There is so far no MAS/MASS system built exclusively for this application. AgentOS could be mostly
closed adaptable to this application domain. The AgentOS platform investigates applications in an
environment designed for supporting agents in wide-area, heterogencous networks. AgentOS has been
developed to fulfill the basic requirements listed above. It focuses on the following:

e Network, distributed, and location transparency;

o Distributed, network-centric data and application hosting

e Replication and consistency management

e  Flexibility, mobility, openness, and dynamism
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The AgentOS framework provides features as:

s Agent execution model

e Agent management

e  Mobile computing and data management service

¢ End-user capabilities.

With these design features, AgentOS is able to provide different service to an application:

e  Agent context service

e  AgentManager service

o  AgentInfoCreator service

o  Class factory service

e UUIDGen service

e  Registry service

¢ Directory service

e  Transport service

e  Active kernel service

¢ Routing Directory service

e Agent-based mobile service

AgentOS has a well-defined research agenda. It has now completed it’s fifth phase, which focuses on
mobile computing applications. Distributed computing is one of them, and involves a collaborative multi-
user software development environment.

AgentOs meets most but not all of the requirements from OMG for distributed computation. Missing

features include availability, reliability, and support for disconnection.

3.2.7 Supply Chain: Case Study with ZEUS

This case study describes the implementation of an application that simulates the manufacture of
Personal Computers (PCs). Building a PC involves the acquisition and integration or many components,
usually from different manufacturers, thus providing an excellent example of a supply chain. The model

consists of a keyboard, a monitor, a CPU (motherboard), and either a laser or inject printer only for
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simplicity. Each participant in this model will be capable of performing specific tasks. Here are the
participants: MakeComputer (Dell), MakeMonitor (TXCAN), MakeMotherBoard (Intel), MakePrinter
(HP), MakelnkCartridge and MakeTonerCartridge (CartridgeCorp) (Figure 3.4). The whole design is

realized using the ZEUS Agent Generator tool.

3.2.7.1 Application Analysis: Select Role Model

With a particular role model in mind this case associates roles to participants, starting with the standard

Zeus Application role model from which it inherits.

monitors
| MakeMonitorl }

motherboards

MakeMotherboard

MakeComputer

cartridges printers

MakelnkCartrige MakePrinter

Figure 3.4. The participants of the PC supply chain (After Collis and Lee, 2001)

After deciding on the domain and considering its constituent role models several agents can be created

to fulfill the roles found within the role model (Table 3.4):

Table 3.4 Role models for the ZEUS

Agent Name Roles Played
Dell SC Head (Negotiation Initiator, Consumer)
HP SC Participant  (Negotiation Initiator, Negotiation Partner, Supplier,
Producer, Consumer)
Intel SC Tail (Negotiation Partner, Supplier, Producer)
Taxan SC Tail (Negotiation Partner, Supplier, Producer)
CartridgeCorp SC Tail (Negotiation Partner, Supplier, Producer)
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3.2.7.2 Agent Responsibilities

From Simple Supply Chain role model agent responsibilities can be obtained for the 2 constituent roles
of an agent in the Supply Chain Head role. The responsibilities involved can be categorized as social or
domain responsibilities, the former involving interaction with other agents, and the latter involving some
local application-specific activity.

The next role to consider is the Supply Chain Participant, the role played by those agents that produce
resources and consume resources from others.

The third role is the Supply Chain Tail, which is intended for agents that will supply resources without

consuming resources that have been produced externally.

3.2.7.3 Application Design

The application design process consists of two phases. The first is an agent design phase where the
roles assigned to each agent in the previous stage are refined by mapping each of the responsibilities to a
generalized problem, and then choosing the most appropriate solution. The second stage of the design
process is to model the declarative knowledge that will be used by the agent roles. This stage should result
in the concepts inherent to the application (termed Facts within ZEUS), their attributes and possible values
(also known as constraints).

ZEUS does not use OO design tools for the first stage design, but uses internal tool called Ontology

Editor for the second design phase.

3.2.7.4 Application Implementation
ZEUS provides a number of tools for agent implementation as soon as the design phase is finished, i.e.
the ZEUS Agent Generator. The implementation process combines the steps necessary to create a generic

ZEUS agent with the steps necessary to implement the role-specific solutions identified during the previous

phase.
The agent implementation consists of the following activities:
e  Ontology Creation

¢ Agent Creation, for each task agent this consists of:
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o  Agent Definition;
o Task Description;
o  Agent Organization;
o Agent Co-ordination;
o Utility Agent Configuration;
o Task Agent Configuration;
o  Agent Implementation.
The purpose of these stages is to translate the design we have derived from the role models into agent
descriptions that can be automatically created by the ZEUS Agent Generator tool.
During the agent creation, ZEUS tools specify Agent Definition Process, Task Description Process,
Agent Organization Process, and Agent Co-ordination Process. These are the pattern processes, and it is

applied to each agent to be created.

3.2.7.4 Agent Utility Implementation:

ZEUS provides Agent Utility that can be implemented to facilitate the property of agents created.
ZEUS also provides Visualiser and the Society Viewer window to observe how the agents interact with
each other. For the output results, The Statistics tool may also be useful to plot price fluctuations over time,
and the Report Tool is useful for monitoring the status of each of the tasks in the supply chain.

ZEUS provides a success SC case for applying to a agent. It works well for simple case, which
involves only negotiation. The agent implemented is autonomous, but insufficient since Case Reasoning

Engine is not provided.

3.3 Agent System Development Tools

3.3.1 AgentBean Development Kit (ADK)

ADK provides all the facilities to make an application become an agent. All you have to do is to select
the AgentBean component from the Component Palette and drag it onto your application during the design
phase. You must set ALL its properties in order for the AgentBean to be able to connect a facilitator. To

connect the AgentBean to the Facilitator, you have to call its 'connect()' method, and to disconnect it, its
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‘disconnect()’ method.

The AgentBean contains an AgentLib object, and will receive from it the 'doEvent(String KS, String
func, String args)’ notification. This notification can be passed to an application. The later has to register as
a 'DoListener’ for this AgentBean object. This interface comes with a unique method, 'doEvent(DoEvent
e), and the 'DoEvent' argument contains field filled with the values of the original notification from the

Facilitator. The application gets a reference to this AgentLib using both 'getAgentLib()' or the 'lib' field.

Application Areas:

1) Network and Systems Management

The project current focus is on network and systems management. It has implemented agents that
collect various data using SNMP (i.e. network load, uptime) and an agent that discovers the network
topology. In the future it plans to implement components necessary for an agent to compute the placement
of replica servers and try to find out the network topology without having access to a router's Management
Information Base.

2) Computer Supported Cooperative Network

This work will be implemented as a distributed time planner using the ADK, which is an on-going

project.

3.3.2 MadKit

MadKit is an agent-oriented middleware with which one can build distributed applications. One of the
most interesting features of MadKit is that distribution is done transparently. One does not have to care
whether an agent is remote or not. Madkit, is handling all the necessary communications and connections to
make agents situated on different platforms work together transparently. A developer has to take care of: 1)
the message passing between agents, 2) Run MadKit on the two remote kernels (let us call the computers
toto.org and riri.net), and open a Communicator agent on both of them.

MadKit works on a 'peer to peer' basis, i.e. there is no "server" and "client". Every kernel is both a
server and a client. MadKit takes care of all the low level communications. MadKit handles sockets, since

RMI is good for client/server applications, but is much too slow to be used in peer-to-peer applications.
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MadKit is running on Java SDK supported platform, and the source code is written in Java. It is

possible that MadKit is embedded into a java application.

3.3.3 LEAP Project

The LEAP (Light Extensible Agent Platform) project is addressing the need for open infrastructures
and services, which support dynamic, mobile enterprises. It developed agent-based services supporting
three requirements of a mobile enterprise workforce: Knowledge management (anticipating individual
knowledge requirements), decentralized work co-ordination (empowering individuals, coordinating and
trading jobs) and travel management (planning and coordinating individual travel needs). Central to these
agent-based services is the need for a standardized Agent Platform. Project LEAP developed an agent
platform that is: lightweight, executable on small devices such as PDAs and phones; extensible, in size and
functionality; operating system agnostic; mobile team management application enabling, supporting wired
and wireless communications and FIPA compliant.

The LEAP project starts by defining application requirements as well as reviewing current FIPA
standard. The design of LEAP is based on the development of an innovative, scaleable and "operating
system agnostic" architecture for devices ranging from PDAs and phones to desktop systems. This
architecture and an initial version of the LEAP application are integrated and deployed in Lab trials. The
Lab trials assess run-time parameters, application usability, allow performance evaluations, and are used to
steer operational use in field trials.

Actually, LEAP can run on any device that supports one of the following standardized versions of
Java: J2SE, J2ME or Java (JDK 1.1.x). JADE-LEAP version 2.1 has already successfully been run on:

e J2SE devices (desktops, laptops);

e J2ME devices (POSE, Palm IlIc, Palm Vx, Motorola A008, Motorola i95cl);

e Javadevices (Psion 5mx, iPAQ, Siemens SX45, Motorola HDT600).

The LEAP provides building blocks to easily and quicker develop agent-based applications supporting
mobile workforces. There are three families of services: knowledge management, teamwork co-ordination

and travel management. They run on top of JADE-LEAP.
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Success stories: FIPA Agents now running on lightweight PDAs under J2ME. The LEAP project
reached its first milestone (LEAP Version 1.0) by running FIPA compliant Agents on a PDA. LEAP has
been tested and is running now on both: a PALM IIlc and a PSION 5MX through a wireless connection to
the Internet. LEAP is the first FIPA Platform and Agents running on lightweight PDAs under J2ME.

The LEAP platform has been successfully run on a Motorola AccompliO08 along with some agents. This is
the first FIPA compliant agent platform ever run on a MIDP device.

HP announced that they ported LEAP to their Jordana PDA and Chai VM.

3.3.4 AgentBuilder

AgentBuilder is an integrated tool suite for constructing intelligent software agents. AgentBuilder
consists of two major components - the Toolkit and the Run-Time System. The AgentBuilder Toolkit
includes tools for managing the agent-based software development process, analyzing the domain of agent
operations, designing and developing networks of communicating agents, defining behaviors of individual
agents, and debugging and testing agent software. The Run-Time System includes an agent engine that

provides an environment for execution of agent software.
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Figure 3.5 Structure of AgentBuilder

118



Agents constructed using AgentBuilder communicate using the Knowledge Query and Manipulation
Language (KQML) and support the performatives defined for KQML. In addition, AgentBuilder allows the
developer to define new inter agent communication commands that suit his particular needs. All
components of both the AgentBuilder Toolkit and the Run-Time System are implemented in Java. This
means that agent development can be accomplished on any machine or operating system that supports Java
and has a Java development environment. Likewise, the agents created with the AgentBuilder toolkit are
Java programs so they can be executed on any Java virtual machine. Figure 3.5 shows structure of
AgentBuilder

AgentBuilder allows software developers with no background in intelligent systems or intelligent agent
technologies to quickly and easily build intelligent agent-based applications. AgentBuilder reduces
development time and development cost and simplifies the development of high-performance, robust agent-

based systems. It supports Windows XP compatible, JAVA 1.3, CORBA and HP E-Speak/\.

3.3.5 JADE

JADE (Java Agent Development Framework) is a software framework fully implemented in Java
language. It simplifies the implementation of multi-agent systems through a middieware that claims to
comply with the FIPA specifications and through a set of tools that support the debugging and deployment
phase. The agent platform can be distributed across machines (which not even need to share the same OS)
and the configuration can be controlled via a remote GUI The configuration can be cven changed at run-
time by moving agents from onc machine to another, as and when required. JADE s completely
implemented in Java language and the minimal system requirement is version 1.2 of JAVA (the run time
environment or the JDK). Recently, JADE has been integrated with the results of the LEAP project. The

synergy between the JADE platform and the LEAP libraries yields a FIPA-compliant agent platform with

reduced footprint and compatibility with mobile Java environments all the way down to I2ZME-CLDC.

The goal of JADE is to simplify the development of multi-agent systems while cnsuring standard
compliance through a comprehensive set of system services and agents in compliance with the FIPA

specifications: naming service and ycllow-page service. message transport and parsing service, and a
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library of FIPA interaction protocols ready to be used. The JADE Agent Platform complies with FIPA
specifications and includes all those mandatory components that manage the platform, that is the ACC. the
AMS, and the DF. All agent communication is performed through message passing, where FIPA ACL is
the language to represent messages. The agent platform can be distributed on several hosts. Only one Java
application, and therefore only one Java Virtual Machine (JVM), is executed on each host. Each JVM is
basically a container of agents that provides a complete run time environment for agent execution and
allows several agents to concurrently execute on the same host.

The communication architecture offers [lexible and efficient messaging, where JADE creates and
manages a queue of incoming ACL messages, private to cach agent; agents can access their queue via a
combination of scveral modes: blocking, polling, timeout and pattern matching based. The full FIPA
communication model has been implemented and its components have been clearly distinet and fully
integrated: interaction protocols, envelopes, ACL, content languages. encoding schemes, ontologies and,
finally, transport protocols. The transport mechanism, in particular, is like a chameleon because it adapts to
each situation, by transparently choosing the best available protocol. Java RMI. event-notification, HT'TP,
and [1OP are currently used, but more protocols can be easily added via the MTP and IMTP JADE
interfaces, Most of the interaction protocols defined by FIPA are already available and can be instantiated
after defining the application-dependent behavior of cach state of the protocol. SL and agent management
ontology have been implemented alrcady, as well as the support for user-defined content languages and
ontologies that can be implemented, registered with agents, and automatically used by the framework.

Basically, agents are implemented as one thread per agent, but agents often need to execute parallel
tasks. Further to the multi-thread solution. offered directly by the JAVA language, JADE supports also
scheduling of cooperative behaviors, where JADE schedules these tasks in a light and effective way. The
run-time also includes some ready to use behaviors for the most common tasks in agent programming, such
as FIPA interaction protocols, waking under a certain condition, and structuring complex tasks as
aggregations of simpler oncs. Among others. JADE also offers a so-called JessBehavior that alows [ull
integration with JESS (Java Expert System Shell). where JADE provides the shell of the agent and
guaraniecs (where possible) the FIPA compliance, while JESS is the engine of the agent that performs all

the necessary reasoning.
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The agent platform provides a Graphical User Interface (GUI) for the remote management, monitoring
and controlling of agents, allowing, for example, to stop and restart agents. The GUI also allows creating
and starting the execution of an agent on a remote host, provided that an agent container is already running.

The GUI also allows controlling other remote FIPA-compliant agent platforms.

3.3.6 Java Agent Template (JAT)

The JAT provides a fully functional template, written entirely in Java, for constructing software agents,
which communicate peer-to-peer with a community of agents, distributed over the Internet. Although
portions of the code that define each agent are portable, JAT agents are not migratory but rather have a
static existence on a single host. (However, using the Java RMI, JAT agents could dynamically migrate to a
foreign host via an agent resident on that host). Currently, all agent messages use KQML as a top-level
protocol or message wrapper. The JAT includes functionality for dynamically exchanging "Resources”,
which can include Java classes (e.g. new languages and interpreters, remote services, etc.), data files and
information included in the KQML messages. JAT agents can be executed as either standalone applications
or as applets via the appletviewer (browsers such as Netscape Navigator will not work without special
extensions due to restrictions on networking and file 10). Both configurations support graphical and non-
graphical agents. An Agent Name Server provides coordination. The architecture of the JAT was specially
designed to allow for the replacement and specialization of major functional components including the
GUI, low-level messaging, message interpretation and resource handling. Consequently, the JAT should be
used as a platform for building a wide range of agents for different domain applications.

The JAT_0.3 includes the core JAT packages (JavaAgent.context, JavaAgent.agent and
JavaAgentresource). These packages support a remote service paradigm (RemoteService.context,
RemoteService.agent, RemoteService.resource and ImageSelector). The JAT_03 also provides packages,
which implement a number of demo examples. Specifically, the following directories should be found
under the JAT_0.3/ directory:

¢ Classes: Contains all java and class files as well as some Makefiles.

e  Scripts: C shell scripts for simplifying execution.

s  Working: Contains directories in which agents can store files during execution, including logfiles.
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Files: Contains directories for files and classes, which will be shared between agents.
API: Javadoc generated documentation.
Applet: html files for applet execution.

Documentation: html documentations.

3.3.8 Others FIPA Agent Platforms

The above tools are partially successful (at least to some extent), because they provide most of the

services required by building a complex MAS/MASS.

Following FIPA standardizations, the following agent platforms have been developed as tools for

building agent systems:

Mecca (Siemens);
FIPA-OS (Nortel);
FIPA-Smart;

CoABS.

These are actually not success cases due to limitations of integrating agents into standard computing

environments, and the‘y have faded away from the market place.

3.4 Discussions

There are many MAS/MASS developed, and more are coming to ride the current wave of popularity of

agent-based system. Each claims that MAS/MASS technologies are going to change the way we live and

work, and each wants to be the ones that provide the breakthrough system we all end up using.

3.4.1. Why They Are Successful: a Few Common Things

From samples given above, successful MAS/MASS have some things in common:

Application/goal-driven in design. Particular agent system is always designed/built for specified
application, which has the capabilities to accomplish the task assigned to the agents. For instance,
AgentOS for distributed computing; Concordia for information processing. This may formalize an

agent system, but on the other hand, make them less flexible;
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They have all been implemented in Java, and apply Java Remote Method Invocation (RMI) as the
communication framework. RMI provides an RPC-like mechanism for Java processes, permitting
Java objects to communicate through method calls across address spaces. The primary motivations
for using RMI today are that it

o Support multiple transport protocol (TCP/IP, HTTP, with others on the works);

o Provides a basic object registry/bootstrap mechanism;

o Flexibility of moving code, data or both, between address space, but not just data;

o  Still be able to communicate with standard ACL among the agents.
Tools. Each successful MAS/MASS platform provides well-established tools for agent creation,
system setting and customization for application. The building process of agent-based application
is fairly simple:

o The package is easy to install

o The example agent applications are “flashy” (they have GUlIs);
Multiple platform support. This makes agent application running in a distributed, heterogeneous
environment possible.

Comprehensive documentation and example applications, which make systems easy to learn.

3.4.2 Why They Are a Few Miles Away from Perfect

1) Majority of MAS/MASS applies the communication paradigm evolving from artifacts of

conventional client/server architecture, such as RPCs. These mechanisms rely on fixed, well-defined client

and servers, and do not have enough flexibility to deal with fluidity of wide-area mobile networks.

2) They are incomplete in functionalities. Due to the limitations in supporting platform,

implementation language and communication protocol standardization, no single MAS/MASS provide full

functionalities required by application or has the ability to modify/add new functionalities. For instance,

IBM Aglets defines a general-purpose mobile agent framework, but lacks essential functionalities such as

merging and splitting, dynamic agent generation and spawning, and inter-agent communication. Similar

incompleteness has also been seen in other MAS/MASS systems.
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3). None of the current MAS/MASS meets completely the requirements made by OMG for specified
application domain. OMG has made clear requirement set for MAS/MASS systems applicable for each
application domain. For instance, for a MAS/MASS system built for E-Commerce, OMG has set specific
requirements focused on these aspects:

¢ Data collection from many places;

e Information Searching and filtering;

¢ Information Monitoring;

e  Targeted information dissemination;

e Agent Negotiating;

e Agent Bartering;

e Mobility.

Current MAS/MASS systems may emphasize a few of them, but not all. This is partly due to the fact
that these requirements have been established only recently, and the OMG has seen the importance of
standardization of agent systems. However this does not impose any constraints on each individual research

group, and that needs coordination.

3.4.3 Performance and Optimization

Though agents are autonomous and mobile in most of MAS/MASS system, the agent itself might not
be lightweight. This could be particularly true when it carries both code and data to travel across
distributed, heterogeneous environments. It will significantly reduce system performance if an agent is
required to perform a task that is code/CPU intensive, and there is no way for the code to be written in
high-level language such as C/C++. One solution for this issue is to follow a coordination mechanism,
called CP&CR mechanism, where problem constraints are partitioned by constraint type and constraint
connectivity, and are assigned to different agents. Thus the agent could become light-weighted.

To make agent application working in a distributed/heterogeneous environment more efficiently
(performance issue), two solutions are practically possible: make lightweight agent and simplify distributed
constraint optimization. The first one has been limited by agents’ property itself if they have to carry not

only the code, but also the data for a complex task. The second one may have more advantage since it is
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practically possible for almost any kind of agent system. This is often referred to as Distributed Constraint
Optimization (DCOP) in an agent system.

DCOP imposes considerable complexity in the coordinated search for an optimal solution.
MAS/MASS, in general, consists of a number of discrete subsystems and components that interact with
cach other through various interfaces to provide the required functionality. Designing such a system
requires finding values for interface variables that are compatible among the various components, and is
analogous to the constraint optimization problem, with subsystem and components playing the role of
constraints among the variables. Although DCOP often introduces additional complexity in agent
coordination, many agent applications often exhibit special structures that can be exploited to facilitate
problem solving. There are a few research works concerning agent-based DCOP (Parunak, 2000, Liu and
Sycara, 2001; Hannebauer and Muller, 1998) with focus on the scheduling of agent system. For instance,
Liu and Sycara (2001) present a coordination mechanism for DCOP that takes advantage of disparity
among subproblems to efficiently guide distributed local search for global optimality.

Although DCOP has been stressed in resolving the MAS/MASS system distributed computing

performance, no clear progress has been seen yet. This could be a potential direction for future research.

3.4.4 Coordinative Agents

Since most of MAS/MASS involve multiple agents actively participating in a single task, collaboration
among agents has become a challenging issue. Here is a simple example: A mobile agent A is deployed to
place M, and mobile agent B has been deployed to a place N. At a time t, agent A sends a message from
place M to agent B at place N. While waiting for response from agent B, agent A decides to move to place
K at its own willing. When agent B finally sends response to place M, it cannot reach agent A, but the
message wanders around, and the message might not be needed any more by agent A, since it could be
either out of date or agent A is assigned a new task.

There are many practical use cases like this, but the current algorithm simply can’t handle all of them.
Some systems implement an agent tracing solution, which works together with agent collaboration. But we
have not seen a substantial improvement yet. This will limit flexibility/applicability of agent system from

many applications involving wide-area distributed system.
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3.4.5 Is There Space for Further Improvement?

The answer is “Yes”. The next generation global computer network is poised to become a ubiquitous
medium for communication, collaboration, and personal information management, allowing access to
personalized and collaborative computing services anywhere, through a variety of desktop and mobile
computing devices. Such a vision can only be realized through further evolution of Internet and mobile
computing technologies---in order to support component-oriented dynamic applications, scalable resource
sharing, and large-scale group (multicast) communication, all for a large number of mobile and nomadic
users. Deployment of a large-scale mobile and nomadic computing system requires a uniform treatment of
these distributed systems issues, as opposed to the ad-hoc treatment that these issues receive today. That is,
an operating system for wide-area mobile networks is necessary.

It is necessary to build a distributed operating system for wide-area mobile networks using the
autonomous object, or mobile agent, programming paradigm. The mobile agent paradigm is an extension of
distributed objects, exhibiting features such as active threading, run-time code mobility with autonomous
navigation, and knowledge-based inter-agent communication. These characteristics favor a uniform
implementation of essential mobile computing services such as multicast communication, intelligent fault-
tolerant routing, proxy server/client handling, pessimistic and optimistic data replication management, and
multi-level security models. Such services will enable the rapid construction and secure, scalable
deployment of wide-are mobile and nomadic computing applications.

The first stage of potential research involves building a mobile agent system suitable for deployment in
mobile networks. Fundamental issues in mobile agent systems include efficient agent migration, inter-agent
communication (including intra-node, inter-node, and distributed group), agent behavior modeling and

verification, and debugging support for mobile agent systems.
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Chapter 4 Agent Past, Present and Future: A Brief Summary

What Are In This Section: This chapter summarizes briefly knowledge we have gathered about
agents, agent systems. We will have a brief look at SW agent history, present status, and future
development directions. This brief summary aims at giving a broad view of the major progresses made
during past a few decades. We divide this chapter into three sections: Section 4.1 discusses the agent
history up to the year of 2002. In this section we focus on the major breakthrough made before 2002.
Section 4.2 discusses the agent present status. In this section, we will look at the open issues for the agent
platforms and critical questions the agent technology is facing. In section 4.3, we discuss the agent future
with focus on major concerns and a few challenging issues. We will suggest a few key issues for agent

future based on what we have learned now.

The introduction of “Agent” concept addresses broad areas involving in both Al and SW Engineering
societies. Agents can be implemented in many ways: Software, Network, People, Machine, Robotics,
Traffic Control, Nuclear Reactor Control, Automated manufacturing, and so on. I cannot cover all of them,
but just focus on the Software Agent, which are the primary focus from the AI and Software Societies. SW
Agents can be used with many other technologies, and it has been an extremely active research field since
the early 90’s. It will remain to be so in the foreseeable future. The following figure shows how the “SW
Agent” is applied in various application domains, and it applies to the past, current and future development
(Figure 4.1). We have specified a few MAS/MASS in Chapter 3, and showed how these agent systems
have been built and applied for particular applications domains. Just as OO-programming has replaced
structured programming in the later 70s, autonomous SW Agent provides additional layers of abstraction
that conventional OO does not address. “Agent” paradigm is growing, and we are interested to analyze if its
impact will evolve further in software design and programming.

Agents exist in many different ways, and refer to software, network, people, machine robotics, traffic
controller, nuclear reactor controller and etc. (Figure 4.2). Hence an agent can have different appearances

and acquire different standardizations.
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Figure 4.2 Agents can be implemented in many ways

4.1 Agent Past: ? - 2002

In SW engineering, we have experienced the following evolution:
1978 — 1990:  Structured Programming;
1982 — Now: Object Oriented Programming;

Later 90s- 7:  Agent Paradigm Programming..
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Agent paradigm was actually proposed a long time ago (back to 50’s), but there was no common
knowledge base for what is an agent between Al and SW Engineering societies until later 90s. The Al
research emphasis is on the use of Al techniques to create software that performs information filtering and
other autonomous tasks for users. "Intelligent” agents of this sort have been developed at Xerox PARC, at
MIT's Media Lab, and by researchers at other companies and universities. These agents may or may not
display any explicitly anthropomorphic features.

The SW Engineering research emphasis is on the agent as an interface metaphor that aids the user.
These agents may or may not incorporate new Al techniques--their essential function is to act as effective
bridges between a person's goals and expectations and the computer's capabilities. The agent metaphor is
used to make the interface more intuitive and to encourage interactions that might be difficult to evoke with
a GUL Agents of this sort need not be explicitly anthropomorphic, although this is the arena in which the

expressive qualities of 'characters’ are being explored.

4.1.1 Al View of the Agents

The 1990’s have seen the dawn of a new paradigm in computing - software agents in Al society. Many
researchers were very active in this vibrant area, drawing from more traditional research within the
artificial intelligence (AI) and human computer interaction (HCI) communities. Kay (1990) and others
argue that the software agent systems have the potential to revolutionize computing as we know it, allowing
us to advance from direct manipulation of systems to indirect interaction with agents. Removing the
requirement for people to manage the small details of a task liberates individuals, empowering them to
accomplish goals otherwise requiring experts. The next section describes some of the important landmarks
that happened along the way to where we are today.

Alan Turing, famous for his work on computability (1937), posed the question “Can machines think?”
(1950). His test, where a person communicates via a Teletype with either a person or a computer, became
known as the Turing test. The Turing test requires a conversational computer to be capable of fooling a
human at the other end. It is the Turing test that inspired the birth of the artificial intelligence community.
The discipline of artificial intelligence (AI) was born in the 1950’s. Minsky (1986), after some work with
neural networks (deemed a failure at the time due to the difficulty of learning weights), teamed up with

John McCarthy at MIT to work on symbolic search-based systems. At the same time at Carnegie-Mellon,
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Allen Newell and Herbert Simon were successfully exploring heuristic search to prove logic theorems.
Initial successes thus led to heuristic search of symbolic representations becoming the dominant approach
to AL The 1960’s saw much progress. Then at Stanford, McCarthy (1960) had just invented LISP and set
about representing the world with symbols, using logic to solve problems (1969, 1983). At the same time
Newell (1959) created the General Problem Solver which, given a suitable representation, could solve any
problem. Problems solved were in simple, noise and error free symbolic worlds, with the assumption that
such solutions would generalize to allow larger, real world problems to be tackled. Researchers did not
worry about keeping computation on a human time-scale, using the increases in hardware performance to
constantly increase the possible search space size, thus solving increasingly impressive problems. During
the 1970’s, search became well understood. Symbolic systems still dominated, with continuing hardware
improvements allowing steady, successful progress. Robots were created, for example Shakey Robot
(Nilsson, 1984), that lived in special block worlds, and could navigate around and stack blocks sensibly.
Such simplified worlds avoided the complexity of real world problems. The assumption, underpinning all
the symbolic research, which simple symbolic worlds would generalize to the real world, was about to be
found. Expert systems were created to try to solve real problems. McCarthy (1983) had realized that
“common sense” was required in addition to specialized domain knowledge to solve anything but simple
micro-world problems. A sub-field of AI, knowledge representation, came into being to examine
approaches to representing the everyday world. Unfortunately the idea of “common sense” proved
impossible to represent, and knowledge-based systems were widely viewed to have failed to solve real-
world problems. At the same time, the back propagation algorithm caused a resurgence of interest in
connectionist approaches, previously deemed a failure, and Minsky (1986) examined an agent-based
approach for intelligence. The late 1980’s and early 1990’s saw the decline of search-based symbolic
approaches. Brooks (1991) convincingly challenged the basic assumptions of the symbolic approaches, and
instead created embodied, grounded systems for robots using the “world as its own best model”. This
bottom up approach was termed nouvelle Al, and had some initial successes. However, it too failed to scale
up to real world problems of any significant complexity. Connectionist approaches were aided by new
parallel hardware in the early 1990’s, but the complexity of a parallel architecture led such systems to fail

in the marketplace. Knowledge engineering, now widely seen as costly and hard to re-use, was superseded
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by machine learning techniques borrowed from Al. Towards the end of the 1990’s, pattern-learning
algorithms (1997) could classify suitable domains of knowledge, such as news stories and examination
papers, with as much accuracy as manual classification. Hybrids of traditional and nouvelle Al started to
appear as new approaches were sought. The mid 1990’s saw Negroponte (1970) and Kay’s (1990) dream of
indirect HCI coupled with Minsky’s (1986) ideas on intelligence lead to the new field of agent-based
computing. Experiments with interface agents that learnt about their user (1994), and multi-agent systems
where simple agents interacted to achieve their goals (1995) dominated the research. Such agent systems
were all grounded in the real world, using proven Al techniques to achieve concrete results (applying the
maxim “a little Al goes a long way”).

User modeling changed in the 1990’s too, moving from the static hand crafted representations of the
1980°s to dynamic behavior based models (1993), such as LCA and BCA (see Chapter 2). Machine
learning techniques proved particularly adept at identifying patterns in user behavior. General application
domains have been recognized during agent system development inside Al, which include:

¢  Auction/market domain. Typical samples are Kasbah (1996) and Sardine (2000);

e Believable/entertainment domain. ACT (1996) and ALIVE (1996) are typical samples. Cathexis

(1997} is a believable agent with modeled emotions, as is the Oz project (1994).

e Email filtering domain. Typical samples are MailCat (1999), MAGI (1996), Maxims (1994),
Re:Agent (1998).

e Expert assistance domain. Typical samples are Coach (1994), Eager (1991), GALOIS (1997),
GESIA (1998), Open Sesame! (1997).

¢  Matchmaking domain. Typical samples are: ExpertFinder (1998), ReferralWeb (1997) and Yenta
(1997).

e  Meeting schedulers. Typical samples are: CAP (1994) and Meeting scheduling agent (1993).

e News filtering domain. Typical samples are ANATAGONOMY (1997), Butterfly (1999), IAN
(1996), Krakatoa Chronicle (1995), Dude(1998), NewsWeeder (1995), NewT (1994) and Pannu’s
(1996).

¢ Recommender systems. Typical samples are GroupLens (1997), PHOAKS (1997), Ringo (1994),

Citeseer (1997).
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e Web domain. Typical samples are AARON (1996), Amalthaea (1997), ARACHNID (1998),
CiteSeer (1998), Fab (1997), Jasper (1996), Letizia (1996), Personal WebWatcher (1999),
WebMate (1998), WBI (1997).

e  Other domains:

o CIMA (1996) is a text prediction agent, which suggests completions of sentences in a
text editor. Heuristics learn from observed examples, hints and partial specifications.

o CILA (1995) is an agent tested in an artificial, abstract domain. It tests constructive
induction-based learning against AQ15c and selective induction.

o COLLAGEN (1995) is an agent whose interaction style is modeled on human
collaboration.

o Grammex (1999) learns grammar (e.g. email structure) from user examples and
performs actions when it detects new occurrences of this grammar.

o Mondrian (1996) learns graphical operations, which are explicitly programmed by
users.

o Softbot (1994) plans internet-based actions from incomplete user goal specifications.

o Remembrance agent (1996) suggests documents related to the user’s current context.

o UCI GrantLearner (1997) is a system to identify interesting grant funding
opportunities.

All of these applications have been developed inside Al around middle to later 90s, and most of them

have been developed based on agent intelligence. Figure 4.3 shows an agent system and applications from

the Al society (Al agents).
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Figure 4.3 Agent system / application classifications

4.1.2 SW Engineering View of the Agents

Agent software is a rapidly developing area of research in SW engineering. However, the overuse of

the word ‘agent’ has tended to mask the fact that, in reality, there is a truly heterogeneous body of research
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being carried out under this banner. SW engineering gives a typology of agents, places agents in context,
defines them and then goes on, inter alias, to overview critically the rationales, hypotheses, goals,
challenges and state-of-the-art demonstrators of the various agent types in the typology in SW engineering.
Hence, it attempts to make explicit much of what is usually implicit in the agent’s literature. SW
engineering also proceeds to overview some other general issues which pertains to all types of agents in the
SW engineering. SW engineering view of agents contains some strong opinions that are not necessarily
widely accepted by the Al agent community. The SW engineering society adapted the “agent” concept to
MAS, which is “Autonomous”. It was, later on, introduced into a concept of Mobile Agent” for moving
code around in a network environment. The MASS has been mainly a research area in the early 90s, but
became popular in the late 90s.

Software agents have evolved from multi-agent systems (MAS), which in turn form one of three broad
areas, named DAI (Distributed Artificial Intelligence), the other two being Distributed Problem Solving
(DPS) and Parallel AI (PAI). Hence, as with multi-agent systems, they inherit many of DAI’s motivations,
goals and potential benefits. For example, thanks to distributed computing, software agents inherit DAI’s
potential benefits including modularity, speed (due to parallelism) and reliability (due to redundancy). It
also inherits those due to AI such as operation at the knowledge level, easily maintenance, reusability and
platform independence (Huhns and Singh, 1994). The concept of an agent in SW engineering can be traced
back to the early days of research into DAI in the 1970s - indeed, to Carl Hewitt’s concurrent Actor model
(Hewitt, 1977). In this model, Hewitt proposed the concept of a self-contained, interactive and concurrently
executing object, which he termed ‘actor’. This object had some encapsulated internal state and could
respond to messages from other similar objects: an actor “is a computational agent which has a mail
address and a behavior. Actors communicate by message-passing and carry out their actions concurrently”
(Hewitt, 1977). Broadly, SW engineering society tends to split the research on agents into two main
strands: the ﬁrlst (MAS) spanning the period 1977 to the current day, and the second (MASS) from 1990 to
the current day too.

MAS works on smart agents, which begun in the late 1970s and all through the 1980s to the current
day, concentrated mainly on deliberative-type of agents with symbolic internal models. We type these as

collaborative agents as in Chapter 3 from the FIPA standards. A deliberative agent is “one that possesses an
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explicitly represented, symbolic model of the world, and in which decisions (for example about what
actions to perform) are made via symbolic reasoning” (Wooldridge, 1995).

Initially, MAS work concentrated on macro issues such as the interaction and communication between
agents, the decomposition and distribution of tasks, coordination and cooperation, conflict resolution via
negotiation, etc. Their goal was to specify, analyze, design and integrate systems comprising of multiple
collaborative agents. These include classical work such as the actor model (Hewitt, 1977), MACE (Gasser
et al., 1987), DVMT (Lesser and Corkill, 1981), MICE (Durfee and Montgomery, 1989), MCS (Doran et
al., 1991), the contract network coordination approach (Smith, 1980; Davis and Smith, 1983), MAS/DAI
planning and game theories (Rosenschein, 1985; Zlotkin and Rosenschein, 1989; Rosenschein and Zlotkin,
1994). These ‘macro’ aspects of agents as Gasser (1991) terms them, emphasize the society of agents over
individual agents, while micro issues relate specifically to the latter. In any case, such issues are well
summarized in Chaib-draa er al. (1992), Bond and Gasser (1988) and Gasser and Huhns (1989). More
recent work under this strand includes TEMS (Decker and Lesser, 1993; Decker, 1995) DRESUN (Carver
et al., 1991; Carver and Lesser, 1995), VDT (Levitt et al., 1994), ARCHON (Wittig, 1992; Jennings et al.,
1995). Note that game theoretic work should arguably not be classified as a macro approach. It may likely
move to the micro end of the spectrum. In addition to the macro issues, more work has also been
characterized by research and development into theoretical, architectural and language issues. In fact, such
works evolve naturally, though not exclusively, from the investigation of the macro issues. This is well
summarized in Wooldridge and Jennings (1995a), and in the edited collections of papers: Wooldridge and
Jennings (1995b) and Wooldridge et al. (1996). However, since 1990 or thereabouts, there has evidently
been another distinct strand to the research and development work on software agents - the range of agent
types being investigated is now much broader. This is the MASS: “Mobile Agent System”, which we have
discussed in detail in Chapters 2 and 3.

Some cynics may argue that MAS arises because everybody is now calling everything an agent,
thereby resulting, inevitably, in broadness. We sympathize with this viewpoint; indeed, it is a key
motivation for us - to overview the extensive work that goes under the ‘agent’ banner. In addition to
investigating macro issues and others such as theories, architectures, languages, there has also been an

unmistakable trend towards the investigation of a broader range of agent types or classes.
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Part of the reason for answering the broadness of agents in SW engineering is that the diversity of
interests from industries and universities in pursuing agent technology. It includes small non-househoid
names (e.g. Icon, Edify and Verity), medium-size organizations (e.g. Carnegie Mellon University (CMU),
General Magic, Massachusetts Institute of Technology (MIT), the University of London) and the real big
multinationals (e.g. Alcatel, Apple, AT&T, BT, Daimler-Benz, DEC, HP, IBM, Lotus, Microsoft, Oracle,
Sharp). Clearly, these companies are by no means completely homogeneous, particularly if others such as
Reuters and Dow Jones are appended to this list. The scope of the applications is even more impressive: it
really does range from the mundane (strictly speaking, not agent applications) to the moderately ‘smart’.
Lotus, for example, will be providing a scripting language in their forthcoming version of Notes, which
would allow users to write their own individual scripts in order to manage their e-mails, calendars, and
meetings. This is based on the view that most people do not really need ‘smart’ agents. Towards the smart
end of the spectrum are the likes of Sycara’s (1995) visitor hosting system at CMU. In this system, “task-
specific” and “information-specific” agents cooperate in order to create and manage a visitor’s schedule to
CMU.

To achieve this, first of all, the agents access other on-line information resources in order to determine
the visitor’s areas of interest, name and organization and resolve the inevitable inconsistencies and
ambiguities, More information is later garnered including the visitor’s status in her organization and
projects she is working on. Second, using the information gathered on the visitor, they retrieve information
(e.g. rank, telephone number and e-mail address) from personnel databases in order to determine
appropriate attendees (i.e. faculty). Third, the visitor-hosting agent selects an initial list of faculty to be
contacted, composes messages, which it dispatches to the calendar agents of these faculties, asking whether
they are willing to meet this visitor and at what time. If the faculty does not have a calendar agent, an email
is composed and dispatched. Fourth, the responses are collated. Fifth, the visitor-hosting agent creates the
schedule for the visitor, which involves booking rooms for the various appointments with faculty members.
Naturally, the system interacts with the human organizer and seeks her confirmation, refutations,
suggestions and advice. Most would agree that this demonstrator is pretty smart, but its ‘smartness’ is
derived from the fact that the ‘value’ gained from individual stand-alone agents coordinating their actions

by working in cooperation, is greater than that gained from any individual agent. This is where agents
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really come into their existence. More examples of applications are described later but application domains
in which agent solutions are being applied to or investigated include workflow management, network
management, air-traffic control, business process re-engineering, data mining, information
retrieval/management, electronic commerce, education, personal digital assistants (PDAs), email, digital
libraries, command and control, smart databases, scheduling/diary management, etc. Indeed, as Guilfoyle
(1995) note “in 10 years time most new IT development will be affected, and many consumer products will
contain embedded agent-based systems”. The potential of agent technology has been much hailed, e.g. a
1994 report of Ovum’s, a UK based market research company, is titled “Intelligent agents: the new
revolution in software” (Ovum, 1994). The same firm has apparently predicted that the market sector totals
for agent software and products for USA and Europe will be worth a substantially higher number by the
year 2000 in contrast to an estimated 1995 figure (Guilfoyle, 1995). Moreover, as King (1995) notes
telecommunications companies like BT and AT&T are working towards incorporating smart agents into
their vast networks. Entertainment, e.g. television, and retail firms would like to exploit agents to capture
our program viewing and buying patterns respectively. Computer firms are building the software and
hardware tools and interfaces which would harbor numerous agents. Reinhardt (1994) reports that IBM
plans (or may have already done) to launch a system, the IBM Communications Systems (ICS), which
would use agents to deliver messages to mobile users in the form they want it, be it fax, speech or text,
depending on the equipment the user is carrying at the time, e.g. a PDA, a portable PC or a mobile phone.
At BT Laboratories, they have also carried out some agent-related research on a similar idea where the
message could be routed to the nearest local device, which may or may not belong to the intended recipient
of the message. In this case, the recipient’s agent negotiates with other agents for permission to use their
faciliﬁes, and takes into consideration issues such as costs and bandwidth in such negotiations (Titmuss et
al., 1996). At MIT, Pattie Maes’ group is investigating agents that can match buyers to sellers or which can
build coalitions of people with similar interests. They are also drawing from biological evolution theory to
implement demonstrators in which some user only possesses the “fittest’ agents: agents would ‘reproduce’

and only the fittest of them will survive to serve their masters; the weaker ones would be purged.
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To reach a common base for placing existing agents into different agent classes, SW engineering
society investigates a agent typology (Nwana, 1996). A typology refers to the study of types of entities.
There are several dimensions to classify existing software agents.

Firstly, agents may be classified by their mobility, i.e. by their ability to move around some network.
This yields the classes of static or mobile agents.

Secondly, they may be classified as either deliberative or reactive. Deliberative agents derive from the
deliberative thinking paradigm: the agents possess an internal symbolic reasoning model and they engage
in planning and negotiation in order to achieve coordination with other agents. These agents on the contrary
do not have any internal symbolic models of their environment, and they act using a stimulus/response type
of behavior by responding to the present state of the environment in which they are embedded (Ferber,
1994).

Thirdly, agents may be classified along several ideal and primary attributes, which agents should
exhibit. BT Labs have identified a minimal list of three: autonomy, learning and cooperation. These three
minimal characteristics derive four types of agents, which should be derivable from the basic agents listed
in the Figure 1.1:

o Collaborative agents;

o  Collaborative learning agent;

e Interface agents;

e Truly smart agents.

However, these distinctions are not definitive. For example, with collaborative agents, there is more
emphasis on cooperation and autonomy than on learning. Hence, we do not imply that collaborative agents
never learn. Likewise, for interface agents, there is more emphasis on autonomy and learning than on
cooperation. Some SW engineering people do not consider anything else which lie outside the ‘intersecting
areas’ to be agents. For example, most expert systems are largely ‘autonomous’. But they usually do not
cooperate or learn. Ideally, in our view, agents should do all three equally well, but this is an aspiration
rather than the reality. Truly smart agents do not yet exist. Maes (1995a) noted that “current commercially
available agents barely justify the name”, but alone the word ‘intelligent’. Foner (1997) is even more

incandescent. Though he wrote this in 1997, it is still applicable today: “... I find little justification for most
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of the commercial offerings that call themselves agents. Most of them tend to excessively
anthropomorphize the software, and then conclude that it must be an agent because of that very
anthropomorphization, while simultaneously failing to provide any sort of discourse or “social contract”
between the user and the agent. Most are barely autonomous, unless a regularly scheduled batch job counts.

In principle, by combining the two constructs so far (i.e. static/mobile and reactive/deliberative) in
conjunction with the agent types (i.e. collaborative agents, interface agents, etc.), one could have static
deliberative collaborative agents, mobile reactive collaborative agents, static deliberative interface agents,
mobile reactive interface agents, etc. But these categories, though quite a mouthful, may also be necessary
to further classify existing agents.

To summarize, SW engineering groups identify seven types of SW agents to date:

Collaborative agents

e Interface agents

¢ Mobile agents

e Information/Internet agents

e Reactive agents

Smart Agents

These agents are more application specific, and should fit into the application agent abstraction level
proposed in Figure 1.1.

There are some applications, which combine agents from two or more of these categories, and they are
referred as heterogeneous agent systems. Such applications already exist even though they are relatively
few. Another issue (for completeness sake) is that agents need not be benevolent to one another. It is quite
possible that agents may be in competition with one another, or perhaps quite antagonistic towards each
other. However, we view competitive agents as potential subclasses of all these types. That is, it is possible
to have competitive collaborative-type agents, competitive interface agents, competitive information

agents, etc.
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4.1.3 Historical Milestone

1996:

KQML was used in building agent system, which was a language and protocol for exchanging

information and knowledge.

Buschmann et al, proposed a layered agent architecture, an agent layered model was proposed

based on the agent behavior;

FIPA worked to develop and promote standardization in the area of agent interoperability since

this year.

ACL: Service language was a new class of language designed to facilitate service description,

service discovery, and application data exchange. Examples include:

o

O

o

1997:

toolTalk (DEC circa ‘96)
E-speak (HP)

BizTalk (Microsoft et. al.)

JAFIMA agent platform was built on the agent layered architecture by Kendall et al.

Approaches to sharing objects in a distributed system evolved over the past 15 years.

O

@)

e}

CORBA

Distributed Computing Environment (DCE) developed by the Open Group in the early
90’s

Java

Jini

RMI

Enterprise Java Beans (EJB).

OLE/COM/DCOM/ActiveX (Microsoft).

SOAP: The Simple Object Access Protocol.

First International Autonomous Agent Conference
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OMG recommended standards for agent technology where appropriate — particularly the OMG’s

Object Management Architecture (OMA)

1998:

Second International Conference On Autonomous Agent.

Agent Standardization: US DARPA had several research programs that addressed various aspects
of agent technology. These included: Control of Agent-based System; Advanced Logistics
Projects; DARPA Agent Makeup Language.

Agent Standardization: CLIMATE (Cluster for International Mobile Agents for
Telecommunication Environments. It represented a pool of agent-related projects within the
European Union. CLIMATE was formed in Spring 1998, and currently comprises of 14 core
projects, and investigates various application areas, such as service control in fixed and mobile

networks, telecommunications management, E-Commerce, and multimedia applications.

1999:

Mobile Agent and Mobile Agent System formalized.

FIPA published standard requirements for FIPA Agent Platform, which contained four core
components: Agent Software (A), Agent Management System (AMS), Directory Facilitator (DF)
and Agent Communication Channel (ACC). IIOP was used as transport protocol.

Over 60 MAS/MASS systems finished beta version, and put into commercial running. These
included: AgentSpace, Ajanta, Concordia, and others (see Table 3.1)

More Agent development platform were built and put into practical use. These included JAE,

JavaNetAgent and others. (see Table 3.1).

2000:

Agent Standardization: AgentLink. It was Europe’s ESPRIT-fund network of excellence for
agent-based computing. It was a coordinating organization for research and development activities
in the area of agent-based computer systems aimed at raising the profile, quality, and industrial

relevance of agent system in Europe.
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e Over 20 MAS/MASS systems finished beta version, and put into commercial running. These
included: Aglet, CBorg, and others. (see Table 3.1)
e More Agent development platforms were built and put into practical use. These included

DynamicTAO, IMJA and others. (see Table 3.1).

2001:

e Aalaadin AGR model was proposed for agents system;

e Over 10 MAS/MASS systems finished beta version, and put into commercial running. These
included: JA-Title, TAgents, and others. (see Table 3.1)

e MiLog was finished and put into the practical use. This was the first MASS utilizing HTTP based
inter-agent communication mechanism for information processing (see Table 3.1).

e The second version of AgentSpace was released.

2002

o  First Intelligent Agent and SW Engineering Joint International Conference;

¢ An AGR (Agent-Group-Role) model was proposed, and a first AGR based modeling framework
was built for a participative water management support. This was the first agent application in an
organization-modeling framework.

e The mobile version of AgentSpace was released.

e Another about 10 MAS/MASS systems were released including Agent-Tcl, AgentOS, and others.

4.2 Agent Present

Agent paradigm seems to have potential in almost everywhere in SW engineering, but it is still far
away from any application that shows reasonable industry strength. If agents are going to matter, they must
first be easily integrated into a standard computing environment. This includes:

e Integrated into standard programming languages

e  Able to interact with standard services (e.g. LDAP servers)

¢ Easily integrated into applications that matter (e.g., SAP, MS Office apps, etc.)
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e Able to work well on a heterogeneous network environment. The current agent platform are still

facing many issues in web browsers and web servers.

4.2.1 Open Issues for Agent Paradigm

4.2.1.1 Protocol Design for Complex Interactions in Multi-Agent Systems

We will require a generic approach or protocol engineering to the specification, analysis, and
verification when several agents are involved. This approach should be three folds:1) Starting from semi-
formal specification by means of Protocol Diagrams (e.g. AUML), both formal specification of interaction
protocols and their verification are allowed; 2) Debugging and qualitative analysis: Interactions are based
on distributed observations associated with true concurrency semantics (i.e.CPN unfolding) and ; 3) CPN
formalism is extended to Recursive CPN (RCPN) with abstraction in order to deal with open protocols. The
main interest of abstraction is the design of flexible protocols giving agents more autonomy during

interaction. In addition, abstraction allows concise modeling and easier verification.

4.2.1.2. The Design of Agent Communication Languages

At the agent level, the collaboration among the agents is realized through ACL. In implementing an
application, one should convince oneself that neither (1) a database approach nor (2) a distributed object
approach is appropriate. The open issue is to allow agents talk freely (agent conversation). It defines
allowed/useful/desirable sequences of messages for particular tasks and indicates what messages may fit
best. The following should be considered:

e Allow more intuitive and convenient method for handling messages in context.

e Through conversation composition, scale to different levels of conversation granularity.

e Provide conversation management independent of agent implementation.

¢  Facilitate communication through conversation sharing.

e Both KQML and FIPA ACL include specifications for conversations (or conversation protocols).

e Conversations are not part of the semantic definition of the ACL.

e Conversations focus on an agent’s observable behavior.

e Programmers might find conversations more useful than formal semantics.
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The meaning of primitives is often context/situation dependant and conversations can accommodate
context. Modern ACLs are powerful enough to:
e Encompass several different ways to achieve the same goal

e Achieve several different goals with the same message.

4.2.1.3. Scalability, Stability, and Robustness: Performance Issues

These issues have not been addressed, but are important for the success of agent-based systems.
Empirical investigations need to be carried out to establish suitable minimum levels of performance and,
clearly, these systems have to be elaborated. Alternatively, their stability would need to be proven formally.
Though these issues are non-functional, they are crucial nonetheless.

Agents in deployed multi-agent systems monitor other agents to coordinate and collaborate. However,
as the number of agents monitored is scaled up, two key challenges arise: (i) the number of monitoring
hypotheses to be considered can grow exponentially in the number of agents; and (ii) agents become
physically and logically unconnected (unobservable) to their peers. We need to examine these challenges in
teams of cooperating agents, focusing on a monitoring task that is of particular importance to robust
teamwork: detecting disagreements among team-members. This is not a well-addressed issue, although a
few highly scalable disagreement-detection algorithms have been discussed to guarantee sound detection
in time linear in the number of agents. Clearly this is one area that needs to be explored analytically and

empirically before large scale agent systems can succeed.

4.2.1.4. Separation Between SW Engineering (Multiagent Systems) and the Al Agent
Community

The distance between SW engineering and Al agent community in their agent research has been
narrowed a bit. But there is not enough direct coupling between these two communities until more recently.
They speak different languages, set different goals, and have different ways of looking at these “Agents”. It
is perhps the time for both the communities to merge their ideas, concepts and development appraoches. Al
agent system builders could be using some of the many MAS/MASS systems as an agent deployment

mechanism. MAS/MASS system builder could then learn what is needed to support in a mobile agent
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system. For example, MAS/MASS might have a lot of applications and be useful without them necessarily
being intelligent. On the other hand, some of Al agents do not think much about mobility, so they do not

even think about the particular kinds of problems that MAS/MASS might have in being autonomous.

4.2.1.5. Engineering the Construction of Collaboration in an Agent System

The Pleiades system is a good step in this direction but there is much more research to do. We must
move away from point solutions to point problems, and design methodologies/meta-tool, which allow for

quicker implementation of collaborative agent-based systems.

4.2.1.6. Inter-Agent Coordination

This is a major issue in the design of these agent systems. Coordination is essential to enabling groups
of agents to solve problems effectively. Without a clear theory of coordination, anarchy or deadlock can set
in easily in collaborative agent system. Furthermore, should agents be totally truthful when negotiating
with others or should they be allowed to ‘lie” when it suits them? Coordination is also required due to the
constraints of resource boundedness and time. Much experimental and/or formal work is still required to

address these issues of coordination and negotiation.

4.2.1.7 Legacy Systems:

The thorny issue of what to do with legacy systems is still with us and will always be a problem.

Established techniques and methodologies for integrating agents and legacy systems are still required.

4.2.1.8. How Do These Systems Learn?

Would learning not lead to elaboration? What are the appropriate architectures for different types of
problems? How do you ensure an agent does not spend much of its time learning, instead of participating in

its setup?

4.2,2 Evaluation of Collaborative Agent Systems

This problem is still outstanding. How are they verified and validated to ensure they meet their
functional specifications? Are unanticipated events handled properly? How else would you trust such

systems to run power stations, nuclear installations and chemical plants?
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4.2.3 Mobile Agents and Mobility

Mobile agents are software abstraction that can migrate across the network (hence mobile)
representing users in various tasks (hence agents). This is a contentious topic that attracts many researchers
and repels the same number of others. The ideas of mobile abstractions are probably as old as distributed
systems, first appearing in distributed operation system, such as MOSIX, V Kernel, Sprite, and Mach some
10 years ago: each of them had a process-migration implementation. Unfortunately, these researches did
not lead to industrial adoption in these features.

The term “Mobile Agent” was first introduced by Telescript, which supported mobility at the
programming language level. Many mobile agent systems followed, most implemented in Java, but also in
scripting languages, to supporting mobile code. This is the original idea of designing a mobile agent.

Mobile Agents seem now following the same path. However it is still too early to conclude if it would
fail. In a brief summary, mobile agents have raised considerable interest in research (Agent Tcl, Tacoma,
and Mole...) and in industry (Aglets, Concordia, Jumping Beans...). These prominent application domains
have emerged:

o Data-intensive applications where the data is remotely located and owned by a remote service

provider. This includes E-Commerce, Information Retrieval, and Distributed Computing.

¢ Disconnected computing, such as laptops and PDAs, or extensible servers.

¢ Dynamic deployment of software in heterogeneous environment. One good example could be the

System Administration and Management (in a network environment), extending a mobile agent
out to a remote device to do the work for a user.

However, we are facing a few critical issues:

¢ Application domains have not recorded big successes. There is no MASS deployed in an industrial

setting.

¢ How do MASS relate to other environment/infrastructures that MASS could either contribute to or

benefit from? These include OS migration, middleware environments (Jini, DCOM, CORBA),
networking (active networks, for example), mobile computing.

e Justification of mobile agents with respect to performance, scalability, compatibility,

manageability, fault isolation, and so on.
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e  Better understanding of what should be mobile and when. What should be migrated: data, code or
agent context (for example thread state transfer, which decides the weak/strong mobility of a
mobile agent)? The current trend favors process migration, including the original code. This could
produce a serious problem for both the parent and the child nodes. A better idea may be to move
only the agent context: or in a simple word, move whatever it must be moved, but not all the data
and code.

Among these issues, the agent mobility could be the most essential. Is mobility intrinsically a hard
problem to solve, or is it just at its early development stage? If it is an intrinsic property of an agent, what
should be considered? How does the mobility of an agent affect other related issue in a system such as
security, system performance, collaboration, consistency, locality of reference, flexibility, customization
and other properties? We are still not very certain that problems addressed by MASS can be equally well,
and perhaps more securely resolved by static clients that exchange messages.

Mobile agents are adept to changing platform and environment, but stationary agents are less capable
in this regard. In other words, mobile agents must be able to work in a heterogeneous environment. If an
agent is not mobile, it must use the network to exchange information. This will

e Reduce complexity required by mobility;

e  Encourage specialization within platforms;

¢ Employ well-established protocols;

e  Supports closed-environment philosophy;

e  Results in performance problem in situations requiring high volume or frequency;

e Results in processing inefficiencies when the sum of the specialized agents makes more work than
having a single mobile agent;

e Reducing effectiveness when a connection is lost.

4.2.4 A Few Critical Comments and Conclusions

4.2.4.1 Basic Features of Agents

An Al agent is usually designed with asynchronous message passing. The system shows better

stability. A SW agent is transaction driven. Asynchronous message passing might be less frequently used.
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o A MAS/MASS agent system must be autonomous. This implies a loose coupling of the system.

e Al agent systems and MAS/MASS require different levels of collaboration, they should be
considered at different granularity.

e  Fault tolerance might not be an important requirement for Al agents.

e MASS and MAS: mobility is the property of an agent for MAS/MAS, but not a basic property of
any kind of agent systems. It is the agent context which should be migrated. There are two issues
in making an agent mobile: (a) security, and (b) group communication / group coverage

e Killer application: Mobile agents may require a “Killer” application. The mobile agent paradigm
is in many respects a new and powerful programming paradigm, and its use leads to better
performance in some cases. Nonetheless, most particular applications can be implemented just as
cleanly and efficiently with a more traditional technique. Thus, the advantages of mobile agents
are modest when any particular application is considered in isolation. Instead, researchers must
present a set of applications and argue that the entire set can be implemented with much less
effort. At a minimum, making such an argument demands that the mobile-agent community
actively supports anyone who is writing a high-quality survey of mobile-agent applications, since
no one group will be able to implement a sufficient number of applications. Once a clear
quantitative argument is made, a few major Internet services can be convinced to open their sites
to mobile agents, since they will recognize that agents will lead to more applications based around
their services and hence more users. From there, more Internet services will follow.

e If the MAS/MASS is highly mobile, security will be an intrinsic property of agents. The
importance of security may depend on the system the agent is designed to work. If agents are
designed to work within a closed system, security is less critical. However if the agents are
designed to work in an open system such as VPN, WAN, or a hybrid system, the security is a

critical issue for agents and the system as well.

4.2.4.2 Three Hurdles traced by MAS/MASS

1. Lack of agreed definitions: Agents built by different teams have different capabilities and

definition. Similar agent can be built on different models.
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2. Duplication of efforts: There has been little reuse of agent architecture, design, or
components. People have discussed a lot over this issue, but failed to come to a common
base due to the interests on agents

3. [Inability to satisfy industrial strength requirements: Agents must integrate with existing
software and computer infrastructure. They must also address security and scaling
concerns.

4. In conclusion, despite the criticisms on agent systems for both AI and MAS/MASS by
those within and without other agent camps, there are many industrial applications that
would benefit significantly from them, in just the same way, as there are applications that

would benefit from reactive agents.

4.2.4.3. What Have Made the MAS/MASS Failure?

To be fair, I personally think that the biggest failure comes from the lack of industry strength, or a
practical link to the real application of the agent paradigm. It is true that we do see some commercial
systems. Companies are selling agent-based products or software, but the market share is far beyond the
target expected by the agent community. Both Al and SW engineering community have failed to deploy
commercially useful agent systems although there are over a hundred available online. None of them is
driven by real applications, but simply show cases. The current agent infrastructures and languages tend to
be driven more by notions of computational elegance than practical need. The agent area still remains as

complicated hard-to-understand topic.

4.2.4.4 What Have Convinced Us at Present

Agent as a paradigm for SW engineering: SW engineers have derived a progressively better
understanding of the characteristics of complexity in software. It is now widely recognized that interaction
is probably the most important single characteristic of complex software. They have believed that agents
can be used as a tool for understanding human societies since mobile MAS/MASS provide a novel new tool

for simulating societies, which may help shed some light on various kinds of social processes.
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An agent can be considered as a computer system that is capable of independent action on behalf of its
user or owner. The MAS/MASS is one that consists of a number of agents, which interact with one-
another. In order to successfully interact, agents need the ability to cooperate, coordinate, and negotiate.

To be cost-effective, agents system should be developed to work in a distributed and heterogeneous
environment, and has the ability to share resources. This requires the agents being capable of independent,

autonomous action in order to successfully carry out the tasks that we delegate to them.

4.3 Agent Future

Software agents offer a new paradigm for very large scale distributed heterogeneous applications. It
focuses on the interactions of autonomous, cooperating processes, which can adapt to humans and other
agents, The mobility should be an orthogonal characteristic. Intelligence is always a desirable
characteristic, but is not required by the paradigm. After this project, my primary conclusion is that “The

paradigm is still under construction”. This is based on the following considerations.

4.3.1 Major Concerns and Challenges

4.3.1.1 Using XML to Describe ACL Messages

Both KQML and FIPA ACL are using a LISP-like syntax to describe properly formed ACL messages.
ACL messages have “deeper” semantics (KR-like) than account for the Communicative Act, the Sender
and the Receiver. The deep semantics, in the case of FIPA ACL are described in SL. An ACL message as a
syntactic object has parameters that are not accounted for in the semantics (language, ontology, in-reply-to,
etc.). Syntactically, ACL messages introduce pragmatic elements and a particular syntax useful for parsing
and routing. The syntactic form (e.g., LISP-like) need not be unique. ACL messages can be thought as
having an “abstract syntax”. The abstract syntax “allows” for multiple syntactic representations or
encoding. Examples of encoding are: Lisp-like balanced parenthesis list, XML or even a Java structure.

Beyond XML: RDF (Resource Description Framework) is a W3C metadata standard built on top of
XML RDF data consists of nodes and attached attribute/value pairs, providing the expressive power of

semantic networks. Nodes can be any web resources (pages, servers, basically anything for which one can
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give a URL) including other RDF expressions. Attributes are named properties of the nodes, and their
values are either atomic (e.g., strings, numbers) or other resources or metadata instances.
Other standards are built on top of RDF, including:
o P3P: Platform for Privacy Preference for the exchange of privacy practices and preferences
among Web sites, agents and users.
e PICS: an infrastructure for associating metadata labels with Internet content.
e SHOE is an HTML-based knowledge representation language developed by Jim Hendler et al at

the University of Maryland (http://www.cs.umd.edu/projects/plus/SHOE/). It provides an XML

compliant way of encoding horn clauses and embedding them in web pages a namespace for
shared ontologies defined on other web pages. Similar examples include Interlingua (Grosof et.
al.) and XML encoding of KIF.

e DAML (Darpa Agent Markup Language) will be the next iteration of these ideas.

e Can ACL be a high level language to be understood? Does it provide additional degree for

presentation using efficient solution?

4.3.1.2 Modeling, and Architecture Design

We have discussed a lot of the MAS/MASS modeling, architecture and design, and many examples
have been listed. However, the majority of the current available models, architectures and designs are given
to specific project(s). In other words, they may be application specific. An open architecture design will be
of high priority for both MAS and MASS. There are a number of papers discussing the requirements for an
open architecture of agents, which should provide a relative universal agent platform and fits the major

application domains.

4.3.1.3 Mobility and Mobile Agents

It is still not very clear how, when, and where the mobility should be introduced to the agent, and
which agents should be mobile. If an agent is mobile, what should it carry along? Current requirement for a
mobile agent is to carry mobile code, but not data. A mobile agent is sent to a remote destination to perform
particular task with the use of local data. When the task is finished, the agent should bring the result/output

back. Thus, the mobile agent, in any sense, is not a lightweight object, which prevents its mobility at the
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current network environment due to the security and network bandwidth. A potential solution in future is
that a mobile agent carries only its context, which contains whatever required for performing the task
without any outside interference. An agent works on an assigned task with local resources, and gets the
result out, but not any modification to local host resources. This could make it a lightweight object, and
enhance the security of the system. The final goal of the mobile agent should be working in an open

system.

4.3.1.4 Agent Communication Architecture

There is no well-defined transport protocol for agent systems; it depends highly on the systems itself.
The following agent architectures have been proposed by the FIPA:

Communication protocols:

e Unicast — sending a packet when there is only one sender process and one specific recipient
process.

e Broadcast — sending only one packet and all the hosts in the network recognize and read it.

e Multicast — sending only one packet and all the host that have registered interest recognize and
read it.

Application protocols:

e  Publish/subscribe — decoupled, asynchronous, many-to-many, event-driven communication.

e Request/reply — decoupled, synchrounous, one-to-many, demand-driven communication.

* Solicit/response — asynchronous request/reply.

Message routing:

¢  Subject-based.

e Content-based.

Message properties:

e  Format repository service.

e  Self-describing format.

e Transforming/transition service.

e  Message priority.
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e  Message expiration.

These are just propsoed agent communication architectures, we may need a standard for it. There is an
urgent need for communication agents to agree on the agent-level protocols they will use. This protocol is
often conveyed via an extra parameter on a message (for instance, ask: from Alice: to Bob...: protocol
auction 42). The current common protocols are : Contract Net, Various Auction Protocols, Name
Registration. We also require the protocol defined in terms of constraints on possible conversation and can
be expressed as: Grammars (e.g. DFAs, ATNs) Petri Net Rules or axioms ete. We have to decide which of

these requirements are neccessary, and which are optional (application dependent).

4.3.1.5 Agent Platform Development Tools

Most available agent platform development tool kits are Java based, since this is the programming
language easily run across platforms. However, most of the Java program code is relatively hervyweight,
and does not work well through network if the agent (seen as a SW program) is too complicated. We need a
more general agent platform development tool kit which can build lightweight agents for a complicated

application. This means that the agent platform supports a high-level programming language.

4.3.1.6 Industry Strength

We have seen rapid progress of MAS/MASS system development since 90s. However this trend has
not shown any industry strength yet. There could be many reasons for this, but I would say that this
technology is not matured to meet the basic requirements as an industry product. There is no final release

date. The future seems to be there, but we do not know how far away it is yet.

4.3.1.7 What Does It Take to Remain an Important Distributed Paradigm in the Next

Decade? Can Agent Paradigm be the One?
I would suggest the following merits associated with the agent paradigm:
e Naturally resource sharing.
e Autonomous, decentralized and loose coupled.
e  Security for a remote application running on hybrid systems.

¢ Data consistency.
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¢  Mobility.
It seems that the agent paradigm posses all of them, thus could be a good candidate for the next

generation distributed system.

4.3.2 A Few Key Ideas for Agent Future

Based on the current agent paradigm status, and its history in the past 10 years, it is still hard to predict
if the paradigm will be dominant over the others in a foresecable future. I do see a period, during which
substantial progresses have been made in the agent paradigm. This is the period between 1996- 2001.
However the agent paradigm lacks the industry strength from the very beginning, and it has not shown any
sign of greater improvement. I would ask myself a few questions before going to the key ideas:

e Isthe agent paradigm suitable for all applications?

e  What does it take to remain an important distributed paradigm in the next decade?

Frankly speaking, I do not have answers for them. However this does not prevent me from suggesting
the following key ideas for the agent paradigm in future based on my own analysis:

e Software agents offer a new paradigm for very large scale distributed heterogeneous applications.

e The paradigm focuses on the interactions of autonomous, cooperating processes, which can adapt
to humans and other agents.

e Agent communication language is a key enabling technology;

e Mobility is an orthogonal characteristic, which someone considers as a peripheral issue.

e Intelligence is always a desirable characteristic but is not strictly required by the paradigm. The
paradigm and associated technology are still evolving.

e Agent communication: Agent-agent communication is key in realizing the potential of the agent
paradigm. Since interoperability is a defining characteristic of agents, standards are important!
Candidates for standardization include

o Agent architecture.
o Agent communication language.
o Agent interaction protocols.

o Agent knowledge.
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o Agent programming languages.

o Agent methodology.

The KSE offers a four-part methodology for developing complex agent-based systems:

Collect/construct necessary ontologies.

Use standard, published ontologies if possibie.

Develop (and publish) new components as needed.

Use common tools, e.g. Ontolingua, GFP etc.

Choose common representation language(s) e.g., SQL or KBMS with KIF as a recommended
default.

Use an ACL like KQML as communication language extended with new performatives and
protocols as needed.

Identify and define new higher-level protocols e.g., for negotiation, purchasing, cataloging, etc.

What’s needed tomorrow?

Further develop semantics of ACLs.

Common content languages and ontologies.

A language for describing agent actions, beliefs, intentions, and so on.

Better handle on metadata. An abstraction and applicable to many content languages.

Declarative and learnable protocols. Languages for defining higher-level protocols based on more
primitive ones.

Practical agent knowledge sharing.

“Social” mechanisms for distributing information and knowledge.

Frameworks for controlling collections of agents, e.g., artificial markets, natural selection, etc.

I agree fully with these sentiments, which is why we believe agent technology is not a passing fad.

People have now overviewed a broad range of work, which goes under the banner of ‘agents’. They have

outlined their various promises as well as their challenges. However, apart from such technical issues, there

is also a range of societal (i.e. social) and ethical problems, which are looming. Donald Norman writes:

“Probably all the major software manufacturers are exploring the use of intelligent agents. Myths,

promises, and reality are all colliding. But the main difficulties I foresee are social, not technical. How will
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intelligent agents interact with people and perhaps more importantly, how might people think about
agents?” (Norman, 1994). Many people disagree with Norman regarding the major technical hurdles ahead.
As shown in the previous section, there are some extremely demanding technical issues to be resolved in
most of the agent classes reviewed. H(\>wever, he did pose an extremely pertinent question.

There are issues, which society would have to grapple with through various legislations and they

would be very thorny. They include the following:

e  Privacy: how do you ensure your agents maintain your much needed privacy when it acts on your
behalf?

o Responsibility: which goes with relinquished authority: when you relinquish some of your
responsibility to software agent(s) (as you would do implicitly), be aware of the authority that is
being transferred to it/them. How would you like to come back home after a long hard day at work
being the proud owner of a used car negotiated and bought for, courtesy of one of your (Kasbah)
software agents? How do you ensure the agent does not run amok and run up a huge credit card
bill on your behalf?

e Legal issues: following on from the latter, imagine your agent (which you probably bought off-
the-shelf and customized) offers some bad advice to other peer agents resulting in liabilities to
other people, who is responsible? The company who wrote the agent? You who customized it?
Both? We envisage a new raft of legislation, which should be developed in the future to cover
software agents.

e Ethical issues: these would also need to be considered. We already concerned enough about the
ethics of software agents that an agent etiquette has been proposed for information service and
user agents as they gather information on the WWW. They include the following:

o Agents must identify themselves;

o They must moderate the pace and frequency of their requests to some server;
o They must limit their searches to appropriate servers;

o They must share information with others;

o They must respect the authority placed on them by server operators;

o An agent’s services are accurate and up-to-date.
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Etzioni (1994) has proposed others including:

e  Safety - the agent should not destructively alter the world;

¢ Tidiness - the agent should leave the world as it found it;

o  Thrift - the agent should limit its consumption of scarce resources;

e Vigilance - the agent should not allow client actions with unanticipated results.

However, such issues are not that critical immediately, but would be in the medium to long terms. In
the short term, we expect some basic agent-based software to be rolled out e.g. some basic interface agents
such as mail filtering or calendar scheduling agents. More basic mobile agent services would also be
provided in the short term. We can also predict comfortably that many vendors would claim that their
products are agent-based even though they most certainly are not. For example, we are already hearing of
‘compression agents’ and ‘system agents’ when ‘disk compressors’ and ‘operating systems’ would do
respectively, and have done in the past. As Guilfoyle (1995) warns: “there is a danger, however, that
customers may be disappointed by the gap between colorful press reports about smart agents handling half
the work, and the reality of ‘if-then’ rules for message routing”. In the medium term (3 to 5 years), some
more decent agent applications would be rolled out for most of the classes of agents overviewed in this
paper. Perhaps, there would be collaborative agents and/or integrated heterogeneous agent applications
doing limited, but real workflow or air traffic management or controlling real telecommunication networks
etc., rather than just simulations. Useful, but limited, interface agents should be available which perform
roles including the following: eager assistants, WWW guides, memory aids, entertainment and WWW
filters/critics. Indeed, Agents Inc. - a Boston-based agents company, is already marketing the HOMR/Ringo
system as Firefly. Open Sesame — another interface agent that employs a neural network learning technique
is already on the market from Charles River Analytics (Cambridge, MA). Vendors would soon roll out
more mobile and information agent applications and languages. We expect reactive and/or hybrid agent
technology to start delivering some real everyday industrial applications during this period. Furthermore,
during this medium term, we expect the WWW to be commercialized to some degree, enabling agents of
different classes to play a role in paying for services and performing some restricted buying and selling on
our behalf, as Kasbah agents propose to do. We would also start seeing a proliferation of specialist agents’

conferences: agents in the aviation industry, agents in law, etc. We also envisage that the new domain of

157



agent-based software engineering will grow from strength to strength. In the long term (> 7 years), we
would expect to see agents which approximate true ‘smartness’ in that they can collaborate and learn, in
addition to being autonomous in their settings. They would possess rich negotiation skills and some may
demonstrate what may be referred to, arguably, as ‘emotions’. We caution against the usage of words such
as the latter, not least because the agent literature does not work with such vocabulary, which have subtle
and complex meanings in the human context (Smith, 1996a). However, it is also at this stage society would
need to begin to confront some of the legal and ethical issues which are bound to follow the large scale
fielding of agent technology. In the long term too, agents would also provide another design approach to
constructing complex pieces of software.

The MAS/MASS think the agent that “they can’t fly yet, but intelligent agents and smart software are
beginning to walk”. Our view is different: using Indermaur’s metaphor, we argue that limited software
agents are just to about to ‘crawl’ out of research laboratories; apart from a few interface and information
agents. In summary, we believe, like Greif (1987, 1988a, 1988b), that agents can have an enormous effect,
but that this will appear in everyday products as an evolutionary process, rather than a revolutionary one
predicted by much press coverage. For example, the Ovum figures quoted in Guilfoyle’s (1995) paper
suggest a seven to eight fold increase in the agents market, in Europe and USA alone by the year 2002 -
this suggests a revolution! But today’s market does not match this prediction! Greif notes correctly that
agents would initially leverage simpler technologies available in most applications (e.g. word processors,
spreadsheets or knowledge-based systems). Then agents would gradually be evolved into more complicated
applications. We hope the over optimistic claims about agent technology are moderated. It is a sad fact that
the only jarring voice in this hymn of confidence about agent technology comes from those doing the real
research, and who know what some of the real technical, social and ethical challenges are.

Finally, we should ask what has to be taken for agents to remain as an important distributed paradigm
in the next 10 years. If we could list some critical requirements for this, can this be for agent paradigm?
This is a very important question for software engineering community, and I have no sufficient knowledge

to answer it based on what I know of the current MAS/MASS status.
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Appendix

AgentSpace: A Next Generation Mobile Agent System

Nowadays there are many MAS/MAsS proposals (Table 3.1). Among of them, Telescript, IBM Aglet,
AgentOS, Agent-Tcl, Odeyssey, Concordia, and Tacoma are the most representative ones. They serve
roughly the same purpose and present a common set of functionalities. They also present some important
technical and even conceptual differences. For instance, Telescript used to be the usual reference for MAS
developed at a highly technological level (White, 1994). However, it is a proprietary system with a
difficult-to-learn programming language, and badly suited for a dynamic and open environment such as the
Internet. On the other hand, some systems such as ffMAIN are language and system independent. However,
it shows severe limitations on the overall performance and difficulties in developing complex applications.
IBM Aglets provides the current reference on Java-based MAS, but it lacks an elaborate object model, e.g.,
it does not have the notion of execution hierarchically and management of agent families and clusters. The
rest of the MAS/MASS in Table 3.1 are built for specific applications, or limits on particular platforms.
Thus they lack a common base to be flexible, open, reliable, secure and efficient agent-based applications
(ABA).

In order to support the development and execution of such a MAS/MAsS, they should incorporate a
good combination of features from existing MAS/MAsS. For example, they should support the
independence protocol of TCP/IP and/or HTTP-based MAS/MAsS. AgentSpace is one of such systems,

which has been developed to meet these requirements.

AgentSpace Concept

AgentSpace is a Java-based agent framework. It has been built on the top of Voyager from
ObjectSpace, which is the agent platform built in 1997 for a MAsS system. As a MAS/MASsS framework,
the AgentSpace has it’s own conceptual model/architecture. It is composed by three complementary
components: AES, for Agent Execution System; ACS, for Agent Class System; and AEE, for Agent

Execution Environment. These three sub-systems provide the “building blocks” of any type of
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MAS/MAsS. The AgentSpace group is now working on other relevant sub-systems / components to
develop, manage and monitor agent-based applications. Inside the ACS, it contains basic agent class, which
fits the features of the basic agent abstraction provided in Figure 1.1. This means that it can be used to build

agents required by both the Al and SW engineering societies.

AgentSpace Features

The AgentSpace defines ABA as a dynamic, potentially large-scale distributed application in an open
and heterogeneous context such as the Internet. The basic conceptual unit for designing and building ABAs
is the agent (atomic unit). The AgentSpace understands the notion of ABA.

ABA applications, built/run on the AgentSpace, have a number of characteristics and requirements that
have been dealt with independently as early as at its design phase. It is their combination that poses
problems;

e Autonomous: Each user creates and maintains his/her own agents using his/her own resources

and/or using resources from others.

e  Heterogeneous: Each user has bought, got used to and used different interfaces, machine
architectures, programming languages, database systems, communication packages, operating
systems and so on.

e Open: Some agents may depend on other agents and applications, even from external
organizations. This means agents will have to inter-operate with other (legacy) information
systems (applications, databases and so on).

e Dynamic: Agents are added, updated and removed at any time without prior notice. They will have
to cope with unavailability, new interfaces, oscillating bandwidths, and other variable
characteristics.

e  Robust: Agents can tolerate different kinds of failures on machines, networks or at any level of
software applications.

e  Secure: The system provides different levels of security depending on each particular part of the

whole application. There is public, place-specific, and administrative access control unit.
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Agent Transport Protocol

AgentSpace supports multiple transport protocols that mean the TCP and/or HTTP. It is well suited for

applications running on an Internet.

Agent Communication

AgentSpace applies the agent communication architecture from that used in Voyager framework,
which is very flexible. It provides for asynchronous, synchronous, and in the future, remote methods.
References to remote virtual objects can be passed as parameters to methods and can be serialized. Method
calls across address spaces have the same semantics as local method calls; they are fully polymorphic,

allowing access to local and remote objects through virtual object proxies using exactly the same syntax.

AgentSpace Help and Tools

AgentSpace provides good help and development tool kits, which make the framework easy to learn
and use. A good help example is the “VirtualShop” application, which is composed by an open and
dynamic set of shoppers. These shoppers want to advertise and sell their specific products. A trusted
company manages the VirtualShop. In this sample application, the perspective programmer is guided

through the following steps:
e How to create agents;

e  Agent creation from another agent;
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e  Obtain reference to agents;
e Agents navigate;

e  Agents communicate.

Summary

AgentSpace is a Java framework to support, manage and develop future ABAs. This MAS/MAsS
framework provides most of the features required by current agent framework:

e It supports dynamic and distributed applications. Creation of agents is in a transparent, clean and

easy process;

e It provides a very extensible and elegant way to handle security policies related to the access and

interactions between the agent and host users, and between the agents themselves;

e It provides a well-integrated association between users and agents/locality;

e It support subject concepts, which is inherited from the technology of Voyager;

o It supports multiple platforms due to Java itself with its recent features, namely reflection,

dynamic class loaders and object serialization.

o [t provides a generic “Agent Manager Tool” with GUI and a prototypical electronic payment

system based on SET.

Another good thing for AgentSpace is the fact that it is built on the top of Voyager Project. The
Voyager project is a well-established agent framework project, which started in the mid-1996. It provided
the first ObjectSpace press release on 2 April 1997, and shipped their first evaluation release later in 1997.
It supplies both source code and tools, which are very helpful. A great deal of documentation (User Guide,
Technical Overview and comparison white paper) is available for Voyager via both the distribution and it’s
web site, and most of them are referential to AgentSpace. Voyager comes also with several dozens
examples, most of which are trivial, but well focused, short pieces of code that highlight a particular aspect
of the system. These samples are also applicable to AgentSpace.

There are many research groups and companies riding the current wave of popularity of MAS/MAsS.

Each wants to be the one that provides the breakthrough system we all end up using. It is hard to be there
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since the ABA is diverse, and the MAS/MASS is still at the stage of development. I name the AgentSpace
as the “most representative” one based on the following:
e Availability: The AgentSpace is commercially available now, and it shows some industry
strength with applications in the E-Commerce;
e  The feature set is almost completed, which meets the ABA requirement;
e It is well documented for its architecture, model and communication and installation, and it is
relatively easy to operate.
There are two aspects, in which AgentSpace is a bit weak: 1) agent interactions; 2) system security
when an agent migrates across organizations (inter-organization migration) in a corporate network. These

are two common issues faced by all MAS/MAsS.
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