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Abstract

Behavior of the Posterior Distribution of Common Mean in Case of two Normal Populations

Jun Zhao

In this thesis we consider the estimation of common mean of two normal populations and investigate the theoretical behavior of the posterior density, its mean and variance when the scale parameter of the prior is extremely large or small. We further investigate the behaviour of the posterior and its mean and variance when the distance between the mean of the normalized likelihood and the mean of prior becomes large. The choice of prior distribution considered is from normal and $t$-densities.
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Chapter 1

Introduction

1.1 Introduction

Let \((X_1, \ldots, X_m)\) be a random sample from \(N(\theta, \sigma_1^2)\), and \((Y_1, \ldots, Y_n)\) be that from \(N(\theta, \sigma_2^2)\). The problem of statistical inference on the parameter \(\theta\) is known as the common mean problem and arises usually in combining information from two independent sources. This problem was first considered by Fisher (1935) and was later generalized by Cochran (1937) for \(k \geq 2\) normal populations and it subsequently attracted enormous attention of researchers. The reader is referred to Ahmad et al. (1991) for a short review concerning estimation of \(\theta\). The reader may further be referred to the paper by Chaubey and Gabor (1981) for providing another look at Fisher’s solution and related references. Box and Tiao (1973) have discussed Bayesian
inference concerning \( \theta \), using a non-informative prior. In this thesis we concentrate on the Bayesian inference about the common mean \( \theta \) for two normal populations. The motivation for the approach pursued here comes from the paper of Fan and Berger (1991) which considers the case of single normal population.

### 1.2 Form of the Likelihood Function

Denoting the sample observations by \((x_1, \ldots, x_m)\) and \((y_1, \ldots, y_n)\) from the two normal populations respectively, we may easily write the general likelihood function for \( \theta \) given \((\sigma_1^2 \text{ and } \sigma_2^2)\) as

\[
 l(\theta|\sigma_1, \sigma_2, \bar{x}, \bar{y}) = l_x(\theta)l_y(\theta),
\]

where \( l_x(\theta) = (2\pi)^{-\frac{m}{2}} \sigma_1^{-m} \exp\left\{-\frac{\sum_{i=1}^{m} (x_i - \theta)^2}{2\sigma_1^2}\right\} \) is the likelihood function of \( \theta \) with respect to sample of \( X \)-observation and \( l_y(\theta) = (2\pi)^{-\frac{n}{2}} \sigma_2^{-n} \exp\left\{-\frac{\sum_{j=1}^{n} (y_j - \theta)^2}{2\sigma_2^2}\right\} \) is that for the sample of \( Y \)-observation.

However, when \( \sigma_1 \) and \( \sigma_2 \) are unknown, the likelihood function of \( \theta \) can be defined by integrating the above likelihood function with respect to the noninformative prior \( \sigma_1^{-2} \sigma_2^{-2} \text{d}\sigma_1^2 \sigma_2^2 \) for \((\sigma_1^2, \sigma_2^2)\) giving:
\begin{equation}
l(\theta | \tilde{x}, \tilde{y}) = \int_0^\infty (2\pi)^{-\frac{m+n}{2}} \sigma_1^{-m} \sigma_2^{-n} \exp\left\{-\frac{\sum_{i=1}^m (x_i - \theta)^2}{2\sigma_1^2} - \frac{\sum_{j=1}^n (y_j - \theta)^2}{2\sigma_2^2}\right\} \sigma_1^{-2} \sigma_2^{-2} d\sigma_1 d\sigma_2
\end{equation}

\begin{align*}
&= \int_0^\infty (2\pi)^{-\frac{m}{2}} \sigma_1^{-m-2} \exp\left\{-\frac{\sum_{i=1}^m (x_i - \theta)^2}{2\sigma_1^2}\right\} d\sigma_1^2 \times \int_0^\infty (2\pi)^{-\frac{n}{2}} \sigma_2^{-n-2} \exp\left\{-\frac{\sum_{j=1}^n (y_j - \theta)^2}{2\sigma_2^2}\right\} d\sigma_2^2 \\
&= \frac{\sqrt{m} K_{m-1}}{s_1} (1 + \frac{m(\hat{\theta} - \bar{z})^2}{m - 1})^{-m/2} \times \frac{\sqrt{n} K_{n-1}}{s_2} (1 + \frac{n(\hat{\theta} - \bar{y})^2}{n - 1})^{-n/2}
\end{align*}

\begin{equation}
= f_{m-1}(\frac{\bar{x} - \hat{\theta}}{s_1} \sqrt{m}) f_{n-1}(\frac{\bar{y} - \hat{\theta}}{s_2} \sqrt{n}),
\end{equation}

(1.2.2)

where \( \bar{x} = \frac{1}{m} \sum_{i=1}^m x_i, \) and \( \bar{y} = \frac{1}{n} \sum_{j=1}^n y_j, \) and \( \sigma_1^2 = (m - 1)^{-1} \sum_{i=1}^m (x_i - \bar{x})^2 \) and \( \sigma_2^2 = (n - 1)^{-1} \sum_{i=1}^n (y_i - \bar{y})^2 \) and \( f_\nu(t) = K_{\nu-1}(1 + \frac{t^2}{\nu})^{-\frac{\nu}{2}} \) represents \( t \)-density function with degree of freedom \( \nu \), the constant \( K_{\nu-1} \) being given by

\begin{equation}
K_{\nu-1} = \frac{\Gamma(\frac{\nu}{2})}{\Gamma(\frac{\nu - 1}{2}) \sqrt{(\nu - 1)\pi}}.
\end{equation}

(1.2.3)

### 1.3 Form of the Posterior Distribution

To be able to perform Bayesian inference on \( \theta \), we need to specify a prior distribution for it. In what follows, we consider the choice between two priors, namely, the normal prior and the \( t \)-prior and analyze the resulting posterior.
Let \( p(\theta) \) denote the prior density for \( \theta \). Then the general form of posterior distribution of \( \theta \) is given by the following probability density function:

\[
\pi(\theta|\tilde{x}, \tilde{y}) = \frac{l_x(\theta)l_y(\theta)p(\theta)}{\int_{\Theta} l_x(\theta)l_y(\theta)p(\theta)d\theta}, \quad \text{for } \sigma_1 \text{ and } \sigma_2 \text{ known,} \tag{1.3.1}
\]

and

\[
\pi(\theta|\tilde{x}, \tilde{y}) = \frac{l(\theta|\tilde{x}, \tilde{y})p(\theta)}{\int_{\Theta} l(\theta|\tilde{x}, \tilde{y})p(\theta)d\theta}, \quad \text{for } \sigma_1 \text{ and } \sigma_2 \text{ unknown,} \tag{1.3.2}
\]

We will assume \( p(\theta) \) to have one of the following two forms:

\(< 1 > \text{ Normal prior} \)

\[
p(\theta) = (2\pi)^{-1/2} \tau^{-1} \exp\left\{ -\frac{(\theta - \mu)^2}{2\tau^2} \right\}. \tag{1.3.3}
\]

\(< 2 > \text{ } t\text{-prior} \)

\[
p(\theta) = \frac{K_{i-1}}{\tau} (1 + \frac{(\theta - \mu)^2}{(i-1)\tau^2})^{-i/2}. \tag{1.3.4}
\]

where the parameter \( \mu \) represents the best prior guess for \( \theta \) and the scale parameter \( \tau \) measures the accuracy of \( \mu \).

### 1.3.1 Normal Prior

a) if \( \sigma_1, \sigma_2 \) known:

When the prior is normal density as given (1.3.3), we can easily get the posterior distribution function corresponding the nature of normal distribution:
\[ \pi(\theta | \bar{x}, \bar{y}) \propto N(\theta_{(\mu, \bar{x}, \bar{y})}, \sigma^2_{(\mu, \bar{x}, \bar{y})}) \]  

(1.3.5)

where

\[ \theta_{(\mu, \bar{x}, \bar{y})} = \frac{\frac{1}{\gamma} \mu + \frac{m}{\sigma_1^2} \bar{x} + \frac{n}{\sigma_2^2} \bar{y}}{\frac{1}{\gamma} + \frac{m}{\sigma_1^2} + \frac{n}{\sigma_2^2}}, \quad \sigma^2_{(\mu, \bar{x}, \bar{y})} = \left[ \frac{1}{\gamma^2} + \frac{m}{\sigma_1^2} + \frac{n}{\sigma_2^2} \right]^{-1}. \]

b) if \( \sigma_1, \sigma_2 \) unknown:

From (1.3.2), we get posterior density:

\[ \pi(\theta | \bar{x}, \bar{y}) = \frac{\exp\left\{ -\frac{(\theta - \mu)^2}{2\tau^2} \right\} (1 + \frac{m(\theta - \bar{x})^2}{(m-1)\sigma_1^2})^{-m/2} (1 + \frac{n(\theta - \bar{y})^2}{(n-1)\sigma_2^2})^{-n/2}}{\int_{\Theta} \exp\left\{ -\frac{(\theta - \mu)^2}{2\tau^2} \right\} (1 + \frac{m(\theta - \bar{x})^2}{(m-1)\sigma_1^2})^{-m/2} (1 + \frac{n(\theta - \bar{y})^2}{(n-1)\sigma_2^2})^{-n/2} d\theta}. \]

(1.3.6)

1.3.2 \( t \)-Prior

a) if \( \sigma_1, \sigma_2 \) known:

when the prior is given by a \( t \)-distribution as in (1.3.4), the form of posterior is given as:

\[ \pi(\theta | \bar{x}, \bar{y}) = \frac{[1 + \frac{(\theta - \mu)^2}{(l-1)\tau^2}]^{-l/2} \exp\left\{ -\frac{(\theta - \theta_{(x, y)})^2}{2\sigma^2_{(x, y)}} \right\}}{\int_{\Theta}[1 + \frac{(\theta - \mu)^2}{(l-1)\tau^2}]^{-l/2} \exp\left\{ -\frac{(\theta - \theta_{(x, y)})^2}{2\sigma^2_{(x, y)}} \right\} d\theta}, \]

(1.3.7)

where

\[ \theta_{(x, y)} = \frac{m\sigma_2^2 \bar{x} + n\sigma_1^2 \bar{y}}{m\sigma_2^2 + n\sigma_1^2}, \quad \sigma^2_{(x, y)} = \frac{\sigma_1^2 \sigma_2^2}{n\sigma_1^2 + m\sigma_2^2}. \]

Obviously, \( \theta_{(x, y)} \) is between \( \bar{x} \) and \( \bar{y} \).
b) if $\sigma_1, \sigma_2$ unknown:

In this case, the posterior does not have simple form. The nature and behavior of these complex forms are discussed in the chapter IV of the thesis.

The posterior has following form:

$$
\pi(\theta | \bar{x}, \bar{y}) = \frac{(1 + \frac{m(\theta - \bar{\theta})^2}{(m-1)x_2^2})^{-m/2}(1 + \frac{n(\bar{\theta} - \bar{y})^2}{(n-1)y_2^2})^{-n/2}(1 + \frac{(\theta - \mu)^2}{(l-1)\tau^2})^{-l/2}}{\int_{\Omega} (1 + \frac{m(\theta - \bar{\theta})^2}{(m-1)x_2^2})^{-m/2}(1 + \frac{n(\bar{\theta} - \bar{y})^2}{(n-1)y_2^2})^{-n/2}(1 + \frac{(\theta - \mu)^2}{(l-1)\tau^2})^{-l/2} d\theta}.
$$  

(1.3.8)

Comparatively, this formula is much more complex than the other formulas above.

We will do more analyzing on it.

1.4 Some Notations

We will discuss behavior of the posterior distribution along with its mean and variance in following chapters. We introduce some notations in the following section which will be used throughout the thesis.

Define $E^i(\theta^i)$ for $i \geq 0$ as follows. When $\sigma_1$ and $\sigma_2$ are known,

$$
E^i(\theta^i) = \frac{\int_{\Omega} \theta^i l(\theta | \sigma_1, \sigma_2, \bar{x}, \bar{y}) d\theta}{\int_{\Omega} l(\theta | \sigma_1, \sigma_2, \bar{x}, \bar{y}) d\theta},
$$

(1.4.1)

and when $\sigma_1$ and $\sigma_2$ are unknown,

$$
E^i(\theta^i) = \frac{\int_{\Omega} \theta^i l(\theta | \bar{x}, \bar{y}) d\theta}{\int_{\Omega} l(\theta | \bar{x}, \bar{y}) d\theta},
$$

(1.4.2)
Thus the mean and the variance of the normalized likelihood, denoted by \( \delta_{(x,y)} \) and \( V(x,y) \) respectively are given by;

\[
\delta_{(x,y)} = E'(\theta), \quad (1.4.3)
\]

and

\[
V(x,y) = E'(\theta^2) - [E'(\theta)]^2. \quad (1.4.4)
\]

Further define the mean \( \delta^*_{(x,y)} \) and the variance \( V^*_{(x,y)} \) of the posterior distribution as follows;

\[
E^*(\theta^i) = \int_{\theta} \theta^i \pi(\theta|\bar{z}, \bar{y}) d\theta; \quad (1.4.5)
\]

and

\[
\delta^*_{(x,y)} = E^*(\theta), \quad (1.4.6)
\]

\[
V^*_{(x,y)} = E^*(\theta^2) - [E^*(\theta)]^2. \quad (1.4.7)
\]

### 1.5 Summary of the Thesis

For the case of known variances of the two normal populations, the posterior distribution for a given normal prior is still normal (see equation 1.3.5). Hence, it is easy to study the properties and characteristics of the the posterior distribution
in this case. For example, it is unimodal; and when \( \tau \) converges to infinity, \( \theta_{(\mu, x, g)} \) converges to \( \theta_{(x, g)} \), etc.. We may be interested to investigate how far such properties hold in other cases when the posterior is not as simple as in the above case. This needs a careful consideration and analysis.

In Chapter 2, we consider the behavior of posterior with normal prior when \( \sigma_1 \) and \( \sigma_2 \) are unknown. The shape of posterior is not always unimodal. Some numerical examples are provided to demonstrate this property. The behavior of posterior mean and variance is investigated when the parameter \( \tau \) of normal prior tends to zero or infinity. Similar analysis is carried out in Chapters 3 and 4 for the case of \( t \)-prior with known and unknown variances respectively. Theoretical conditions of unimodality of the posterior are also obtained. Fan and Berger (1991) have given similar conclusions for single sample.
Chapter 2

Analysis of Posterior with Unknown Variances under Normal Prior

In this chapter, we consider the case of a normal prior when variances $\sigma_1$ and $\sigma_2$, are unknown. The behavior of the posterior is discussed when the variance of prior distribution is either extremely large or small respectively.

Intuitively, the larger the variance of normal prior is, the smaller the influence to posterior is. From the Theorem 2.1, we can see this characteristic; i.e., the posterior density tends to the normalized likelihood function and as a consequence of this result, the mean and variance of the posterior tend respectively to $\delta_{(x,y)}$ and $V_{(x,y)}$. 
We introduce the normalized likelihood \( m_{(x,y)} \) given by

\[
m_{(x,y)} = C^{-1}_{(x,y)} \int_{\Theta} l(\theta | \tilde{x}, \tilde{y}) p(\theta) d\theta.
\]

where

\[
C_{(x,y)} = \int_{\Theta} l(\theta | \tilde{x}, \tilde{y}) d\theta.
\]

**Theorem 2.1**

(i)

\[
\lim_{\tau \to \infty} \frac{m_{(x,y)}}{p(\delta_{(x,y)})} = 1.
\]

(ii)

\[
\lim_{\tau \to \infty} \pi(\theta | \tilde{x}, \tilde{y}) = C^{-1}_{(x,y)} l(\theta | \tilde{x}, \tilde{y}).
\]

(iii)

\[
\lim_{\tau \to \infty} \delta_{(x,y)}^\pi = \delta_{(x,y)}.
\]

(iv)

\[
\lim_{\tau \to \infty} V_{(x,y)}^\pi = V_{(x,y)}.
\]

First we prove the following lemmas which are used in the proof of the above as well as the theorem 2.2.

**Lemma 2.1**

\[
\int_{\Theta} |\theta|^i l(\theta | \tilde{x}, \tilde{y}) d\theta < \infty \quad \text{for } i = 0, 1, 2.
\]

**Proof:**
\[
  c_m = \frac{m}{(m-1)s_1^2}
\]
\[
  c_n = \frac{n}{(n-1)s_2^2}
\]
\[
  c_{mn} = \frac{\sqrt{m}K_{m-1} \sqrt{n}K_{n-1}}{s_1 s_2}
\]

Without loss of generality, let \((a, b) \subseteq \mathbb{R}\) such that

\[
  (1 + \frac{m\eta^2}{(m-1)s_1^2})^{-m/2} \leq (1 + \frac{n(|\eta| + \bar{x} - \bar{y})^2}{(n-1)s_2^2})^{-n/2} \quad \text{for } \eta \in (a, b);
\]

\[
  (1 + \frac{m\eta^2}{(m-1)s_1^2})^{-m/2} > (1 + \frac{n(|\eta| + \bar{x} - \bar{y})^2}{(n-1)s_2^2})^{-n/2} \quad \text{otherwise.}
\]

where constant a and b can be infinite.

We have known the fact that when \(\nu > k\),

\[
  E_{\nu}(|\eta|^k) = \int |\eta|^k(1 + \frac{\eta^2}{\nu})^{-(\nu+1)/2} d\eta < \infty
\]

(2.1)

Set \(\eta = \theta - \bar{x}\)

For \(i = 0, 1, 2,\)

\[
  \int_\theta |\theta|^i l(\theta, \bar{x}, \bar{y}) d\theta = \int_\eta |\eta + \bar{x}|^i f_{m-1}(\frac{n}{s_1} \sqrt{m}) f_{n-1}(\frac{n-d}{s_2} \sqrt{n}) d\eta
\]

\[
  \leq \int_\eta (|\eta| + |\bar{x}|)^i f_{m-1}(\frac{n}{s_1} \sqrt{m}) f_{n-1}(\frac{n-d}{s_2} \sqrt{n}) d\eta
\]

\[
  = \sum_{j=0}^i j! |\bar{x}|^{i-j} [f_{(a,b)} + f_{(a,b)}^c] |\eta|^j f_{m-1}(\frac{n}{s_1} \sqrt{m}) f_{n-1}(\frac{n-d}{s_2} \sqrt{n}) d\eta
\]

(2.2)
The first part of (2.2) is finite, that is,

\[ \int_{(a,b)} |\eta|^i f_{m-1}\left( \frac{\eta}{\delta_1} \sqrt{m} \right) f_{n-1}\left( \frac{\eta-d}{\delta_2} \sqrt{n} \right) d\eta \]

\[ = c_{mn} \int_{(a,b)} c_{m} \eta^i (1 + c_m \eta^2)^{-m/2} (1 + c_n (\eta - d)^2)^{-n/2} d\eta \]

\[ \leq c_{mn} \int_{a}^{b} |\eta - d| + d |(1 + c_n (\eta - d)^2)^{-n} d\eta \]

\[ = \zeta = \sqrt{(2n-1)c_n} \]

\[ \leq c_{mn} \sum_{k=0}^{j} \left( \frac{k}{i} \right) d^{j-k} \int_{a}^{b} |\zeta|^k (1 + c_n \zeta^2)^{-n} d\zeta \]

\[ \leq c_{mn} \sum_{k=0}^{j} \left( \frac{k}{i} \right) d^{j-k} \left[ (2n-1)c_n \right]^{-\frac{n+1}{2}} \int_{a}^{b} |\zeta|^k (1 + \frac{\xi^2}{2n-1})^{-\frac{(2n-j)+1}{2}} d\zeta \]

\[ \leq c_{mn} \sum_{k=0}^{j} \left( \frac{k}{i} \right) d^{j-k} \left[ (2n-1)c_n \right]^{-\frac{n+1}{2}} \int_{a}^{b} \zeta^k (1 + \frac{\xi^2}{2n-1})^{-\frac{(2n-j)+1}{2}} d\zeta \]

(2.3)

by (2.1), since \( k \leq j \leq i \leq 2 < 2n - 1 \), (2.3) is finite.

Similarly,

\[ \int_{(a,b)} |\eta|^i f_{m-1}\left( \frac{\eta}{\delta_1} \sqrt{m} \right) f_{n-1}\left( \frac{\eta-d}{\delta_2} \sqrt{n} \right) d\eta < \infty \]  

(2.4)

Combining (2.3) and (2.4), we conclude that the expression in (2.2) is finite.

**Lemma 2.2.** Recall (1.3.2), at point \( \theta = \delta(x,y) \),
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\[ p(\delta_{(x,y)}) = (2\pi)^{-1/2} \tau^{-1} \exp\left\{ -\frac{(\delta_{(x,y)} - \mu)^2}{2\tau^2} \right\}, \]

then

\[ \lim_{\tau \to \infty} \frac{p(\theta)}{p(\delta_{(x,y)})} = 1. \]

**Proof:**

\[ \lim_{\tau \to \infty} \frac{p(\theta)}{p(\delta_{(x,y)})} = \lim_{\tau \to \infty} \frac{(2\pi)^{-1/2} \tau^{-1} \exp\left\{ -\frac{(\delta_{(x,y)} - \mu)^2}{2\tau^2} \right\}}{(2\pi)^{-1/2} \tau^{-1} \exp\left\{ -\frac{(\delta_{(x,y)} - \mu)^2}{2\tau^2} \right\}} \]

\[ = \lim_{\tau \to \infty} \exp\left\{ -\frac{(\theta - \mu)^2 - (\delta_{(x,y)} - \mu)^2}{2\tau^2} \right\} \]

\[ = \lim_{\tau \to \infty} \exp\left\{ -\frac{(\theta - \mu)^2}{2\tau^2} \right\} = 1. \]

\[ \lim_{\tau \to \infty} \frac{m_{(x,y)}}{p(\delta_{(x,y)})} = \lim_{\tau \to \infty} \frac{\int_{\Theta} l(\theta | \tilde{x}, \tilde{y}) (2\pi)^{-1/2} \tau^{-1} \exp\left\{ -\frac{(\theta - \mu)^2}{2\tau^2} \right\} \, d\theta}{C_{(x,y)} (2\pi)^{-1/2} \tau^{-1} \exp\left\{ -\frac{(\delta_{(x,y)} - \mu)^2}{2\tau^2} \right\}} \]

\[ = C_{(x,y)} \int_{\Theta} l(\theta | \tilde{x}, \tilde{y}) \lim_{\tau \to \infty} \frac{\exp\left\{ -\frac{(\theta - \mu)^2}{2\tau^2} \right\}}{\exp\left\{ -\frac{(\delta_{(x,y)} - \mu)^2}{2\tau^2} \right\}} \, d\theta \]

\[ = C_{(x,y)} \int_{\Theta} l(\theta | \tilde{x}, \tilde{y}) \, d\theta \]

\[ = 1. \]

**Proof of theorem 2.1:**
(i) \[
\lim_{\tau \to \infty} \frac{m(x,y)}{p(\delta(x,y))} = \lim_{\tau \to \infty} \frac{\int_\Theta l(\theta | \tilde{x}, \tilde{y})(2\pi)^{-1/2} \tau^{-1} \exp\left(-\frac{(\theta - \mu)^2}{2\tau^2}\right)d\theta}{C(x,y)(2\pi)^{-1/2} \tau^{-1} \exp\left(-\frac{(\tilde{x}, \tilde{y}) - \mu)^2}{2\tau^2}\right)}
\]
\[
= C_{(x,y)}^{-1} \int_\Theta l(\theta | \tilde{x}, \tilde{y}) \lim_{\tau \to \infty} \frac{\exp\left(-\frac{(\theta - \mu)^2}{2\tau^2}\right)}{\exp\left(-\frac{(\tilde{x}, \tilde{y}) - \mu)^2}{2\tau^2}\right)}d\theta
\]
\[
= C_{(x,y)}^{-1} \int_\Theta l(\theta | \tilde{x}, \tilde{y}) d\theta
\]
\[
= 1.
\]

(ii): \[
\lim_{\tau \to \infty} \pi(\theta | \tilde{x}, \tilde{y}) = C_{(x,y)}^{-1} l(\theta | \tilde{x}, \tilde{y}) \lim_{\tau \to \infty} \frac{p(\delta(x,y))}{m(x,y)} \lim_{\tau \to \infty} \frac{p(\theta)}{p(\tilde{x}, \tilde{y})}
\]
\[
= C_{(x,y)}^{-1} l(\theta | \tilde{x}, \tilde{y}).
\]

(iii): \[
\lim_{\tau \to \infty} \delta_{(x,y)}^\pi = \int_\Theta \lim_{\tau \to \infty} \theta \pi(\theta | \tilde{x}, \tilde{y}) d\theta
\]
\[
= C_{(x,y)}^{-1} \int_\Theta \theta l(\theta | \tilde{x}, \tilde{y}) d\theta
\]
\[
= \delta_{(x,y)}.
\]

(iv): \[
\lim_{\tau \to \infty} V_{(x,y)}^\pi = \lim_{\tau \to \infty} E^{\pi}(\theta^2) - \lim_{\tau \to \infty} [E^{\pi}(\theta)]^2
\]
\[
= [V_{(x,y)} + \delta_{(x,y)}^2] - \delta_{(x,y)}^2
\]
\[
= V_{(x,y)}.
\]
where
\[
\lim_{\tau \to \infty} E^\pi(\theta^2) = \lim_{\tau \to \infty} \int \theta^2 \pi(\theta|\bar{x}, \bar{y}) d\theta
\]
\[
= C^{-1}_{(x,y)} \int \theta^2 l(\theta|\bar{x}, \bar{y}) d\theta
\]
\[
= V_{(x,y)} + \delta_{(x,y)}^2.
\]

In above theorem gives the behavior of the posterior when the variance of the prior is extremely large, however, if the variance of prior is very small, the posterior will concentrate on point \(\mu\). So the mean of posterior is close to the mean of prior and the variance of posterior is close to zero. These are explained in the following theorem.

**Theorem 2.2**

(i)
\[
\lim_{\tau \to 0} m_{(x,y)} = C^{-1}_{(x,y)} f_{m-1}(\frac{\bar{x} - \mu}{s_1} \sqrt{m}) f_{n-1}(\frac{\bar{y} - \mu}{s_2} \sqrt{n}).
\]

(ii)
\[
\lim_{\tau \to 0} \pi(\theta|\bar{x}, \bar{y}) = \delta(\mu), \text{ where } \delta(\mu) \text{ denotes a point mass at } \mu.
\]

(iii)
\[
\lim_{\tau \to 0} \delta_{(x,y)}^\pi = \mu.
\]

(iv)
\[
\lim_{\tau \to 0} V_{(x,y)}^\pi = 0.
\]

**Proof:**

Set \(\eta = \frac{\delta - \mu}{\tau}\)
(i):

\[
\lim_{\tau \to 0} m_{(x,y)} = \lim_{\tau \to 0} \int_q C_{(x,y)}^{-1} l(\mu + \tau \eta | \bar{z}, \bar{y})(2\pi)^{-1/2} \exp\{-\frac{\eta^2}{2}\} d\eta
\]

\[
= C_{(x,y)}^{-1} \int_q \lim_{\tau \to 0} l(\mu + \tau \eta | \bar{z}, \bar{y})(2\pi)^{-1/2} \exp\{-\frac{\eta^2}{2}\} d\eta
\]

\[
= C_{(x,y)}^{-1} f_{m^{-1}(\frac{\bar{z} - \mu}{\sigma_1}, \sqrt{m})} f_{n^{-1}(\frac{\bar{y} - \mu}{\sigma_2}, \sqrt{n})} (2\pi)^{-1/2} \exp\{-\frac{\eta^2}{2}\} d\eta
\]

\[
= C_{(x,y)}^{-1} f_{m^{-1}(\frac{\bar{z} - \mu}{\sigma_1}, \sqrt{m})} f_{n^{-1}(\frac{\bar{y} - \mu}{\sigma_2}, \sqrt{n})}
\]

(ii):

\[
P(\|\theta_\tau - \mu\| > \varepsilon) = \int_{\|\theta_\tau - \mu\| > \varepsilon} C_{(x,y)}^{-1} l(\theta | \bar{z}, \bar{y})(2\pi)^{-1/2} \exp\{-\frac{\theta^2}{2}\} d\theta
\]

\[
= C_{(x,y)}^{-1} \int_{\|\theta_\tau - \mu\| > \varepsilon} l(\mu + \tau \eta | \bar{z}, \bar{y})(2\pi)^{-1/2} \exp\{-\frac{\eta^2}{2}\} d\eta
\]

\[
= C_{(x,y)}^{-1} \int_{\|\theta_\tau - \mu\| > \varepsilon} l(\mu + \tau \eta | \bar{z}, \bar{y})(2\pi)^{-1/2} \exp\{-\frac{\eta^2}{2}\} d\eta
\]

so, \( \lim_{\tau \to 0} P(\|\theta_\tau - \mu\| > \varepsilon) = 0 \),

where \( |I_{\|\theta_\tau - \mu\| > \varepsilon}| \leq \exp\{-\frac{\eta^2}{2}\} I_{\|\theta_\tau - \mu\| > \varepsilon} \).

so \( \lim_{\tau \to 0} P(\|\Theta_\tau - \mu\| = 0) = 1 \),

which equivalent to \( \lim_{\tau \to 0} \pi(\theta | \bar{z}, \bar{y}) = \delta(\mu) \).

(iii):

\[
\lim_{\tau \to 0} \delta_{(x,y)}^\tau = \lim_{\tau \to 0} m_{(x,y)}^{-1} \int_\theta \theta C_{(x,y)}^{-1} l(\theta | \bar{z}, \bar{y}) p(\theta) d\theta
\]

\[
= \lim_{\tau \to 0} C_{(x,y)}^{-1} m_{(x,y)}^{-1} \int_\eta (\mu + \tau \eta) l(\mu + \tau \eta | \bar{z}, \bar{y})(2\pi)^{-1/2} \exp\{-\frac{\eta^2}{2}\} d\eta
\]
\[
\lim_{\tau \to 0} E^\tau(\theta^2) = \lim_{\tau \to 0} m^{-1}_{x,y} \int_0^\infty \theta^2 C^{-1}_{x,y} l(\theta|\tilde{x}, \tilde{y}) p(\theta) d\theta = \lim_{\tau \to 0} C^{-1}_{x,y} m^{-1}_{x,y} \int_\eta (\mu + \tau \eta)^2 l(\mu + \tau \delta|\tilde{x}, \tilde{y})(2\pi)^{-1/2} \exp\left(-\frac{\eta^2}{2}\right) d\eta
\]

\[
= \int_\eta \lim_{\tau \to 0} (\mu + \tau \eta)^2 l(\mu + \tau \delta|\tilde{x}, \tilde{y})(2\pi)^{-1/2} \exp\left(-\frac{\eta^2}{2}\right) d\eta
\]

\[
= \int_\eta \lim_{\tau \to 0} (\mu + \tau \eta)^2 l(\mu + \tau \delta|\tilde{x}, \tilde{y})(2\pi)^{-1/2} \exp\left(-\frac{\eta^2}{2}\right) d\eta
\]

\[
= \mu^2
\]

So,

\[
\lim_{\tau \to 0} V^\tau_{x,y} = \lim_{\tau \to 0} \{E^\tau(\theta)^2 - [E^\tau(\theta)]^2\} = 0
\]
At the end of chapter 2, we give figure 1 and figure 2 to show that the shape of posterior can have one or two peaks.

Figure 1: $\bar{x} = 0, m = 2, s_1 = 3.2, \bar{y} = 1, n = 6, s_2 = 4.5, \tau = 3, \mu = 26$
Figure 2: $\bar{x} = 0, m = 10, s_1 = 1.2, \bar{y} = 5, n = 8, s_2 = 1.9, \tau = 2.1, \mu = 8$
Chapter 3

Analysis of Posterior with $t$-Prior and $\sigma_1^2, \sigma_2^2$ Known

In this chapter, first, we discuss about the shape of the posterior and the condition of unimodality. Then we discuss about the natures of mean and variance of the posterior when $\tau$ tends to infinity and zero.

Recall from (1.3.7)

$$
\pi(\theta|\tilde{x}, \tilde{y}) \propto [1 + \frac{(\theta - \mu)^2}{(l - 1)\tau^2}]^{-l/2} \exp\{-\frac{(\theta - \theta(z, \tilde{y}))^2}{2\sigma^2(z, \tilde{y})}\} \overset{\text{def}}{=} L(\theta|x, y)
$$

Without loss of generality, assume $\bar{x} \leq \tilde{y} \leq \mu$, which implies that

$$
\bar{x} \leq \theta(z, \tilde{y}) \leq \tilde{y} \leq \mu
$$
3.1 The Unimodality Condition of Posterior Distribution

Intuitively, the shape of posterior could be unimodal and bimodal. Figure 3 and figure 4 show these natures respectively. Comparing these two figures, we can see changing $\mu$ from 10 to 20 changes bimodal to unimodal. Now we analyze the property theoretically.

Without loss of generality, set $\theta(x,y) = 0$. Do first derivative on log of $L(\theta|x, y)$ with respect to $\theta$:

$$\frac{\partial}{\partial \theta} \log L(\theta|x, y) = \frac{\theta}{\theta} \left[ -\frac{1}{2} \log(1 + \frac{(\theta-\mu)^2}{(l-1)\sigma^2}) - \frac{\theta^2}{2\sigma^2(x,y)} \right]
$$

$$= -\left[ \frac{(\theta-\mu)^2}{(l-1)\sigma^2(x,y)^2} + \frac{\theta}{\sigma^2(x,y)} \right]$$

(3.1.1)

It is clear that $\pi(\theta|x, y)$ is monotone increasing when $\theta \leq \theta(x,y)$, and it is monotone decreasing when $\theta \geq \mu$. This means the peaks of the shape of posterior can only appear between $\mu$ and $\theta(x,y)$. Second, for any fixed $\theta_0 > 0$, $\frac{\partial}{\partial \theta} \log L(\theta|x, y)$ tends to negative when $\mu$ tends to infinity, which implies the posterior is monotone decreasing at the point $\theta_0$. Now let $\frac{\partial}{\partial \theta} \log L(\theta|x, y) = 0$, we obtain the following equation,

$$\theta^3 - 2\mu\theta^2 + [l\sigma^2 + (l - 1)\tau^2 + \mu^2]\theta - l\sigma^2\mu = 0.$$

Set $r = -2\mu$, $s = l\sigma^2 + (l - 1)\tau^2 + \mu^2$, and $t = -l\sigma^2\mu$, let $p = \frac{3s-r^2}{3}$ and $q = \frac{3s-r^2}{3} + t$, $D = (\frac{r}{3})^3 + (\frac{r}{3})^2$, then we obtain
Figure 3: $\sigma_{(x,\theta)} = 3.5, \tau = 1, \mu = 10, \theta_{(x,\theta)} = 0, l = 2$

Figure 4: $\sigma_{(x,\theta)} = 3.5, \tau = 1, \mu = 20, \theta_{(x,\theta)} = 0, l = 2$
\[ D = \frac{1}{36} [\Delta_1 \mu^4 + \Delta_2 \mu^2 + \Delta_3] \]

where

\[ \Delta_1 = 27(l - 1) \tau^2 > 0, \]

\[ \Delta_2 = 54(l - 1)^2 \tau^4 - 135(l - 1)l \tau^3 \sigma^2 - \frac{27}{4} l^2 \sigma^4 \]

and

\[ \Delta_3 = 27l^3 \sigma^6 + 81(l - 1)l^2 \tau^2 \sigma^4 + 81(l - 1)^2 l \tau^4 \sigma^2 + 27(l - 1)^3 \tau^6 \]

The necessary and sufficient condition of unimodality for posterior is that D is greater than zero. From the results above, D will be always positive for any value of \( \theta \) when \( \mu \) tends to infinity, because D is dominated by the coefficient of \( \mu^4 \). So the posterior is unimodal and the peak is close to \( \theta_{(\xi, \eta)} \) when the \( \mu \) is far from the \( \theta_{(\xi, \eta)} \). Also, the degree of freedom influence the shape of posterior. Figure 3 and figure 5 show these influence when \( l \) is changed from 2 to 3.

3.2 Behavior of Posterior Mean and Variance as \( \tau \) Tends to Infinity and Zero.

Before we obtained the prior density, we may known nothing about the distribution of parameter \( \theta \). We may made the prior density by some way, for example, by expert
Figure 5: $\sigma_{(x,y)} = 3.5, \tau = 1, \mu = 10, \theta_{(x,y)} = 0, \ell = 3$

prediction. However after we obtain two observations from two different samples, we may have more information about the distribution of $\theta$. So that the posterior is affected more by likelihood function is more reasonable and understandable. On the other hand, if we knew much about prior distribution, the posterior will be affected more by the prior distribution. From this point of view, we discuss about the case when the $\tau$ is extremely small. As we will see from theorem 3.2.2, the behavior of posterior will be fewer influenced by the likelihood function.

We have seen that $\tau$ can influence the shape of posterior density in section 3.1. From figure 6 and figure 7, we can see posterior distribution is close to likelihood distribution when $\tau$ tends to infinity, and to a point mass at $\mu$ when $\tau$ tends to zero.
Figure 6: $\sigma(x,y) = 3.5, \tau = 0.3, \mu = 10, \theta(x,y) = 0, l = 3$

Figure 7: $\sigma(x,y) = 3.5, \tau = 20, \mu = 10, \theta(x,y) = 0, l = 3$
Under this view, we obtain the similar result as in chapter 2 with same idea. Some proof here are omitted.

**Lemma 3.2**

\[
\lim_{\tau \to \infty} \frac{p(\theta)}{p(\delta(x,y))} = 1
\]

Proof:

\[
\lim_{\tau \to \infty} \frac{p(\theta)}{p(\delta(x,y))} = \lim_{\tau \to \infty} \frac{[1 + \frac{(\theta - \mu)^2}{(\tau-1)^2}]^{-1/2}}{[1 + \frac{(\delta(x,y) - \mu)^2}{(\tau-1)^2}]^{-1/2}}
\]

\[
= \frac{[1 + \lim_{\tau \to \infty} \frac{(\theta - \mu)^2}{(\tau-1)^2}]^{-1/2}}{[1 + \lim_{\tau \to \infty} \frac{(\delta(x,y) - \mu)^2}{(\tau-1)^2}]^{-1/2}}
\]

\[
= 1.
\]

**Theorem 3.2.1**

(i) \[
\lim_{\tau \to \infty} \frac{\int_0^{(2\pi)^{-1/2}} \sigma^{-1}(x,y) e^{x} \left\{ \frac{-(\theta - \delta(x,y))^2}{2\sigma^2(x,y)} \right\} p(\theta) d\theta}{p(\delta(x,y))} = 1.
\]

(ii) \[
\lim_{\tau \to \infty} \pi(\theta|x, y) = (2\pi)^{-1/2} \sigma^{-1}(x,y) e^{x} \left\{ \frac{-(\theta - \theta(x,y))^2}{2\sigma^2(x,y)} \right\}.
\]

(iii) \[
\lim_{\tau \to \infty} \delta(x,y) = \theta(x,y).
\]

(iv) \[
\lim_{\tau \to \infty} V(x,y) = \sigma^2(x,y).
\]
Proof of (iv):

Similar as Theorem 2.1 d), only to find the tendency of expectation of $\theta^2$.

$$\lim_{r \to \infty} E^r(\theta^2) = \lim_{r \to \infty} \int_{\Theta} \theta^2 \pi(\theta|\tilde{x}, \tilde{y}) d\theta$$

$$= \int_{\Theta} \theta^2 \lim_{r \to \infty} \pi(\theta|\tilde{x}, \tilde{y}) d\theta$$

$$= \int_{\Theta} \theta^2 (2\pi)^{-1/2} \sigma_{(\tau, \theta)}^{-1} \exp\left\{-\frac{(\theta - \theta(\tau, \theta))^2}{2\sigma_{(\tau, \theta)}^2}\right\} d\theta$$

$$= \sigma_{(\tau, \theta)}^2 + \theta_{(\tau, \theta)}^2.$$

**Theorem 3.2.2**

(i)

$$\lim_{r \to 0} \int_{\Theta} (2\pi)^{-1/2} \sigma_{(\tau, \theta)}^{-1} \exp\left\{-\frac{(\theta - \theta(\tau, \theta))^2}{2\sigma_{(\tau, \theta)}^2}\right\} p(\theta) d\theta$$

$$= (2\pi)^{-1/2} \sigma_{(\tau, \theta)}^{-1} \exp\left\{-\frac{(\mu - \theta(\tau, \theta))^2}{2\sigma_{(\tau, \theta)}^2}\right\}.$$  

(ii)

$$\lim_{r \to 0} \pi(\theta|\tilde{z}, \tilde{y}) = \delta(\mu), \quad \text{where } \delta(\mu) \text{ denotes a point mass at } \mu.$$  

(iii)

$$\lim_{r \to 0} \delta_{e_{(\tau, \theta)}} = \mu.$$
(iv) \[ \lim_{\tau \to 0} V_{(x,y)}^\tau = 0. \]

Proof:

(i):

Similar as the proof of Theorem 2.2, set \( \eta = \frac{\mu - \mu}{\tau} \), by (1.3.7)

\[ \lim_{\tau \to 0} \int_0 (2\pi)^{-1/2} \sigma_{(x,y)}^{-1} \exp\left\{ -\frac{(\theta - \theta(x,y))^2}{2\sigma_{(x,y)}^2} \right\} p(\theta) d\theta \]

\[ = \int_0 \lim_{\tau \to 0} (2\pi)^{-1/2} \sigma_{(x,y)}^{-1} \exp\left\{ -\frac{(\eta + \mu - \theta(x,y))^2}{2\sigma_{(x,y)}^2} \right\} K_{l-1}(1 + \frac{\eta^2}{l-1})^{-1/2} d\eta \]

\[ = (2\pi)^{-1/2} \sigma_{(x,y)}^{-1} \exp\left\{ -\frac{(\mu - \theta(x,y))^2}{2\sigma_{(x,y)}^2} \right\} \lim_{\tau \to 0} \int_0 K_{l-1}(1 + \frac{\eta^2}{l-1})^{-1/2} d\eta \]

\[ = (2\pi)^{-1/2} \sigma_{(x,y)}^{-1} \exp\left\{ -\frac{(\mu - \theta(x,y))^2}{2\sigma_{(x,y)}^2} \right\} \]

(ii):

Similar as theorem 2.2 (ii) and by (1.3.7) and in the proof of (i),

\[ P(|\theta - \mu| > \varepsilon) = \frac{K_{l-1}}{m_{(x,y)}} \int \text{I}_{(|n| > \varepsilon/\tau)} (2\pi)^{-1/2} \sigma_{(x,y)}^{-1} \exp\left\{ -\frac{(\tau \eta + \mu - \theta(x,y))^2}{2\sigma_{(x,y)}^2} \right\} (1 + \frac{\eta^2}{l-1})^{-1/2} d\eta \]

where \( |\text{I}_{(|n| > \varepsilon/\tau)} (1 + \frac{\eta^2}{l-1})^{-1/2} | \leq (1 + \frac{\eta^2}{l-1})^{-1/2} \), and the right hand side is integrable, therefore \( \lim_{\tau \to 0} P(|\theta - \mu| = 0) = 1. \)
(iii):

\[
\lim_{r \to 0} \delta_{(x,y)}^r = \lim_{r \to 0} \int_\Theta \theta \pi(\theta | \tilde{x}, \tilde{y}) d\theta = \int_\Theta \lim_{r \to 0} \theta \pi(\theta | \tilde{x}, \tilde{y}) d\theta = \int_\Theta \theta I_{(\theta = \delta_{(\mu)})} d\theta = \mu
\]

where \( I_{(\theta = \delta_{(\mu)})} = \begin{cases} 
1 & \text{if } \theta = \delta_{(\mu)} \\
0 & \text{if } \theta \neq \delta_{(\mu)}
\end{cases} \)

(iv):

\[
\lim_{r \to 0} E^r(\theta^2) = \lim_{r \to 0} \int_\Theta \theta^2 \pi(\theta | \tilde{x}, \tilde{y}) d\theta = \int_\Theta \lim_{r \to 0} \theta^2 \pi(\theta | \tilde{x}, \tilde{y}) d\theta = \int_\Theta \theta^2 I_{(\theta = \delta_{(\mu)})} d\theta = \mu^2,
\]

So

\[
\lim_{r \to 0} V_{(x,y)}^r = \lim_{r \to 0} \left\{ E^r(\theta)^2 - [E^r(\theta)]^2 \right\} = \lim_{r \to 0} E^r(\theta)^2 - \lim_{r \to 0} [E^r(\theta)]^2 = 0.
\]
Chapter 4

Analysis of Posterior with Unknown Variances under \( t \)-Prior

4.1 Introduction

In this chapter, we consider the case of unknown variances for the two normal populations along with a \( t \)-prior. The likelihood function to be considered in this case is thus taken to be as in the equation (1.2.2). The posterior therefore consists of a multiple of three \( t \)-density functions. Section 4.2 provides analyses similar to those given in previous chapter where the prior is taken to be normal. In section 4.3, we discuss the behavior of posterior mean and variance under the condition \( L \to \infty \) where, \( L = \min(|\mu - \bar{x}|, |\mu - \bar{y}|) \).
4.2 Analysis of Posterior Distribution

In this section we provide extensions of the analysis given in chapter 3. First, we investigate the shape of the posterior distribution with respect to its unimodality and then we provide its limiting behaviour as the scale parameter of the prior distribution tends to zero or infinity.

Intuitively, since the posterior is a multiple of three unimodal densities it could have one, two or three peaks between \( \bar{x} \) and \( \mu \), figure 8, figure 9 and figure 10 demonstrate these facts.

The following theorems, namely, theorem 4.2.1 and theorem 4.2.2 provide the behavior of the posterior density function as \( \tau \to \infty \) and \( \tau \to 0 \) respectively. We note
Figure 9: $s_1 = 1.8, m = 5, \bar{x} = 0, s_2 = 2.3, n = 5, \bar{y} = 4, \tau = 1.0, \mu = 16, l = 5$

Figure 10: $s_1 = 1.8, m = 3, \bar{x} = 0, s_2 = 2.3, n = 3, \bar{y} = 4, \tau = 1.0, \mu = 12, l = 11$
Figure 11: $s_1 = 1.8, m = 3, x = 0, s_2 = 2.3, n = 3, \bar{y} = 4, \tau = 5.0, \mu = 12, l = 11$

that this is parallel to the conclusions obtained under the normal prior.

**Theorem 4.2.1**

(i) 

$$\lim_{\tau \to \infty} \frac{m(x, y)}{p(\delta(x, y))} = 1.$$ 

(ii) 

$$\lim_{\tau \to \infty} \pi(\theta|x, \bar{y}) = C^{-1}(x, y) l(\theta|x, \bar{y}).$$ 

(iii) 

$$\lim_{\tau \to \infty} \delta(x, y) = \delta(x, y).$$ 
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(iv) \[ \lim_{\tau \to \infty} V^{x,y}_{(x,y)} = V_{(x,y)}. \]

**Theorem 4.2.2**

(i) \[ \lim_{\tau \to 0} m_{(x,y)} = C_{(x,y)}^{-1} f_{m-1}(\frac{\bar{x} - \mu}{s_1} \sqrt{m}) f_{n-1}(\frac{\bar{y} - \mu}{s_2} \sqrt{n}). \]

(ii) \[ \lim_{\tau \to 0} \pi(\theta|\bar{x}, \bar{y}) = \delta(\mu), \quad \text{where} \ \delta(\mu) \ \text{denotes a point mass at} \ \mu. \]

(iii) \[ \lim_{\tau \to 0} \delta^{x,y}_{(x,y)} = \mu \]

(iv) \[ \lim_{\tau \to 0} V^{x,y}_{(x,y)} = 0 \]

The proof of these theorems follows along the same lines as in chapter 2 after noting the fact that \[ 1 + \frac{(\theta - \mu)^2}{(l-1)\tau} \] increases monotonically to 1 as \( \tau \to \infty \). We may further compare figure 12 and figure 9 demonstrating that the posterior distribution tends to prior distribution when the variance of prior tends to zero.
Figure 12: $s_1 = 1.8, m = 3, \bar{x} = 0, s_2 = 2.3, n = 3, \bar{y} = 4, \tau = 0.1, \mu = 16, l = 5$

4.3 Behavior of Posterior Distribution as $L \to \infty$

This is another interesting case to be analyzed as this portrays the case prior guess is extremely divergent from the evidence obtained by the sample means. In the analysis which follows we may assume without loss of generality that $\bar{x} \leq \bar{y} \leq \mu$.

Define:

(i) $\phi(x) = O^*(x)$ if $\exists c < \infty$ such that $\lim_{x \to \infty} \frac{\phi(x)}{x} = c$;

(ii) $\phi(x) = O^*(1)$ if $\exists 0 < c < \infty$ such that $\lim_{x \to \infty} \phi(x) = c$;
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(iii) $\phi(x) = O(x)$ if $\exists c \leq \infty$ such that $\lim_{x \to \infty} \frac{\phi(x)}{x} \leq c$.

(iv) $\phi(x) = o(1)$ if $\lim_{x \to \infty} \frac{\phi(x)}{x} = 0$.

4.3.1 Behaviour of the Posterior PDF

We obtain in this case that the posterior density tends to the prior density if the degrees of freedom of the prior is larger than the total sample size, otherwise it tends to the normalized likelihood function. This observation is given in the following theorem.

Theorem 4.3.1

(i) If $l < m + n$, then

$$\lim_{L \to \infty} \pi(\theta | \tilde{x}, \tilde{y}) = C_{(x,y)}^{-1}(\theta | \tilde{x}, \tilde{y}) \quad a.s$$

(ii) If $l > m + n$, then

$$\lim_{L \to \infty} \pi(\theta | \tilde{x}, \tilde{y}) = p(\theta) \quad a.s$$

Proof:

(i):

$\forall$ Borel set $A \subset \mathbb{R}$
\[
\int_{\mathcal{A}_1} l(\theta|\bar{x}, \bar{y})p(\theta)d\theta = p(\delta(x,y))O^*(1) \int_{\mathcal{A}_1} l(\theta|\bar{x}, \bar{y})d\theta \quad (4.3.1)
\]

\[
\int_{\mathcal{A}_2} l(\theta|\bar{x}, \bar{y})p(\theta)d\theta = f_{m-1}(\frac{L}{S_1} \sqrt{n})f_{n-1}(\frac{L}{S_2} \sqrt{n})O^*(1) \int_{\mathcal{A}_2} p(\theta)d\theta \quad (4.3.2)
\]

\[
\int_{\mathcal{A}_3} l(\theta|\bar{x}, \bar{y})p(\theta)d\theta \leq \int_{\mathcal{A}_2} l(\theta|\bar{x}, \bar{y})p(\theta)d\theta
\]

\[
= C_0 + D_0 + E_0 \leq (A_0 + B_0) o(1)
\]

then from (4.4.13) and above three equations,

\[
\int_{\mathcal{A}} \pi(\theta|\bar{x}, \bar{y})d\theta = \int_{\mathcal{A}_1} \pi(\theta|\bar{x}, \bar{y})d\theta + \int_{\mathcal{A}_2} \pi(\theta|\bar{x}, \bar{y})d\theta + \int_{\mathcal{A}_3} \pi(\theta|\bar{x}, \bar{y})d\theta
\]

\[
= \frac{[p(\delta(x,y)) \int_{\mathcal{A}_1} C^{-1}_{(x,y)} l(\theta|\bar{x}, \bar{y})d\theta + C^{-1}_{(x,y)} f_{m-1}(\frac{L}{S_1} \sqrt{n})f_{n-1}(\frac{L}{S_2} \sqrt{n}) \int_{\mathcal{A}_2} p(\theta)d\theta]O^*(1)}{[C^{-1}_{(x,y)} f_{m-1}(\frac{L}{S_1} \sqrt{n})f_{n-1}(\frac{L}{S_2} \sqrt{n}) + p(\delta(x,y))]O^*(1)}
\]

Define.

\[
\omega_L = \frac{p(\delta(x,y))}{C^{-1}_{(x,y)} f_{m-1}(\frac{L}{S_1} \sqrt{n})f_{n-1}(\frac{L}{S_2} \sqrt{n}) + p(\delta(x,y))}
\]
by the definition and the lemma 4.4.7,

\[ \text{RHS} = [w_L \int_{A \cap R_1} C_{(x,y)}^{-1}(\theta|\hat{x}, \hat{y}) d\theta + (1 - w_L) \int_{A \cap R_2} p(\delta_{(x,y)}) d\theta] O^*(1) \]

\[ \rightarrow \int_{A} C_{(x,y)}^{-1}(\theta|\hat{x}, \hat{y}) d\theta \quad \text{when } L \rightarrow \infty \]

(ii):

Similarly to prove (ii), notice if \( l > m + n, \) \( w_L \rightarrow 0, \) and \( A \cap R_2 \rightarrow A \) when \( L \rightarrow \infty \)
and \( \int_{A \cap R_1} l(\theta|\hat{x}, \hat{y}) d\theta < 1. \)

### 4.3.2 The Behavior of the Posterior Mean

It may be difficult to calculate the posterior mean because of computational difficulties. Here we provide an approximation and study its behaviour for large \( L. \) It is interesting to note that the given approximation is between \( \delta_{(x,y)} \) and \( \mu, \) hence it may be close neither to \( \delta_{(x,y)} \) nor to \( \mu. \) We further investigate the question of "how close the posterior mean is to Fisher's solution?"

**Theorem 4.3.2**

Recall from (1.4.5),

\[ \delta_{(x,y)}^\pi = E^\pi(\theta) = \int_{-\infty}^{\infty} \theta \pi(\theta|\hat{x}, \hat{y}) d\theta \]

Let

\[ \hat{\delta}_{(x,y)}^\pi = \delta_{(x,y)} w_L + \mu(1 - w_L) \]
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then
\[ |\delta_{(x,y)}^* - \hat{\delta}_{(x,y)}^*| = o(1) \]  

(4.3.4)

Proof: (See Appendix <A-2>)

Now we study the behaviour of \( \hat{\delta}_{(x,y)} \) for both \( m \) and \( n \) extremely large. It is easy to see that in this case \( \hat{\delta}_{(x,y)}^* \) tends to \( \delta_{(x,y)} \) which lies between \( \bar{x} \) and \( \bar{y} \) (see lemma 4.3.1 (iv)). It is further observed that the Fisher's solution as investigated in Chaubey and Gabor (1981) also lies between \( \bar{x} \) and \( \bar{y} \), hence we study its closeness to \( \delta_{(x,y)} \). Chaubey and Gabor (1981) got the MLE estimator from the likelihood function \( l(\theta|\bar{x}, \bar{y}) \) which is written in form

\[ \bar{\theta} = \bar{w}\bar{x} + (1 - \bar{w})\bar{y} \]

where

\[ \bar{w} = \frac{m^2/\Sigma(x_i - \bar{\theta})^2}{m^2/\Sigma(x_i - \bar{\theta})^2 + n^2/\Sigma(y_j - \bar{\theta})^2} \]

Theorem 4.3.3

For large \( m \) and \( n \)

\[ \delta_{(x,y)} - \bar{\theta} \cong \bar{w}d \]

Proof:
To prove the above theorem, we first establish the following lemma giving some basic properties of $\delta_{x,y}$.

**Lemma 4.3.1**

(i) Obviously, $\delta_{x,y} = \bar{x}$ if $\bar{x} = \bar{y}$.

(ii) From the discussion of Professor Y.P. Chaubey and G. Gabor (1981), if $n = m$, $s_1^2 = s_2^2$, the function $l(\theta|\bar{x}, \bar{y})$ is symmetric, i.e.

$$l(\theta|\bar{x}, \bar{y}) = f_{m-1}(\frac{\eta + d/2}{s_1} \sqrt{m}) f_{n-1}(\frac{\eta - d/2}{s_2} \sqrt{n}),$$

so we get $\delta_{x,y} = \frac{\bar{x} + \bar{y}}{2}$

(iii) if $\frac{m}{(m-1)s_1^2} = \frac{n}{(n-1)s_2^2}$, we also have $\delta_{x,y} = \frac{\bar{x} + \bar{y}}{2}$

(iv) $\delta_{x,y}$ lies between $\bar{x}$ and $\bar{y}$.

**Proof:**

Set $\eta = \Theta - \bar{y}$, $\xi = \Theta - \bar{x}$, then

$$l(\theta|\bar{x}, \bar{y}) = f_{m-1}(\frac{\xi}{s_1} \sqrt{m}) f_{n-1}(\frac{\xi - d}{s_1} \sqrt{n}) = f_{m-1}(\frac{\eta + d}{s_1} \sqrt{m}) f_{n-1}(\frac{\eta}{s_2})$$
\[
\delta(x, y) = C_{(x, y)}^{-1} \int \eta f_{m-1}\left(\frac{n+d}{s_1} \sqrt{m}\right) f_{n-1}\left(\frac{n}{s_2} \sqrt{n}\right) d\eta \bar{y}
\]

\[
= C_{(x, y)}^{-1} \int \xi f_{m-1}\left(\frac{\xi}{s_1} \sqrt{m}\right) f_{n-1}\left(\frac{n-d}{s_2} \sqrt{n}\right) d\xi \bar{x}
\]

Now

\[
\int \eta f_{m-1}\left(\frac{n+d}{s_1} \sqrt{m}\right) f_{n-1}\left(\frac{n}{s_2} \sqrt{n}\right) d\eta
\]

\[
= \left[\int_{-\infty}^{\infty} + \int_{-\infty}^{0}\right] \eta f_{m-1}\left(\frac{n+d}{s_1} \sqrt{m}\right) f_{n-1}\left(\frac{n}{s_2} \sqrt{n}\right) d\eta
\]

\[
= \int_{0}^{\infty} \eta f_{m-1}\left(\frac{n+d}{s_1} \sqrt{m}\right) f_{n-1}\left(\frac{n}{s_2} \sqrt{n}\right) d\eta - \int_{0}^{\infty} \eta f_{m-1}\left(\frac{n-d}{s_1} \sqrt{m}\right) f_{n-1}\left(\frac{n}{s_2} \sqrt{n}\right) d\eta
\]

\[
= \int_{0}^{\infty} \eta \left[ f_{m-1}\left(\frac{n+d}{s_1} \sqrt{m}\right) - f_{m-1}\left(\frac{n-d}{s_1} \sqrt{m}\right) \right] d\eta \leq 0
\]

because of \( f_{m-1}\left(\frac{n+d}{s_1} \sqrt{m}\right), f_{n-1}\left(\frac{n}{s_2} \sqrt{n}\right) \), \( \eta \) are non-negative when \( \eta \in (0, \infty) \)

and \( f_{m-1}\left(\frac{n+d}{s_1} \sqrt{m}\right) \leq f_{m-1}\left(\frac{n-d}{s_1} \sqrt{m}\right) \), so \( \delta(x, y) \leq \bar{y} \).

Similarly \( \delta(x, y) \geq \bar{x} \).

End of proof of lemma.

Without loss of generality, set \( C_{(x, y)} = 1 \). Note \( \delta(x, y) - \bar{x} = (1 - \bar{w})d; \ \bar{\theta} - \bar{y} = -\bar{w}d \).
\[ \hat{\theta} - \tilde{\theta} = \int_{\theta}^{\theta^*} l(\theta | \hat{z}, \hat{y}) d\theta \]

\[
\overset{\xi = \theta - \hat{\theta}}{=} \int_{\xi} \xi f_{m-1} \left( \frac{\xi + \eta}{\eta_1} \sqrt{\eta} \right) f_{n-1} \left( \frac{\eta}{\eta_2} \sqrt{\eta} \right) d\xi
\]

\[
\overset{\eta = \xi + \eta d}{=} \int_{\eta} \eta f_{m-1} \left( \frac{\eta + \eta d}{\eta_1} \sqrt{\eta} \right) f_{n-1} \left( \frac{\eta}{\eta_2} \sqrt{\eta} \right) d\eta + \tilde{\eta} d
\]

set

\[ \Delta \overset{\text{def}}{=} \int_{\eta} \eta f_{m-1} \left( \frac{\eta + \eta d}{\eta_1} \sqrt{\eta} \right) f_{n-1} \left( \frac{\eta}{\eta_2} \sqrt{\eta} \right) d\eta \]

\[ = c_{mn} \left[ \int_{-\infty}^{0} + \int_{0}^{\infty} \right] \eta \left[ 1 + c_m (\eta + d)^2 \right]^{-m/2} \left[ 1 + c_n \eta^2 \right]^{-n/2} d\eta \]

and

\[ \Delta_1 = \int_{0}^{\infty} \eta (1 + c_n \eta^2)^{-n/2} (1 + c_m (\eta + d)^2)^{-m/2} d\eta \]

\[ \Delta_2 = \int_{0}^{\infty} \eta (1 + c_n \eta^2)^{-n/2} (1 + c_m (\eta - d)^2)^{-m/2} d\eta \]

then

\[ \Delta = \Delta_1 - \Delta_2 \]

when \( m \) and \( n \) are large enough,

\[ [1 + c_m (\eta \pm d)^2]^{-m/2} \doteq e^{-\frac{1}{2}c_m (\eta \pm d)^2} \]

\[ [1 + c_n \eta^2]^{-n/2} \doteq e^{-\frac{1}{2}c_n \eta^2} \]
\[ \Delta_i = \int_0^\infty \eta e^{-\frac{1}{2} \left[ m_{cm} (\eta^2 + 2 \eta d + d^2) + n_{cn} \eta^2 \right]} \, d\eta \]

\[ = c_1 \int_0^\infty \eta e^{-\frac{1}{2} \left( m_{cm} + n_{cn} \right) \left( \eta \pm \frac{m_{cm} d}{m_{cm} + n_{cn}} \right)^2} \, d\eta \]

\[ = c_1 \left[ \int_0^\infty \left( \eta \pm \frac{m_{cm} d}{m_{cm} + n_{cn}} \right) e^{-\frac{1}{2} \left( m_{cm} + n_{cn} \right) \left( \eta \pm \frac{m_{cm} d}{m_{cm} + n_{cn}} \right)^2} \, d\eta \right] \phi \left( \eta \pm \frac{m_{cm} d}{m_{cm} + n_{cn}} \right) \]

\[ \phi \left( \frac{m_{cm} d}{m_{cm} + n_{cn}} \right) \int_0^\infty e^{-\frac{1}{2} \left( m_{cm} + n_{cn} \right) \left( \eta \pm \frac{m_{cm} d}{m_{cm} + n_{cn}} \right)^2} \, d\eta \]

\[ \triangleq c_1 q_1 \mp c_1 \frac{m_{cm} d}{m_{cm} + n_{cn}} q_2 \]

where

\[ c_1 = e^{-\frac{m_{cm} n_{cn} d^2}{(m_{cm} + n_{cn})}} \]

After making a transformation \( \eta \to \xi \to z \) where \( \xi = \eta \pm \frac{m_{cm} d}{m_{cm} + n_{cn}} \) and \( z = \sqrt{m_{cm} + n_{cn}} \xi \), we can define \( q_1 \) and \( q_2 \) of equation (4.3.5) as following:

\[ q_1 = (m_{cm} + n_{cn})^{-1} e^{-\frac{1}{2} \left( m_{cm} + n_{cn} \right)^{-1} \left( m_{cm} d \right)^2} \]

\[ q_2 = \int_{\frac{m_{cm} d}{\sqrt{m_{cm} + n_{cn}}}}^{\frac{m_{cm} d}{\sqrt{m_{cm} + n_{cn}}}} e^{-\frac{1}{2} \left( m_{cm} + n_{cn} \right) \xi^2} \, d\xi \]

\[ = (\sqrt{m_{cm} + n_{cn}})^{-1} \int_{\frac{m_{cm} d}{\sqrt{m_{cm} + n_{cn}}}}^{\frac{m_{cm} d}{\sqrt{m_{cm} + n_{cn}}}} e^{-\frac{z^2}{2}} \, dz \]
Hence

\[
\Delta_i = c_i [(mc_m + nc_n)^{-1} e^{-\frac{1}{2} (mc_m + nc_n)^{-1} (mc_m d)^2} \frac{mc_m d}{(mc_m + nc_n)^{3/2}} \int_{\pm \frac{mc_m d}{\sqrt{mc_m + nc_n}}}^{\infty} e^{-\frac{z^2}{2}} dz]
\]

where \(i = 1, 2\).

so

\[
|\Delta| = c_{mn} |\Delta_1 - \Delta_2|
\]

\[
= c_{mn} c_i \frac{mc_m d}{(mc_m + nc_n)^{3/2}} \int_{-\infty}^{\infty} e^{-\frac{z^2}{2}} dz
\]

\[
= c_{mn} c_i \frac{mc_m d}{(mc_m + nc_n)^{3/2}} \sqrt{2\pi}
\]

note

\[
\frac{c_{mn} c_i mc_m d}{(mc_m + nc_n)^{3/2}} = \frac{\sqrt{\pi} \Gamma(\frac{1}{2}) \Gamma(\frac{3}{2}) m^2 dc_i (n-1)s^2}{\Gamma(\frac{3-m}{2}) \Gamma(\frac{m-1}{2}) \pi (m^2(n-1)s^2 + n^2(m-1)s^2)^{1/2}}
\]

\[
\triangleq c(m, n) \frac{d^2 \sigma}{\pi}
\]

where

\[
\frac{\Gamma(\frac{1}{2})}{\Gamma(\frac{1}{2} - 1)} \to 1 \quad \text{as} \quad t \to \infty.
\]

Since \(\sigma_1^2 < \infty\) and \(\sigma_2^2 < \infty\), we have \(s_1^2 < \infty\) and \(s_2^2 < \infty\).
\[ \varepsilon(m, n) = \frac{\sqrt{n}\sqrt{m}m^2(n-1)}{[m^2(n-1)s_1^2 + n^2(m-1)s_2^2]^{3/2}} \to 0 \quad \text{and} \quad c_1 \to 0 \]
as \quad m \to \infty \quad \text{and} \quad n \to \infty \quad \text{so} \quad \Delta \doteq \varepsilon(m, n)\frac{\sqrt{\tau^2}}{\sqrt{\pi}}d \quad \Rightarrow \quad \delta(x, y) - \tilde{\theta} = \tilde{\omega}d

By the way, when the \( m \) or \( n \) are large,

\[ l(\theta|x, y) \doteq c_{mn}e^{-\frac{mc_m(\theta - \bar{\theta})^2}{2}}e^{-\frac{nc_n(\theta - \bar{\theta})^2}{2}} \]

using MLE method, we get the approximation estimator:

\[ \tilde{\theta} \doteq \frac{mc_m}{mc_m + nc_n}\bar{x} + \frac{nc_n}{mc_m + nc_n}\bar{y} \]

where

\[ \frac{mc_m}{mc_m + nc_n} \doteq \frac{m^2(n-1)s_1^2}{m^2(n-1)s_1^2 + n^2(m-1)s_2^2} \]

\[ \to \begin{cases} 
1 & \text{if the speed of } m \to \infty \text{ is faster than of } n \to \infty \\
\frac{s_1^2}{s_1^2 + s_2^2} & \text{if the speed of } m \to \infty \text{ is equal to of } n \to \infty \\
0 & \text{if the speed of } m \to \infty \text{ is slower than of } n \to \infty 
\end{cases} \]

### 4.3.3 The Behavior of Posterior Variance

The posterior variance should tend to infinity intuitively when \( L \) tends to infinity.

Theorem 4.3.4 shows this fact and give an approximate estimator of the posterior variance.
variance.

**Theorem 4.3.4**

Set

$$\Psi(L) = w_L a_2 + (1 - w_L) b_2 + w_L (1 - w_L) L^2$$

where $a_2$ and $b_2$ are defined in lemma 4.4.6.

then

$$|V_{(x,y)}^* - O^*(1)\Psi(L)| = \begin{cases} o(1) & \text{if } l \neq m + n \\ O^*(1) & \text{if } l = m + n \end{cases} \quad (4.3.6)$$

Proof: (See Appendix <A-3> )

The last theorem 4.2.5 show the variance of posterior is portion to $L^2$.

**Theorem 4.3.5**

$$\lim_{L \to \infty} \sup_{r} \frac{V_{(x,y)}^*}{L^2} = \frac{1}{4}$$

Proof: (See Appendix <A-4> )

### 4.4 Some Lemmas

This section presents some lemmas which are used at various places in the proofs.
Set $d = |\tilde{x} - \tilde{y}|$, which is constant after obtaining two sample observations from X- and Y-distribution respectively.

set

$$1 > r > \frac{2 + \min(m + n, l)}{m + n + l - 1}$$

where $r$ is a fixed constant. No doubt when $L$ is large enough, it makes following inequality existed:

$$L' > d \quad L > 2\frac{1}{1-r}.$$ 

All succeeding discussion are based on above assumption.

Let

$$R_1 \overset{\text{def}}{=} \{\theta : |\theta - \delta(x,y)| < L'\}$$

$$R_2 \overset{\text{def}}{=} \{\theta : |\theta - \mu| < L'\}$$

$$R_3 \overset{\text{def}}{=} R - (R_1 \cup R_2)$$

Assume $\tilde{x} \leq \tilde{y} \leq \mu$. Here we divide the real line into three parts, the length of $R_1$ and $R_2$ are less than double $L'$.

Before proving some theorems, we need following lemmas provided.
Set
\[
\gamma(t) = \sqrt{i}K_{t-1}(\frac{t-1}{t})^{t/2}S^{t-1}_t
\]

Lemma 4.4.1

For \( \eta \in [0, \infty) \), and constant \( \nu \) greater than zero,
\[
f_{t-1}(\frac{\eta + \nu}{S_t} \sqrt{t}) = \gamma(t)O^*(1)(\eta + \nu)^{-t}. \tag{4.4.1}
\]

Proof:
\[
f_{m-1}(\frac{\eta + \nu}{S_t} \sqrt{t}) = \sqrt{i}K_{t-1}(t - 1)^{t/2}S^{t-1}_t[(t - 1)S^2_t + t(\eta + \nu)^2]^{-t/2}
\]
\[
= \gamma(t)[1 + \left(\frac{(t-1)S^2_t}{t(\eta + \nu)^2}\right)^{-\frac{1}{2}}](\eta + \nu)^{-t}
\]

Note
\[
[1 + \left(\frac{(t-1)S^2_t}{t\nu^2}\right)^{-\frac{1}{2}}] \leq [1 + \left(\frac{(t-1)S^2_t}{t(\eta + \nu)^2}\right)^{-\frac{1}{2}}] \leq 1
\]
then (4.4.1) is existed.

Lemma 4.4.2

(i) If \( m + n > i + 1 \) then
\[
\int_{L^r} \eta^{i-l}(\eta + \delta(x,y)|\tilde{x}, \tilde{y})d\eta = O^*(L^{-r(m+n-1-i)}) \tag{4.4.2}
\]
\[
\int_{L'} \eta^{i-l}(-\eta + \delta(x,y)|\tilde{x}, \tilde{y})d\eta = O^*(L^{-r(m+n-1-i)}) \tag{4.4.3}
\]
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where \( i \geq 0 \).

(ii) If \( m + n = i + 1 \) and \( i = 3 \) or \( i = 4 \), then

\[
\int_0^{L^*} \eta^i l(\eta + \delta(x,y)|\bar{x}, \bar{y})d\eta = O^*(\ln L^*) \tag{4.4.4}
\]

\[
\int_0^{L^*} \eta^i l(-\eta + \delta(x,y)|\bar{x}, \bar{y})d\eta = O^*(\ln L^*)
\]

(iii) if \( m + n = i = 4 \), then

\[
\int_0^{L^*} \eta^i l(\eta + \delta(x,y)|\bar{x}, \bar{y})d\eta = O^*(L^*) \tag{4.4.5}
\]

\[
\int_0^{L^*} \eta^i l(-\eta + \delta(x,y)|\bar{x}, \bar{y})d\eta = O^*(L^*)
\]

Proof:

(i) proof of (4.4.2):

From one side,

\[
\int_{L^*}^{\infty} \eta^i l(\eta + \delta(x,y)|\bar{x}, \bar{y})d\eta \geq \int_{L^*}^{\infty} \eta^i \int_{m-1}^{\infty} \left( \frac{\eta + \delta(x,y) - \bar{x}}{s_1} \sqrt{m} \right) \int_{n-1}^{\infty} \left( \frac{\eta + \delta(x,y) - \bar{y}}{s_2} \sqrt{n} \right) d\eta
\]

using (4.4.1)

\[
\text{RHS} = O^*(1) \int_{L^*}^{\infty} \eta^i l(\eta + \delta(x,y) - \bar{x})^{-m-n} d\eta \tag{4.4.6}
\]

\[
= O^*(L^{-r(m+n-1-\theta)})
\]

From the other side,

\[
\int_{L^*}^{\infty} \eta^i l(\eta + \delta(x,y)|\bar{x}, \bar{y})d\eta \leq \int_{L^*}^{\infty} \eta^i \int_{m-1}^{\infty} \left( \frac{\eta + \delta(x,y) - \bar{y}}{s_1} \sqrt{m} \right) \int_{n-1}^{\infty} \left( \frac{\eta + \delta(x,y) - \bar{y}}{s_2} \sqrt{n} \right) d\eta
\]
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set $\zeta = \eta - \bar{y}$, then

$$
\text{RHS} = \int_{L^r - \bar{y}}^{L^r} (\zeta + \bar{y})^i f_{n-1} \left( \frac{\zeta + \delta(x,y)}{s_1} \sqrt{m} \right) f_{n-1} \left( \frac{\zeta + \delta(x,y)}{s_2} \sqrt{n} \right) d\zeta
$$

$$
= O^*(1) \int_{L^r - \bar{y}}^{L^r} (\zeta + \bar{y})^i (\zeta + \delta(x,y))^{-m-n} d\eta
$$

$$
\leq O^*(1) \int_{L^r - \bar{y}}^{L^r} (\zeta + \delta(x,y))^{-m-n} d\eta
$$

$$
= O^*\left(L^{-(m+n-1-i)}\right) \tag{4.4.7}
$$

Combine (4.4.6) and (4.4.7), we get (4.4.2). Similarly to prove (4.4.3)

(ii) proof of (4.4.4):

$$
\int_{L^r}^{L^r} \eta^i l(\eta + \delta(x,y)|\bar{x}, \bar{y}) d\eta = (\int_{L^r}^{L^r} + \int_{L^r}^{L^r} \eta^i l(\eta + \delta(x,y)|\bar{x}, \bar{y}) d\eta
$$

$$
\leq O^*(1) \int_{L^r}^{L^r} \eta^i (\eta + \delta(x,y) - \bar{y})^{-m-n} d\eta + O^*(1) \tag{4.4.8}
$$

$$
\leq \int_{L^r}^{L^r} (\eta + \delta(x,y) - \bar{y})^{-1} d\eta + O^*(1) = O^*(\ln L^r)
$$

converse, set $\eta = \zeta + \bar{y}$

$$
\int_{L^r}^{L^r} \eta^i l(\eta + \delta(x,y)|\bar{x}, \bar{y}) d\eta
$$

$$
= \left(\int_{L^r}^{L^r} + \int_{L^r}^{L^r} \eta^i l(\eta + \delta(x,y)+d)|\bar{x}, \bar{y}) d\eta\right) + O^*(1)
$$

$$
= O^*(1) \int_{L^r - \bar{y}}^{L^r - \bar{y}} (\zeta + \bar{y})^i (\zeta + \delta(x,y) + d)^{-m-n} d\zeta + O^*(1)
$$

$$
\geq O^*(1) \int_{L^r - \bar{y}}^{L^r - \bar{y}} (\zeta + \delta(x,y) + d)^{-m-n} d\zeta = O^*(\ln L^r) \tag{4.4.9}
$$

(4.4.8) and (4.4.9) implies(4.4.4).

proof of (4.4.5) is similar.

**lemma 4.4.3**
As in lemma 4.4.2, we set \( \theta = \eta + \delta_{(x,y)} \), get following conclusions:

(i)

\[
\int_{R_1} l(\theta|\tilde{x}, \tilde{y})d\theta = C_{(x,y)} - \int_{-\infty}^{L^*} l(\eta + \delta_{(x,y)}|\tilde{x}, \tilde{y})d\eta - \int_{L^*}^{\infty} l(\eta + \delta_{(x,y)}|\tilde{x}, \tilde{y})d\eta
\]

\[= C_{(x,y)} - O^*(L^{-r(m+n-1)}) \]

(ii)

\[
\int_{R_1} (\theta - \delta_{(x,y)})l(\theta|\tilde{x}, \tilde{y})d\theta = O^*(L^{-r(m+n-2)})
\]

(iii)

\[
\int_{R_1} (\theta - \delta_{(x,y)})^2l(\theta|\tilde{x}, \tilde{y})d\theta = C_{(x,y)}V_{(x,y)} - O^*(L^{-r(m+n-3)})
\]

(iv)

if \( m + n \geq 5 \) and \( i = 3 \), or \( m + n > 5 \) and \( i = 4 \), by 1) of lemma 4.4.2, then

\[
\int_{R_1}(\theta - \delta_{(x,y)})^i l(\theta|\tilde{x}, \tilde{y})d\theta
\]

\[= C_{(x,y)}E(\theta - \delta_{(x,y)})^i - \int_{-\infty}^{L^*} (\theta - \delta_{(x,y)})^i l(\theta|\tilde{x}, \tilde{y})d\theta
\]

\[= C_{(x,y)}E(\theta - \delta_{(x,y)})^3 - O^*(L^{-r(m+n-1-i)})
\]

if \( m + n = 4 \) and \( i = 3 \), by 2) of lemma 4.4.2, then

\[
\int_{R_1}(\theta - \delta_{(x,y)})^3 l(\theta|\tilde{x}, \tilde{y})d\theta
\]

\[= \int_{-L^*}^{0} \eta^3 l(\eta + \delta_{(x,y)}|\tilde{x}, \tilde{y})d\eta + \int_{0}^{L^*} \eta^3 l(\eta + \delta_{(x,y)}|\tilde{x}, \tilde{y})d\eta
\]

\[= O^*(ln L^*)
\]
if \( m + n = i = 4 \), then

\[
\int_{R_1} (\theta - \delta(x,y))^4 l(\theta|\tilde{x}, \tilde{y}) d\theta = O^*(L^*)
\]

if \( m + n = 5 \) and \( i = 4 \), then

\[
\int_{R_1} (\theta - \delta(x,y))^4 l(\theta|\tilde{x}, \tilde{y}) d\theta = O^*(\ln L^*).
\]

**Lemma 4.4.4**

For \( \theta \in R_1 \)

\[
p(\theta) = p(\delta(x,y))O^*(1)[1 - (\theta - \delta(x,y))O^*(L^{-1}) + (\theta - \delta(x,y))O^*(L^{-2})]
\]

Proof:

step 1) Do derivative to \( p(\theta) \) w.r.t. \( \theta \).

\[
\frac{\partial p(\theta)}{\partial \theta} = p(\theta) \left[ -\frac{l(\theta - \mu)}{(l-1)^2 + (\theta - \mu)^2} \right]
\]

\[
\frac{\partial^2 p(\theta)}{\partial \theta^2} = p(\theta) \left[ \frac{l(l-1)(\theta - \mu)^2 - 2l(\theta - \mu)^2}{(l-1)^2 + (\theta - \mu)^2} \right] - p(\theta) \left[ \frac{l(l-1)(\theta - \mu)^2}{(l-1)^2 + (\theta - \mu)^2} \right]
\]

\[
= p(\theta) \left[ \frac{l(l+1)(\theta - \mu)^2 - (l-1)l^2}{(l-1)^2 + (\theta - \mu)^2} \right]
\]
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step 2)

\[ \frac{p(\delta(x,y))}{p(\delta(x,y))} = \left[ \frac{(L-1)r^2 + L^2}{(L-1)r^2 + (\mu - \delta(x,y))^2} \right]^{1/2} = O^*(\frac{L}{\mu - \delta(x,y)})^1 = O^*(1) \]

similarly, for any \( \theta_0 \in R_1, \frac{p(\theta_0)}{p(\delta(x,y))} = O^*(1) \)

step 3) Expanding \( p(\theta) \), by the Taylor theorem, \( \exists \theta_0 \in R_1 \) such that

\[
p(\theta) = p(\delta(x,y)) + (\theta - \delta(x,y))p'(\theta)|_{\theta=\delta(x,y)} + \frac{1}{2!}(\theta - \delta(x,y))^2 p''(\theta)|_{\theta=\delta_0} \]

\[
= p(\delta(x,y)) \{ 1 + (\theta - \delta(x,y)) \left[ - \frac{L(\delta(x,y) - \mu)}{(L-1)r^2 + (\delta(x,y) - \mu)^2} \right] + \frac{1}{2}(\theta - \delta(x,y))^2 \frac{L(\theta_0)}{p(\delta(x,y))} \frac{L(1+L(\theta_0 - \mu)^2 - (L-1)r^2)}{(L-1)r^2 + (\theta_0 - \mu)^2} \} \]

\[
= p(\delta(x,y))O^*(1)[1 - (\theta - \delta(x,y))O^*(L^{-1}) + (\theta - \delta(x,y))^2O^*(L^{-2})]. \]

lemma 4.4.5.

For \( \theta \in R_2 \)

\[
f_{\bar{X}}(\bar{X} - \bar{\theta} \sqrt{\bar{m}}) = f_{\bar{X}}(\frac{L}{\bar{s}} \sqrt{\bar{m}})(1 - (\theta - \mu)O^*(L^{-1}))O^*(1) \]

\[
f_{\bar{y}}(\bar{y} - \bar{\theta} \sqrt{n}) = f_{\bar{y}}(\frac{L}{\bar{s}} \sqrt{n})(1 - (\theta - \mu)O^*(L^{-1}))O^*(1) \]
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Proof: Similar as proof of lemma 4.4.4.

Lemma 4.4.6

Set

$$\gamma_0 = C_{(x,y)}^{-1} \sqrt{m} K_{m-1} \left( \frac{m-1}{m} \right)^{m/2} s_1^{m-1} \sqrt{n} K_{n-1} \left( \frac{n-1}{n} \right)^{n/2} s_2^{n-1} (l - 1)^{1/2} K_{l-1} r^{l-1},$$

Let

$$A_i \overset{\text{def}}{=} C_{(x,y)}^{-1} \int_{R_1} (\theta - \delta_{(x,y)})^i l(\theta | \tilde{x}, \tilde{y}) p(\theta) d\theta$$

$$B_i \overset{\text{def}}{=} C_{(x,y)}^{-1} \int_{R_2} (\theta - \mu)^i l(\theta | \tilde{x}, \tilde{y}) p(\theta) d\theta$$

$$C_i \overset{\text{def}}{=} C_{(x,y)}^{-1} \int_{-\infty}^{\delta_{(x,y)} - L^r} (\theta - \delta_{(x,y)})^i l(\theta | \tilde{x}, \tilde{y}) p(\theta) d\theta$$

$$D_i \overset{\text{def}}{=} C_{(x,y)}^{-1} \int_{\delta_{(x,y)} + L^r}^{\mu - L^r} (\theta - \delta_{(x,y)})^i l(\theta | \tilde{x}, \tilde{y}) p(\theta) d\theta$$

$$E_i \overset{\text{def}}{=} C_{(x,y)}^{-1} \int_{\mu + L^r}^{\infty} (\theta - \mu)^i l(\theta | \tilde{x}, \tilde{y}) p(\theta) d\theta$$

where $i \geq 0$.

For the fixed $d$ and large $L$, $L^r > d$, $i=0,1,2$, we have following conclusions.
(i) 

\[ A_i = p(\delta_{(x,y)})O^*(1)a_i. \]  \hspace{1cm} (4.4.10) 

where

\[ a_i = C_{(x,y)}^{-1}R_1(\theta - \delta_{(x,y)})i(\theta|\hat{x},\hat{y}) \]

\[ \times [1 - (\theta - \delta_{(x,y)})O^*(L^{-1}) + (\theta - \delta_{(x,y)})^2O^*(L^{-2})]d\theta \]

\[ a_0 = 1 + V_{(x,y)}O^*(L^{-2}) - C_{(x,y)}^{-1}O^*(L^{-r(m+n-1)}). \]

\[ a_1 = C_{(x,y)}^{-1}O^*(L^{-r(m+n-2)}) - O^*(L^{-1})V_{(x,y)}. \]

\[ a_2 = \begin{cases} 
V_{(x,y)} - C_{(x,y)}^{-1}O^*(L^{-r(m+n-3)}) - E(\theta - \delta_{(x,y)})^3O^*(L^{-1}) & \text{if } m + n > 5 \\
V_{(x,y)} - C_{(x,y)}^{-1}O^*(L^{-r(m+n-3)}) - E(\theta - \delta_{(x,y)})^3O^*(L^{-1}) & \text{if } m + n = 5 \\
V_{(x,y)} - C_{(x,y)}^{-1}O^*(L^{-r(m+n-3)}) - O^*(L^{-1}\ln L^r) & \text{if } m + n = 4 
\end{cases} \]

(ii) 

\[ B_i = C_{(x,y)}^{-1}f_{m-1}(\frac{L}{s_1}\sqrt{m})f_{n-1}(\frac{L}{s_2}\sqrt{n})O^*(1)b_i \]  \hspace{1cm} (4.4.11) 

where

\[ b_i = \int_{R_3} (\theta - \mu)^i[1 - (\theta - \mu)O^*(L^{-1}) + (\theta - \mu)^2O^*(L^{-2})]p(\theta)d\theta \]
\[
\begin{align*}
    b_0 &= \begin{cases} 
        1 + O(L^{-r(l-1)}) + O(L^{-2}) & \text{if } l > 3 \\
        1 + O(L^{-r(l-1)}) & \text{if } l \leq 3 
    \end{cases} \\
    b_1 &= \begin{cases} 
        O(L^{-1}) & \text{if } l > 3 \\
        O(L^{-1} \ln(L)) & \text{if } l = 3 \\
        O(L^{-r}) & \text{if } l = 2 
    \end{cases} \\
    b_2 &= \begin{cases} 
        V_h + O(L^{-r(l-3)}) & \text{if } l > 3 \\
        O(\ln(L)) & \text{if } l = 3 \\
        O(L^{-r}) & \text{if } l = 2 
    \end{cases}
\end{align*}
\]

(iii) 
\[|C_i| \leq O^*(L^{-r(m+n+l-1)-d})\]

(iv) 
\[|D_i| \leq O^*(L^{-r(m+n+l-1)-d})\]

(v) 
\[|E_i| \leq O^*(L^{-r(m+n+l-1)-d})\]

Proof: (See Appendix <A-1>)

From the lemma 4.4.6,
\[A_0 = p(\delta_{(x,y)})O^*(1)\]
\[ B_0 = C_{(x,y)}^{-1}f_{m-1}\left(\frac{L}{s_1}\sqrt{m}\right)f_{n-1}\left(\frac{L}{s_2}\sqrt{n}\right)O(1) \]
\[ C_0 = O(L^{-r(m+n+l-1)}) \]
\[ D_0 = O(L^{-r(m+n+l-1)}) \]
\[ E_0 = O(L^{-r(m+n+l-1)}) \]

**Lemma 4.4.7**

As \( L \to \infty \) for \( i, j, k \geq 0 \), then

\[ w_L^i(1 - w_L)^j L^k = \begin{cases} 
\gamma_1^i L^k \left( 1 - L^{-(m+n+l)} \right) \left( 1 + O^*(L^{-2}) \right) + j O^*(L^{-2}) & \text{if } l < m + m \\
\gamma_1^i (1 + j)^{(i+j)l} L^k \left( 1 + O^*(L^{-2}) \right) & \text{if } l = m + m \\
\gamma_1^{-i} L^{k-(l-(m+n))} \left( 1 + O^*(L^{-2}) \right) + j O^*(L^{-2}) & \text{if } l > m + m
\end{cases} \quad (4.4.12) \]

where

\[ \gamma_1 = \frac{K_{n-1}(\frac{s_1}{m})^{m/2-1}(m-1)^{m/2}K_{n-1}(\frac{s_2}{n})^{n/2-1}(n-1)^{n/2}}{k_{l-1}(l-1)^{l/2}r^{l-1}} \]

**Proof:**

By defined \( w_L \) and notice that \( f_L(L) = K_{v-1} \nu^{\frac{v}{2}}(1 + vL^2)^{-\frac{v}{2}}L^{-v} \) we have

\[ w_L^i(1 - w_L)^j L^k = \frac{f_{m-1}\left(\frac{L}{s_1}\sqrt{m}\right)f_{n-1}\left(\frac{L}{s_2}\sqrt{n}\right)}{C_{(x,y)}^{(x,y)}p^{(x,y)}}[1 + \frac{f_{m-1}\left(\frac{L}{s_1}\sqrt{m}\right)f_{n-1}\left(\frac{L}{s_2}\sqrt{n}\right)}{C_{(x,y)}^{(x,y)}p^{(x,y)}}](i+j)L^k \]

\[ = \frac{\gamma_1^i L^k \left( 1 + j O^*(L^{-2}) \right) + j O^*(L^{-2})}{(1 + O^*(L^{-2}))^{i+j}} \]
if \( l = m + n \) then

\[
\phi_L^i (1 - \phi_L^j) L^k = \gamma^i (1 + \gamma_1)^{-i+j} L^k [1 + jO^*(L^{-2})]
\]

if \( l < m + n \), then

\[
\phi_L^i (1 - \phi_L^j) L^k = \gamma^i (1 + \gamma_1)^{-i+j} L^{k-j(m+n-l)} [1 + jO^*(L^{-2})][1 + O^*(L^{-l(m+n-l)})]
\]

if \( l > m + n \), then

\[
\phi_L^i (1 - \phi_L^j) L^k = \gamma^i (1 + \gamma_1)^{-i+j} L^{k-l(m-n)} [1 + jO^*(L^{-2}) + O^*(L^{-l(m-n)})]
\]

**Lemma 4.4.8**

For fixed \( d > 0 \), when \( L \to \infty \),

\[
m_{(x,y)} = [C_{(x,y)}^{-1} f_{n-1}(\frac{L}{\sqrt{s_1}}) f_{m-1}(\frac{L}{\sqrt{s_2}}) + p(d_{(x,y)})] O^*(1) \tag{4.4.13}
\]
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Proof:

By the definition of Intervals $R_j$ Integration,

$$m_{(x,y)} = A_0 + B_0 + C_0 + D_0 + E_0.$$ 

It is easy to see

$$f_{m-1}(\frac{L}{s_1} \sqrt{m}) = O^*(L^{-m}),$$

$$f_{n-1}(\frac{L}{s_2} \sqrt{n}) = O^*(L^{-n}),$$

and

$$p(\delta_{(x,y)}) = O^*(L^{-l}),$$

then

$$\frac{C_0 + D_0 + E_0}{A_0 + B_0} \leq \frac{O(L^{-r(m+n+l-1)})}{[O^{-1}(x,y)]f_{m-1}(\frac{L}{s_1} \sqrt{m})f_{n-1}(\frac{L}{s_2} \sqrt{n}) + p(\delta_{(x,y)})]O^*(1)}$$

$$= \frac{O(L^{-r(m+n+l-1)})}{O^*(L^{-r(m+n)}) + O^*(L^{-l})}$$

$$= o(1)$$

So

$$m_{(x,y)} = (A_0 + B_0)(1 + o(1)) = O^{-1}(x,y) f_{m-1}(\frac{L}{s_1} \sqrt{m}) f_{n-1}(\frac{L}{s_2} \sqrt{n}) + p(\delta_{(x,y)})]O^*(1)$$

$$= O^*(L^{-(m+n)}) + O^*(L^{-l})$$

(4.4.14)
Appendix

<A-1>: Proof of Lemma 4.4.6

Proof of (i)

1) By the Lemma 4.2.1.4, for i=0, 1, 2

\[ A_i = C_{(x,y)}^{-1}p(\delta_{(x,y)})O^*(1)[\int_{R_1}(\theta - \delta_{(x,y)})^i l(\theta|\tilde{x}, \tilde{y})d\theta \\
- O^*(L^{-1}) \int_{R_1}(\theta - \delta_{(x,y)})^{i+1} l(\theta|\tilde{x}, \tilde{y})d\theta \\
+ O^*(L^{-2}) \int_{R_1}(\theta - \delta_{(x,y)})^{i+2} l(\theta|\tilde{x}, \tilde{y})d\theta] \]

By the lemma 4.4.3

\[ a_0 = C_{(x,y)}^{-1}[C_{(x,y)} - O^*(L^{-r(m+n-1)}) - O^*(L^{-1})O^*(L^{-r(m+n-2)}) \\
+ O^*(L^{-2})(C_{(x,y)}V_{(x,y)} - O^*(L^{-r(m+n-3)})] \]

\[ = 1 - C_{(x,y)}^{-1}O^*(L^{-r(m+n-1)}) - C_{(x,y)}^{-1}O^*(L^{-1-r(m+n-2)}) + O^*(L^{-2})V_{(x,y)} \\
- O^*(L^{-2-r(m+n-3)}) \]

\[ = 1 - C_{(x,y)}^{-1}O^*(L^{-r(m+n-1)}) + O^*(L^{-2})V_{(x,y)} \]
\[ a_1 = C_{(x,y)}^{-1} O^*(L^{-r(m+n-2)}) - C_{(x,y)}^{-1} O^*(L^{-1})(C_{(x,y)}V_{(x,y)} - O^*(L^{-r(m+n-3)})) \]

\[ + \ C_{(x,y)}^{-1} O^*(L^{-2}) \begin{cases} O^*(\ln L^r) & \text{if } m + n = 4 \\ C_{(x,y)}E(\theta - \delta_{(x,y)})^3 - O(L^{-r(m+n-4)}) & \text{if } m + n \geq 5 \end{cases} \]

\[ = C_{(x,y)}^{-1} O^*(L^{-r(m+n-2)}) - O^*(L^{-1})V_{(x,y)} \]

\[ a_2 = V_{(x,y)} - C_{(x,y)}^{-1} O^*(L^{-r(m+n-3)}) \]

\[ - \ C_{(x,y)}^{-1} O^*(L^{-1}) \begin{cases} E(\theta - \delta_{(x,y)})^3C_{(x,y)} - O^*(L^{-r(m+n-4)}) & \text{if } m + n \geq 5 \\ O^*(\ln L^r) & \text{if } m + n = 4 \end{cases} \]

\[ + \ C_{(x,y)}^{-1} O^*(L^{-2}) \begin{cases} O^*(L^r) & \text{if } m + n = 4 \\ O^*(L^{-1}) & \text{if } m + n = 5 \\ C_{(x,y)}E(\theta - \delta_{(x,y)})^4 - O^*(L^{-r(m+n-5)}) & \text{if } m + n > 5 \end{cases} \]
proof of (ii):

By the lemma 4.4.5 for i=0, 1, 2,

\[ B_i = C_{(x,y)}^{-1} \int_{R_2} (\theta - \mu)^i f_{m-1}(\frac{L}{\sqrt{m}}) f_{n-1}(\frac{L}{\sqrt{n}}) \times (1 - (\theta - \mu)O^*(L^{-1}) + (\theta - \mu)^2 O^*(L^{-2})) O^*(1)p(\theta)d\theta \]

set

\[ b_i = \int_{R_2} (\theta - \mu)^i [1 - (\theta - \mu)O^*(L^{-1}) + (\theta - \mu)^2 O^*(L^{-2})] p(\theta)d\theta \]

then by Fan and Berger(1991), (4.4.11) is obtained.

proof of (iii)

Set

\[ \eta = \theta - \delta_{(x,y)} \]

then

\[ |C_i| = |C_{(x,y)}^{-1} \int_{-\infty}^{\infty} \eta^i l(\eta + \delta_{(x,y)})|\tilde{x}, \tilde{y})p(\eta + \delta_{(x,y)})d\eta| \]

\[ \leq C_{(x,y)}^{-1} \int_{-\infty}^{\infty} \eta^i l(-\eta + \delta_{(x,y)})|\tilde{x}, \tilde{y})p(-\eta + \delta_{(x,y)})d\eta \]

by lemma 4.4.1, definition \( \gamma_0 \) and \( i - n - l < 0 \),

rightmost

\[ \leq \gamma_0 \int_{L^r}^{\infty} \eta^i (\eta - d)^{-m} \eta^{-n-l}d\eta \]

\[ \leq \gamma_0 \int_{L^r}^{\infty} (\eta - d)^{i-m-n-l}d\eta \]

\[ = \gamma_0 \frac{(L^r - d)^{i-m-n-l+1}}{m+n+l-i-1} \]

\[ = O^*(L^{-r(m+n+l-1)-d}) \]
proof of (iv)

Set \( \eta = \theta - \delta_{(x,y)} \). Before proving d), we first see two facts:

fact (1)

\[
[1 + \frac{(\eta + \delta_{(x,y)} - \mu)^2}{(l - 1)^2}]^{-l/2} \leq O^*(L^{-rl}) \quad \text{for } \forall \eta \in (L^r, \mu - L^r - \delta_{(x,y)})
\]

It is easy to see

\[
\eta - (\mu - \delta_{(x,y)}) \in (L^r - \mu + \delta_{(x,y)}, -L^r)
\]

which implies

\[
1 + \frac{(\eta - \mu + \delta_{(x,y)})^2}{(l - 1)^2} > 1 + \frac{L^{2r}}{(l - 1)^2}
\]

then

\[
(1 + \frac{(\eta - \mu + \delta_{(x,y)})^2}{(l - 1)^2})^{-l/2} < (1 + \frac{L^{2r}}{(l - 1)^2})^{-l/2} = O^*(L^{-rl})
\]

fact (2)

\[
\frac{(\mu - L^r - \delta_{(x,y)} - d)^{i-(m+n)+1}}{L^{-r(m+n-1-i)}} - \frac{(L^r - d)^{i-(m+n)+1}}{L^{-r(m+n-1-i)}} = O^*(1)
\]

indeed,

\[
\frac{(\mu - L^r - \delta_{(x,y)} - d)^{i-(m+n)+1}}{L^{-r(m+n-1-i)}} = \frac{L^{i-(m+n)+1}}{L^{-r(m+n-1-i)}} O^*(1)
\]

\[
= O^*(L^{r-1(m+n-1-i)})
\]

\[
< O^*(1)
\]

and

\[
\frac{(L^r - d)^{i-(m+n)+1}}{L^{-r(m+n-1-i)}} = \left(\frac{L^r - d}{L^r}\right)^{1-(m+n)+i} = O^*(1)
\]
Now

\[ |D_i| = |C^{-1}_{(x,y)} \int_{L^r}^{\mu - L^r - \delta(x,y)} \eta^i l(\eta + \delta(x,y)|\tilde{z}, \tilde{y})p(\eta + \delta(x,y))d\eta| \]

\[ \leq \gamma_0 \int_{L^r}^{\mu - L^r - \delta(x,y)} \eta^{i-m}(\eta - d)^{-n}O(L^{-r_l})d\eta \]

\[ \leq \frac{\gamma_0 O(L^{-r_l})}{i-(m+n)+1} (\eta - d)^{i-(m+n)+1} \int_{L^r}^{\mu - L^r - \delta(x,y)} \eta^{i-m} \]

\[ = \frac{\gamma_0 O(L^{-r_l})}{i-(m+n)+1} [(\mu - L^r - \delta(x,y) - d)^{i-(m+n)+1} - (L^r - d)^{i-(m+n)+1}] \]

\[ = O(L^{-r(m+n+l-l-i)}) \]

proof of (v)

Set \( \eta = \theta - \mu \), then it can be proved as the same way as of c). Note that

\[ m + n + l - 1 \geq 2 + 2 + 2 - 1 = 5 > i, \quad i = 0, 1, 2. \]

\(<A-2>:\) Proof of theorem 4.3.2

Without loss of generality, set \( C_{(x,y)} = 1. \)
set

\[ A^* \equiv \int_{R_1} \frac{d}{d\theta} \left( \theta - \delta_{(x,y)} \right) w_L - \mu + \mu w_L \right) \nabla(\theta \mid \bar{x}, \bar{y}) p(\theta) d\theta \]

\[ B^* \equiv \int_{R_2} \frac{d}{d\theta} \left( \theta - \delta_{(x,y)} \right) w_L - \mu + \mu w_L \right) \nabla(\theta \mid \bar{x}, \bar{y}) p(\theta) d\theta \]

\[ C^* \equiv \int_{R_3} \frac{d}{d\theta} \left( \theta - \delta_{(x,y)} \right) w_L - \mu + \mu w_L \right) \nabla(\theta \mid \bar{x}, \bar{y}) p(\theta) d\theta \]

then

\[ |\delta_{(x,y)}^* - \delta_{(x,y)}^*| = A^* + B^* + C^* \]

step 1) consider \( C^* \) first:

\[ \int_{-\infty}^{\delta_{(x,y)} - L^*} \left( \theta - \delta_{(x,y)} \right) w_L + \mu + \mu w_L \nabla(\theta \mid \bar{x}, \bar{y}) p(\theta) d\theta \]

\[ = C_1 + (\delta_{(x,y)} - \mu)(1 - w_L) C_0 \]

and

\[ \int_{\delta_{(x,y)} + L^*}^{\mu - L^*} \left( \theta - \delta_{(x,y)} \right) w_L + \mu + \mu w_L \nabla(\theta \mid \bar{x}, \bar{y}) p(\theta) d\theta \]

\[ = D_1 + (\delta_{(x,y)} - \mu)(1 - w_L) D_0 \]

and

\[ \int_{\mu + L^*}^{\infty} \left( \theta - \delta_{(x,y)} \right) w_L + \mu + \mu w_L \nabla(\theta \mid \bar{x}, \bar{y}) p(\theta) d\theta \]

\[ = E_1 - (\delta_{(x,y)} - \mu) w_L E_0 \]

then we get

\[ m_{(x,y)} |C^*| = |C_1 + D_1 + E_1 + (\delta_{(x,y)} - \mu)(1 - w_L)(C_0 + D_0 - w_L E_0)| \]

\[ \leq |C_1| + |D_1| + |E_1| + (\mu - \delta_{(x,y)})(1 - w_L)(|C_0| + |D_0| + w_L |E_0|) \]
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Using lemma 4.4.6 and lemma 4.4.7,

• if $m + n = l$

\[
m_{(x, y)}|C^*| \leq O^*(L^{-r(m+n+\ell-2)}) + O^*(L)O^*(L^{-r(m+n+\ell-1)})
= O^*(L^{1-r(m+n+\ell-1)})
\]  

(A - 2.1)

• if $m + n > l$

\[
m_{(x, y)}|C^*| \leq O^*(L^{-r(m+n+\ell-2)}) + O^*(L)O^*(L^{-r(m+n+\ell-1)})(O^*(L^{-r(m+n-\ell)} + O^*(1)))
= O^*(L^{1-r(m+n+\ell-1)})
\]  

(A - 2.2)

• if $m + n < l$

\[
m_{(x, y)}|C^*| \leq O^*(L^{1-r(m+n+\ell-1)})
\]  

(A - 2.3)

By (A-2.1), (A-2.2) and (A-2.3), and lemma 4.4.8,

\[
|C^*| \leq m_{(x, y)}^{-1} O^*(L^{1-r(m+n+\ell-1)})
\leq O^*(L^{1+\min(m+n,\ell)-r(m+n+\ell-1)})
= o(1)
\]
step 2) consider $A^*$ and $B^*$,

$$|A^* + B^*| = m_{(x,y)}^{-1}A_1 + (\delta_{(x,y)} - \mu)(1 - w_L)A_0 + B_1 - (\delta_{(x,y)} - \mu)w_L B_0$$

$$= O^*(1)|a_1 w_L + a_0 w_L(\delta_{(x,y)} - \mu)(1 - w_L) + (1 - w_L)b_1 - (1 - w_L)(\delta_{(x,y)} - \mu)w_L b_0$$

$$= O^*(1)|a_1 w_L + (1 - w_L)b_1 + (1 - w_L)(\delta_{(x,y)} - \mu)w_L(a_0 - b_0)|$$

- if $l = m + n$, this implies $l > 3$,

$$a_0 - b_0 = O^*(L^{-2}) - O^*(L^{-r(l-1)})$$

then using (4.4.12), note $l \geq 4$,

$$|A^* + B^*| = O^*(L^{-r(m+n-2)}) + O^*(L^{-1}) - O^*(L^{1-r(l-1)})$$

$$= o(1)$$

- if $l > m + n$, similarly

$$|A^* + B^*| = o(1)$$
• if \( l < m + n \), then \( a_0 - b_0 = o(1) \) and

\[
|A^* + B^*| = O^*(L^{-r(m+n-2)}) - O^*(L^{-1}) + O^*(L^{-(m+n-l)})O^*(L) \\
+ O^*(L^{-(m+n-l)}) \begin{cases} 
O(L^{-1}) & \text{if } l > 3 \\
O(L^{-1}\ln(L)) & \text{if } l = 3 \\
O(L^{-1}) & \text{if } l = 2 
\end{cases} 
(A - 2.6)

= o(1)

By (A-2.4), (A-2.5) and (A-2.6),

\[ A^* + B^* = o(1). \]

step 3) By step 1) and 2), theorem 4.3.2 is proved.

\[ \Rightarrow \text{4.3.3: Proof of theorem 4.3.4} \]

Without lose generality, set \( C_{(x,y)} = 1, \delta_{(x,y)} = 0. \)

step 1) To prove

\[
\Psi(L) = \begin{cases} 
O^*(1) + O^*(L^{2-(m+n-l)}) & \text{if } l < m + n \\
O^*(1) + O^*(L^2) & \text{if } l = m + n \\
O^*(1) + O^*(L^{2-(l-m-n)}) & \text{if } l > m + n 
\end{cases}
\]

By (4.4.12)
• if \( l = m + n \),

\[
\Psi(L) = O^*(1)[a_2 + b_2 + L^2] = O^*(L^2) + O^*(1)
\]

• if \( l < m + n \), then

\[
w_L = O^*(1), \quad 1 - w_L = O^*(L^{(m+n-l)}/L^2)
\]

and

\[
\Psi(L) = O^*(1) + O^*(L^{2-(m+n-l)})
\]

• if \( l > m + n \), which implies \( l > 3 \), then

\[
w_L = L^{-(l-m-n)}, \quad 1 - w_L = O^*(1)
\]

and

\[
\Psi(L) = O^*(1) + O^*(L^{2-(l-m-n)})
\]

step 2) By theorem 4.3.2,

\[
V_{(x,y)}^{\pi} = E^\pi(\theta - \hat{\delta}_{(x,y)}^\pi)^2 - o(1)
\]

and

\[
E^\pi(\theta - \hat{\delta}_{(x,y)}^\pi)^2 = m_{(x,y)}^{-1}\left[\int_{R_1} + \int_{R_2} + \int_{R_3}\right](\theta - \mu(1 - w_L))l(\theta|\bar{z}, \bar{y})p(\theta)d\theta
\]
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step 3) Similar as $C^*$ obtained in $<\Lambda-2>$

\[
|C_*| \triangleq m_{(x,y)}^{-1}[C_2 - 2(1 - w_L)\mu C_1 + (1 - w_L)^2\mu^2 C_0 \\
+ D_2 - 2(1 - w_L)\mu D_1 + (1 - w_L)^2\mu^2 D_0 \\
+ E_2 + 2w_L\mu E_1 + w_L^2\mu^2 E_0] \\
= m_{(x,y)}^{-1}[C_2 + D_2 + E_2 + O^*(L)[- (1 - w_L)(C_1 + D_1) + w_L E_1] \\
+ O^*(L^2)[(1 - w_L)^2(C_0 + D_0) + w_L^2 E_0]]
\]

By the lemma 4.4.8 and lemma 4.4.6, we have

\[
|C_*| \leq O^*(L^{\min(m+n,l)})[O^*(L^{-r[(m+n+l-1)-2]}) + O^*(L)[(1 - w_L)O^*(L^{-r[(m+n+l-1)-1]}) \\
+ w_L O^*(L^{-r[(m+n+l-1)-1]}) + O^*(L^2)[(1 - w_L)^2O^*(L^{-r(m+n+l-1)}) + w_L^2 O^*(L^{-r(m+n+l-1)})]]
\]

- if $l = m + n$ then by definition of $r$ and $w_L$ we get

\[
|C_*| \leq O^*(L^{\min(m+n,l)})[O^*(L^{-r[(m+n+l-1)-2]}) + O^*(L^1-r[(m+n+l-1)-1]) + O^*(L^{2-r[(m+n+l-1)-1]})] \\
= O^*(L^{\min(m+n,l)+2-r(m+n+l-1)}) \\
= o(1)
\]

- for $l < m + n$ and $l > m + n$ we similarly get

\[
|C_*| \leq o(1)
\]
step 4) Similarly, we get

\[ A_\ast + B_\ast \triangleq m_{(x, v)}^{-1} \left[ I_{R_1} + I_{R_2} \right] (\theta - \mu (1 - w_L))^2 l(\theta | \bar{x}, \bar{y}) p(\theta) \mathrm{d}\theta \]

\[ = \frac{1}{m_{(x, v)}} \left[ A_2 - 2(1 - w_L) \mu A_1 + (1 - w_L)^2 \mu^2 A_0 + B_2 + 2w_L \mu B_1 + w_L^2 \mu^2 B_0 \right] \]

\[ = O^*(1) \{ w_L a_2 + (1 - w_L) b_2 + w_L (1 - w_L) \mu^2 + \mu (1 - w_L) w_L (b_1 - a_1) \}

\[ + \mu^2 [(1 - w_L)^2 w_L a_0 + w_L^2 (1 - w_L) b_0] - w_L (1 - w_L) \mu^2 \}

\[ = O^*(1) \{ \Psi(L) + O^*(L) (1 - w_L) w_L (b_1 - a_1) \}

\[ + O^*(L^2) (1 - w_L) w_L [(1 - w_L) a_0 + w_L b_0 - 1] \}

Let

\[ \Delta \overset{\text{def}}{=} O^*(L) (1 - w_L) w_L (b_1 - a_1) + O^*(L^2) (1 - w_L) w_L [(1 - w_L) a_0 + w_L b_0 - 1] \]

\[ \bullet \text{ if } l > m + n, \text{ by (4.4.10) and (4.4.11)} \]

\[ (1 - w_L) a_0 + w_L b_0 - 1 = (1 - w_L) O^*(L^{-r(m+n-1)}) + (1 - w_L) O^*(L^{-2}) \]

\[ + w_L O^*(L^{-r(l-1)}) + w_L O^*(L^{-2}) \]

\[ = O^*(L^{-r(m+n-1)}) + O^*(L^{-2}) + O^*(L^{-r(l-m-n)-r(l-1)}) \]

then

\[ \Delta = O^*(L^{1-(l-m-n)}) [O^*(L^{-1}) - O^*(L^{-r(m+n-2)})] \]

\[ + O^*(L^{2-(l-m-n)}) [O^*(L^{-2}) - O^*(L^{-r(m+n-1)}) + O^*(L^{-r(l-m-n)-r(l-1)})] \]

\[ = o(1) \]
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• if $l = m + n$

$$(1 - w_L)a_0 + w_Lb_0 - 1 = (1 - w_L)O^*(L^{-r(m+n-1)}) + (1 - w_L)O^*(L^-2) + w_LO^*(L^{-r(l-1)}) + w_LO^*(L^-2)$$

$$= O^*(L^{-r(l-1)}) + O^*(L^-2)$$

then

$$\Delta = O^*(L)[O^*(L^{-1}) - O^*(L^{-r(m+n-2)})] + O^*(L^2)[O^*(L^{-r(l-1)}) + O^*(L^-2)]$$

$$= O^*(1)$$

• if $l < m + n$, the discussion is similar as of $l > m + n$, we get $\Delta = o(1)$. 

So we get

$$A_* + B_* = \begin{cases} O^*(1)\{\Psi + O^*(1)\} & \text{if } i = m + n \\
O^*(1)\{\Psi + o(1)\} & \text{if } i \neq m + n \end{cases}$$

that means

$$A_* + B_* + C_* = O^*(1)\Psi(L) \begin{cases} O^*(1) & \text{if } l = m + n \\
o(1) & \text{if } l \neq m + n \end{cases}$$

So Theorem(4.3.4) is proved.

<<A-4>: Proof of theorem 4.3.5
Without loss of generality, set \( \delta_{(x,y)} = 0 \), and \( C_{(x,y)} = 1 \)

The proof is divided into two parts, the first part is to prove the limit of supremum of \( V_{(x,y)}^x \) great than \( \frac{l^2}{4} \); the second part is to prove the inverse.

Part i) To prove

\[
\lim_{L \to \infty} \sup_x \frac{V_{(x,y)}^x}{L^2} \geq \frac{1}{4}
\]

Choose

\[
\tau_* = K_0 \mu^{\frac{m+n-1}{l-1}}
\]

Define

\[
p_{\tau_*}(\theta) = \frac{K_{l-1}(1 + \frac{(\theta - \mu)^2}{(l-1)\tau_*^2})^{-l/2}}{\tau_*}
\]

\[
K_0 = \frac{K_{l-1}(l-1)^{l/2}}{K_{m-1}K_{n-1}(m-1)^{m/2}(n-1)^{n/2}(\frac{\sqrt{m}}{s_1})^{m-1}(\frac{\sqrt{n}}{s_1})^{n-1}}
\]

\[
k_0 = (m-1)^{m/2}(n-1)^{n/2}(\frac{s_1^2}{m})^{(m-1)/2}(\frac{s_1^2}{n})^{(n-1)/2}
\]

then

\[
K_0^{-1} = k_0 \frac{K_{m-1}K_{n-1}}{K_{l-1}(l-1)^{l/2}}
\]

\[
K_{l-1}(l-1)^{l/2}K_0 = k_0 K_{m-1}K_{n-1}
\]

Set

\[
\epsilon = \begin{cases} 
\frac{1}{3} & \text{if } l - (m + n) \leq 2 \\
\frac{1 - (m + n)}{l - 1} & \text{if } l - (m + n) > 2 
\end{cases}
\]
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if \( l - (m + n) \leq 0 \), then
\[
\frac{m + n - l}{1 - l} \leq 0 \leq \frac{2}{3}, \text{ and } \tau_\ast \leq K_0 \mu^{\frac{2}{3}} = K_0 \mu^{1-\epsilon};
\]

if \( 0 < l - (m + n) \leq 2 \), then
\[
0 < \frac{m + n - l}{1 - l} < \frac{2}{3}, \text{ and } \tau_\ast \leq K_0 \mu^{1-\epsilon};
\]

if \( l - (m + n) > 2 \), then
\[
1 - \epsilon = \frac{m + n - l}{1 - l} > 0, \text{ and } \tau_\ast = K_0 \mu^{1-\epsilon}
\]

So,
\[
\frac{\tau_\ast}{\mu^{1-\epsilon}} = O(1)
\]

Let
\[
A_i^\ast \overset{\text{def}}{=} \int_{|\theta| \leq \mu^{1-\frac{1}{2}}} \theta^i l(\theta|\tilde{z}, \bar{y}) p_{\tau_\ast}(\theta) d\theta
\]

\[
B_i^\ast \overset{\text{def}}{=} \int_{|\theta - \mu| \leq \mu^{1-\frac{1}{2}}} \theta^i l(\theta|\tilde{z}, \bar{y}) p_{\tau_\ast}(\theta) d\theta
\]

\[
C_i^\ast \overset{\text{def}}{=} \int_{\{(|\theta| \leq \mu^{1-\frac{1}{2}}) \cup \{(|\theta - \mu| \leq \mu^{1-\frac{1}{2}})\}} \theta^i l(\theta|\tilde{z}, \bar{y}) p_{\tau_\ast}(\theta) d\theta
\]

then
\[
\int_{\Theta} \theta^i l(\theta|\tilde{z}, \bar{y}) p_{\tau_\ast}(\theta) d\theta = A_i^\ast + B_i^\ast + C_i^\ast
\]
step 1) To prove

\[ A_i^* = K_{l-1}(l-1)^{l/2+1} \mu^{-l} (E \theta^i + o(1)) \]  \hspace{1cm} (A - 4.1) \\
= k_0 K_{m-1} K_{n-1} \mu^{-(m+n)} (E \theta^i + o(1)) \\

Obviously, for \( i = 0, 1, 2 \)

\[ 0 \leq | \int_{|\theta| > \mu^{1-\frac{1}{2}}} \theta^i l(\theta|\bar{x}, \bar{y}) d\theta | = o(1) \]  \hspace{1cm} (A - 4.2) \\

we just prove case \( i = 2 \).

\[ \int_{|\theta| > \mu^{1-\frac{1}{2}}} \theta^2 l(\theta|\bar{x}, \bar{y}) d\theta \leq c_n c_m^{-m/2} c_n^{-n/2} \int_{|\theta| > \mu^{1-\frac{1}{2}}} ((\theta - \bar{y})^2 + 2\bar{y}(\theta - \bar{y}))(\theta - \bar{y})^{-m-n} d\theta \]

\[ \leq o(1) + c_n c_m^{-m/2} c_n^{-n/2} \int_{|\theta| > \mu^{1-\frac{1}{2}}} (\theta - \bar{y})^2 - m - n d\theta \]

\[ = O^*(\mu^{(1-\epsilon/2)(3-m-n)}) \]

\[ = o(1) \]

The expectation of samples likelihood function could be written in following form:

\[ E \theta^i = \begin{cases} 
1 & \text{if } i = 0 \\
\delta_{(x,y)} = 0 & \text{if } i = 1 \\
V_{(x,y)} + \delta_{(x,y)} = V_{(x,y)} & \text{if } i = 2 
\end{cases} \]  \hspace{1cm} (A - 4.3) \\

By (A-4.2)

\[ \int_{|\theta| \leq \mu^{1-\frac{1}{2}}} \theta^i l(\theta|\bar{x}, \bar{y}) d\theta = [\int_{|\theta| > \mu^{1-\frac{1}{2}}} \theta^i l(\theta|\bar{x}, \bar{y}) d\theta ] \\
= E \theta^i + o(1) \]

Now for \( i = 0, 2 \)

\[ A_i^* = \int_{|\theta| \leq \mu^{1-\frac{1}{2}}} \theta^i l(\theta|\bar{x}, \bar{y}) p_{\tau_0}(\theta) d\theta \]  \hspace{1cm} (A - 4.4) \\
= \frac{K_{l-1}}{\tau_0} \int_{|\theta| \leq \mu^{1-\frac{1}{2}}} \theta^i l(\theta|\bar{x}, \bar{y})(1 + \frac{(\theta - \mu)^2}{(l-1)\tau_0})^{-1/2} d\theta \]
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Note $|\theta| \leq \mu^{1-\varepsilon/2}$, from (A-4.4), we can get following inequalities:

$$\frac{K_{l-1}}{\tau_0} (1 + \left(\frac{\mu + \mu^{1-\varepsilon/2}}{(l-1)^2}\right)^{-l/2}[E\theta^i + o(1)] \leq A_i \leq \frac{K_{l-1}}{\tau_0} (1 + \left(\frac{\mu - \mu^{1-\varepsilon/2}}{(l-1)^2}\right)^{-l/2}[E\theta^i + o(1)]$$

where

$$\tau_0^{-l/2} \mu^{-l} = K_{0}^{-l/2} \mu^{-\left\lfloor \frac{l}{2} \right\rfloor} (l-1)^{-l} = K_{0}^{-l/2}$$

\[\cdot \quad K_{0}^{-l/2} K_{l-1} (l-1)^{l/2} = k_0 K_{m-1} K_{n-1}\]

since

$$\frac{K_{l-1}}{\tau_0} (1 + \left(\frac{\mu + \mu^{1-\varepsilon/2}}{(l-1)^2}\right)^{-l/2} = K_{l-1} (l-1)^{l/2} \tau_0^{-l/2} \mu^{-l} (\frac{l-1}{\mu}) + (1 \pm \mu^{-l/2})^{-l/2}$$

then

$$A_i = K_{l-1} (l-1)^{l/2} \tau_0^{-l/2} \mu^{-l}(E\theta^i + o(1))O^*(1) \quad (A-4.5)$$

For case $i = 1$,

$$A_i = [\int_{0}^{\mu^{1-\varepsilon/2}} \theta l(\theta|\tilde{x}, \tilde{y}) \rho_\tau(\theta)d\theta - \int_{0}^{\mu^{1-\varepsilon/2}} \theta l(-\theta|\tilde{x}, \tilde{y}) \rho_\tau(-\theta)d\theta]$$
\[ 0 \leq |A_i| \leq \left(1 + \frac{(\mu^1 + \mu^2)^2}{(l-1)\tau_2^2}\right)^{-l/2} \int_0^{\mu^1/\tau_2} \theta l(\theta|\tilde{x}, \tilde{y})d\theta \]
\[ - \left(1 + \frac{(\mu^1 + \mu^2)^2}{(l-1)\tau_2^2}\right)^{-l/2} \int_0^{\mu^1/\tau_2} \theta l(-\theta|\tilde{x}, \tilde{y})d\theta \]
\[ \leq K_{l-1}(l-1)^{l/2} \tau_2^{l-1} \mu^{-l} \left(1 + o(1)\right) \right) \int_0^{\mu^1/\tau_2} \theta l(\theta|\tilde{x}, \tilde{y})d\theta \]
\[ - \left(1 + o(1)\right) \int_0^{\mu^1/\tau_2} \theta l(-\theta|\tilde{x}, \tilde{y})d\theta \]
\[ = K_{l-1}(l-1)^{l/2} \tau_2^{l-1} \mu^{-l} o(1) \]

where, by Lemma 2.1, \( |\int_0^{\mu^1/\tau_2} \theta l(\pm\theta|\tilde{x}, \tilde{y})d\theta| < \infty \) implies
\[ o(1) \int_0^{\mu^1/\tau_2} \theta l(\pm\theta|\tilde{x}, \tilde{y})d\theta = o(1) \]

and by \( E\theta = \delta(\epsilon, \nu) = 0 \),

\[ \int_0^{\mu^1/\tau_2} \theta l(\theta|\tilde{x}, \tilde{y})d\theta + \int_{-\mu^1/\tau_2}^0 \theta l(\theta|\tilde{x}, \tilde{y})d\theta = o(1) \]

From (A-4.3), (A-4.5) and (A-4.6), we get (A-4.1).

step 2) To prove

\[ B_i^* = k_0 K_{m-1} K_{n-1} \mu^{i-m-n}(1 + o(1)) \quad (A - 4.7) \]

For \( i = 0 \)

\[ \int_{|\theta| > \frac{\mu^1}{\tau_2}} p_\epsilon(\theta)d\theta = \int_{|t| > \frac{\mu^1}{\tau_2}} K_{l-1}(1 + \frac{\mu^1}{l-1})^{-l/2}dt \]
\[ = o(1) \]
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because of \( \frac{\mu^{1-\epsilon/2}}{\tau_s} = \frac{\mu^{\epsilon/2}}{\delta_s(1)} \geq O^*(1) \mu^{\epsilon/2} \)

then

\[
\int_{|\theta - \mu| \leq \mu^{1-\frac{\epsilon}{2}}} p_{\tau_s}(\theta) d\theta = 1 - o(1) \quad (A - 4.8)
\]

For \( i = 1 \)

Since \( p_{\tau_s}(\theta) \) is the symmetric of function with respect to \( \mu \),

\[
\int_{|\theta - \mu| \leq \mu^{1-\frac{\epsilon}{2}}} \theta p_{\tau_s}(\theta) d\theta = \mu
\]

For \( i = 2 \)

set \( t = \frac{\theta - \mu}{\tau_s} \), expand \( (\mu + t \tau_s)^2 \), note

\[
\int_{|t| \leq \mu^{1-\frac{\epsilon}{2}}} 2t \tau_s \mu K_{l-1}(1 + \frac{t^2}{l-1})^{-1/2} dt = 0,
\]

\[
\int_{|\theta - \mu| \leq \mu^{1-\frac{\epsilon}{2}}} \theta^2 p_{\tau_s}(\theta) d\theta = \mu^2 (1 - o(1)) + K_{l-1} \tau_s^2 (l - 1) \int_{|t| \leq \mu^{1-\frac{\epsilon}{2}}} \frac{1}{l-1} (1 + \frac{t^2}{l-1})^{-1/2} dt
\]

\[
= \mu^2 (1 - o(1)) - K_{l-1} \tau_s^2 (l - 1) \int_{|t| \leq \mu^{1-\frac{\epsilon}{2}}} (1 + \frac{t^2}{l-1})^{-1/2} dt
\]

\[
+ K_{l-1} \tau_s^2 (l - 1) \int_{|t| \leq \mu^{1-\frac{\epsilon}{2}}} \frac{1}{l-1} dt
\]

\[
\leq [\mu^2 - K_{l-1} \tau_s^2 (l - 1)] (1 - o(1)) + K_{l-1} \tau_s^2 (l - 1) \int_{|t| \leq \mu^{1-\frac{\epsilon}{2}}} 1 dt
\]

\[
= \mu^2 (1 - o(1))^2 + 2 K_{l-1} (l - 1) \tau_s \mu^{1-\epsilon/2}
\]

\[
\leq \mu^2 (1 + o(1)) \quad (A - 4.9)
\]
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Combining (A-4.8) and (A-4.9), we obtain

\[
\int_{|\theta - \mu| \leq \mu^{1-\epsilon/2}} \theta^i p_{\tau}^*(\theta) d\theta = \mu^i (1 + o(1)) \quad (A - 4.10)
\]

Now

\[
\frac{c_m}{[1 + c_m(\mu + \mu^{1-\epsilon/2} - \bar{z})^2]^{m/2}[1 + c_n(\mu + \mu^{1-\epsilon/2} - \bar{y})^2]^{n/2} \int_{|\theta - \mu| \leq \mu^{1-\epsilon/2}} \theta^i p_{\tau}^*(\theta) d\theta}
\]

\[
\leq B_i^* \leq
\]

\[
\frac{c_m}{[1 + c_m(\mu - \mu^{1-\epsilon/2} - \bar{z})^2]^{m/2}[1 + c_n(\mu - \mu^{1-\epsilon/2} - \bar{y})^2]^{n/2} \int_{|\theta - \mu| \leq \mu^{1-\epsilon/2}} \theta^i p_{\tau}^*(\theta) d\theta}
\]

and

\[
\frac{\frac{c_m n^{m/2} c_n^{-n/2} \mu^{-m-n}}{1 + o(1)}}{1 + c_m(\mu \pm \mu^{1-\epsilon/2} - \bar{x})^2]^{m/2}[1 + c_n(\mu \pm \mu^{1-\epsilon/2} - \bar{y})^2]^{n/2}} = \frac{c_m n^{m/2} c_n^{-n/2} \mu^{-m-n}}{1 + o(1)}
\]

\[
= K_{m-1} K_{n-1} k_0 \mu^{-m-n} \frac{1}{1 + o(1)} \quad (A - 4.11)
\]

(A-4.10), (A-4.11) implies (A-4.7)

step 3) To prove

\[
\int_{-\infty}^{-\mu^{1-\epsilon/2}} + \int_{\mu^{1-\epsilon/2}}^{\infty} + \int_{\mu + \mu^{1-\epsilon/2}}^{\infty} \theta^i l(\theta | \bar{z}, \bar{y}) p_{\tau}^*(\theta) d\theta = (A_i^* + B_i^*) o(1) \quad (A - 4.12)
\]
For $i=0,1,2$

a) \[
|\int_{-\infty}^{-\mu^{1-\epsilon/2}} \theta^i l(\theta|\tilde{x}, \tilde{y})p_\epsilon(\theta)d\theta| \leq \frac{K_{l-1}}{\tau_0} (1 + \frac{\mu^{1-\epsilon/2}}{(l-1)\tau_0^2})^{-l/2} c_{mn}c_{m}^{-m/2}c_{n}^{-n/2}\int_{\mu^{1-\epsilon/2}}^{\infty} \theta^{i-m-n}d\theta
\]
\[
= \frac{K_{l-1}}{\tau_0} (1 + \frac{\mu^{1-\epsilon/2}}{(l-1)\tau_0^2})^{-l/2} c_{mn}c_{m}^{-m/2}c_{n}^{-n/2}\mu^{(1-\epsilon/2)(i-m-n+1)}
\]
\[
\leq c_1 \mu^{(i-\epsilon/2)(i-m-n+1)}
\]
(A - 4.13)

where
\[
c_1 \geq K_{l-1}^{-1} \frac{K_{l-1}}{\tau_0} c_{mn}c_{m}^{-m/2}c_{n}^{-n/2}\left[\frac{\tau_0^2}{\mu^2} + \frac{(1 + \mu^{1-\epsilon/2})^2}{l-1}\right]^{-l/2}
\]
and
\[
\alpha_1 = -\frac{1}{2} \epsilon i - \frac{1}{2} (1 - \epsilon/2)(m + n) + 1 - \epsilon/2
\]
\[
= -\frac{1}{2} \epsilon i - (1 - \epsilon/2)(m + n - 1)
\]
\[
< 0
\]

b) \[
\int_{\mu^{1-\epsilon/2}}^{\mu^{1-\epsilon/2}} \theta^i l(\theta|\tilde{x}, \tilde{y})p_\epsilon(\theta)d\theta
\]
\[
\leq c_{mn}c_{m}^{-m/2}c_{n}^{-n/2}h_{\epsilon}(\mu^{1-\epsilon/2} + \mu) \int_{\mu^{1-\epsilon/2}}^{\infty} (\theta - \tilde{y})^{i-m-n}d\theta
\]
\[
= K_{l-1} \left[\frac{\tau_0^2}{(\mu^{1-\epsilon/2})^2} + (l-1)^{-1}\right]^{-l/2} c_{mn}c_{m}^{-m/2}c_{n}^{-n/2}\frac{1}{m+n-i-1} \frac{\tau_0^{i-1}}{(\mu^{1-\epsilon/2})^i}
\]
\[
\times \mu^{(1-\epsilon/2)(i-m-n+1)}[\left(1 - \frac{\theta}{\mu^{1-\epsilon/2}}\right)^{i-m-n+1} - (\mu^{1-\epsilon/2} - 1 - \frac{\theta}{\mu^{1-\epsilon/2}})^{i-m-n+1}]
\]
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\[ \leq K_{l-1}\left[\frac{\tau^2}{(\mu^{1-\epsilon/2})^2} + (l-1)^{-1}\right]^{-l/2}c_{mn}c_m^{-m/2}c_n^{-n/2}K_{0}^{l-1}(1 + o(1)) \]

\[ \times \frac{1}{m+n-l-1} \frac{\mu^l}{\mu^{m+n}} \mu^{-(m+n-1)(1-\epsilon/2)-\frac{\epsilon}{2}l + \frac{\epsilon}{2}l} \]

\[ \leq c_2 \frac{\mu^l}{\mu^{m+n}} \mu^{\alpha_2} \quad \text{(A - 4.14)} \]

where

\[ c_2 \geq K_{l-1}\left[\frac{\tau^2}{(\mu^{1-\epsilon/2})^2} + (l-1)^{-1}\right]^{-l/2}c_{mn}c_m^{-m/2}c_n^{-n/2}K_{0}^{l-1}(1 + o(1)) \]

and

\[ \alpha_2 = -(m+n-1)(1-\epsilon/2) - \frac{\epsilon}{2}l + \frac{\epsilon}{2}l \]

\[ < 0 \]

c)

Similar as b), we can get

\[ \int_{\mu+\mu-\epsilon/2}^{\infty} \theta^i l(\theta|\bar{z}, \bar{y})p_{\tau}(\theta) d\theta \leq c_3 \frac{\mu^i}{\mu^{m+n}} \mu^{\alpha_3} \quad \text{(A - 4.15)} \]

where

\[ c_3 \geq c_{mn}c_m^{-m/2}c_n^{-n/2}K_{l-1}\left[\frac{\tau^2}{(\mu^{1-\epsilon/2})^2} + \frac{1}{l-1}\right]^{-l/2}K_{0}^{l-1}(1 + \mu^{-\epsilon/2} - \frac{\epsilon}{2})^{l-1}c_m^{-m+n+1} \]

\[ \times (1 + o(1)) \]

\[ > 0 \]
\[ \alpha_3 = \frac{1}{2} \epsilon + 1 - m - n < \alpha_2 < 0 \]

Combine (A-4.13), (A-4.14) and (A-4.15),

\[
\left[ \int_{-\infty}^{-1/2} + \int_{1/2}^{1-\epsilon - 1/2} + \int_{1+\epsilon}^{\infty} \right] e^{\theta |\bar{x}, \bar{y}, x_0(x, \bar{x}, \theta)} \frac{d\theta}{A_1 + B_1} \leq \frac{\mu^s}{n^{m+n}} \sum_{i=1}^{3} c_i \mu^m_i \]

\[ = \frac{\sum_{i=1}^{3} c_i \mu^m_i}{K_0 K_{m-1} K_{n-1}(1 + o(1))} \]

\[ = o(1) \]

Which implies (A-4.12)

step 4) Using (A-4.12),

\[
\int_0 \theta^i l(\theta |\bar{x}, \bar{y}) p_{\tau^*}(\theta) d\theta = (A^*_i + B^*_i)(1 + o(1))
\]

step 5) Now we define \( m^*_i(x, y) \) and \( b^*_i(x, y) \) and \( V^*_i(x, y) \) as following formula:

\[
m^*_i(x, y) \overset{\text{def}}{=} (A^*_0 + B^*_0)(1 + o(1)) = 2K_{m-1} K_{n-1} k_0 \mu^{-(m+n)}(1 + o(1))
\]
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\[ \delta_{(x,y)} \overset{\text{def}}{=} \frac{(A^*_x + B^*_y)(1 + o(1))}{m_{(x,y)}} \]

\[ = \frac{K_{m-1} K_{n-1} k_{0x} \mu^{-m+n}(1 + o(1))}{2 K_{m-1} K_{n-1} k_{0y} \mu^{-m+n}(1 + o(1))} \]

\[ = \frac{n}{2} (1 + o(1)) \]

\[ V^*_r \overset{\text{def}}{=} \frac{(A^*_x + B^*_y)(1 + o(1))}{m_{(x,y)}} - \left[ \delta_{(x,y)} \right]^2 \]

\[ = \frac{n^2}{4} (1 + o(1)) \left[ \frac{2V_{(x,y)}}{n^2} + 2(1 + o(1)) - 1 \right] \]

\[ = \frac{n^2}{4} (1 + o(1)) \]

Note \( L = \mu \) here,

\[ \lim_{\mu \to \infty} \sup_r \frac{V^*_r}{\frac{L^2}{4}} \geq \lim_{\mu \to \infty} \frac{V^*_r}{\frac{L^2}{4}} = 1 \]

Part ii) To prove

\[ \lim_{L \to \infty} \sup_r \frac{V^*_r}{\frac{L^2}{4}} \leq 1 \]

Set \( I = (-\mu^q, \mu + \mu^q) \), where \( 0 < q = \frac{t-1}{t} < 1 \).

Define

\[ c = \left[ \int_I \pi(\theta|\tilde{x}, \tilde{y})d\theta \right]^{-1} \]
\[ \pi^*(\theta|x, y) = \begin{cases} \frac{c \pi(\theta|x, y)}{D} & \text{if } \theta \in I \\ 0 & \text{if } \theta \in I^c \end{cases} \]

\[ E^\pi^* \theta \psi = \int \pi^*(\theta|x, y) \psi d\theta = c \int_{\Omega} \theta^i \pi(\theta|x, y) d\theta \]

\[ \delta_{\pi^*} = \int \pi^*(\theta|x, y) d\theta \]

\[ V_{\pi^*} = \int \theta^2 \pi^*(\theta|x, y) d\theta - \left( \int \theta \pi^*(\theta|x, y) d\theta \right)^2 \]

step 1) Note that

\[ \pi(\theta|x, y) = \frac{\left( s_1^2 + \frac{m(\theta - \bar{y})^2}{m-1} \right)^{-m/2} \left( s_1^2 + \frac{n(\theta - \bar{y})^2}{n-1} \right)^{-n/2} \left( \tau^2 + \frac{(\theta - \mu)^2}{m-1} \right)^{-1/2} \left( \tau^2 + \frac{(\theta - \mu)^2}{n-1} \right)^{-1/2}}{\int_{\Omega} \left( s_1^2 + \frac{m(\theta - \bar{y})^2}{m-1} \right)^{-m/2} \left( s_1^2 + \frac{n(\theta - \bar{y})^2}{n-1} \right)^{-n/2} \left( \tau^2 + \frac{(\theta - \mu)^2}{m-1} \right)^{-1/2} \left( \tau^2 + \frac{(\theta - \mu)^2}{n-1} \right)^{-1/2} d\theta} \quad (A - 4.16) \]

and

\[ \int_{\Theta} \left( s_1^2 + \frac{m(\theta - \bar{y})^2}{m-1} \right)^{-m/2} \left( s_1^2 + \frac{n(\theta - \bar{y})^2}{n-1} \right)^{-n/2} \left( \tau^2 + \frac{(\theta - \mu)^2}{m-1} \right)^{-1/2} \left( \tau^2 + \frac{(\theta - \mu)^2}{n-1} \right)^{-1/2} d\theta \]

\[ \geq (\tau^2 + \frac{\mu^2}{m-1})^{-1/2} \int_{\Theta} \left( s_1^2 + \frac{m(\theta - \bar{y})^2}{m-1} \right)^{-m/2} \left( s_1^2 + \frac{n(\theta - \bar{y})^2}{n-1} \right)^{-n/2} d\theta \]

\[ \geq k(\tau^2 + \frac{\mu^2}{m-1})^{-1/2} \quad (A - 4.17) \]
where \( k \) is a positive value just less than
\[
\int_0^1 (s_1^2 + \frac{m(\theta_x - \bar{\theta}_x)^2}{m-1})^{-m/2} (s_1^2 + \frac{n(\theta_y - \bar{\theta}_y)^2}{n-1})^{-n/2} d\theta
\]

step 2) From Theorem 4.3.2,

\[
\hat{\delta}_{(x,y)} = \mu(1 - w_L), \quad 0 \leq w_L \leq 1, \text{ and } |\delta_{(x,y)} - \hat{\delta}_{(x,y)}| = o(1),
\]
so when \( L \) is large,

\[
0 \leq \delta_{(x,y)} \leq \mu
\]

step 3) To prove
\[
|\int F \theta \left(s_1^2 + \frac{m(\theta_x - \bar{\theta}_x)^2}{m-1}\right)^{-m/2} \left(s_1^2 + \frac{n(\theta_y - \bar{\theta}_y)^2}{n-1}\right)^{-n/2} (r^2 + \frac{(\theta - \mu)^2}{l-1})^{-1/2} d\theta|
\]

\[
\leq (r^2 + \frac{\mu^2}{l-1})^{-l/2} \mu^{i-m-n+1} u_i, \quad \text{for i=1,2}
\]

\[(A - 4.18)\]

when \( i=1 \)
\[
|\int F \theta \left(s_1^2 + \frac{m(\theta_x - \bar{\theta}_x)^2}{m-1}\right)^{-m/2} \left(s_1^2 + \frac{n(\theta_y - \bar{\theta}_y)^2}{n-1}\right)^{-n/2} (r^2 + \frac{(\theta - \mu)^2}{l-1})^{-1/2} d\theta|
\]

\[
\leq \int F \theta \left(s_1^2 + \frac{m(\theta_x + \bar{\theta}_x)^2}{m-1}\right)^{-m/2} \left(s_1^2 + \frac{n(\theta_y + \bar{\theta}_y)^2}{n-1}\right)^{-n/2} (r^2 + \frac{(\theta + \mu)^2}{l-1})^{-1/2} d\theta
\]
\[ + \int_{\mu + \mu^s}^{\infty} \theta(s_1^2 + \frac{m(\theta_\mu^2)}{m-n})(\theta + \bar{x})^{-m} (1 + \frac{s_1^2(m-n)}{m(\theta + \bar{x})^2})^{-m/2} (\theta + \bar{y})^{-n} (1 + \frac{(n-1)s_1^2}{m(\theta + \bar{y})^2})^{-n/2} d\theta \]

\[ \leq \left( \frac{m-1}{m} \right)^{m/2} \left( \frac{n-1}{n} \right)^{n/2} \]

\[ \times \left[ (\tau^2 + \frac{(\mu^s + \mu^2)}{\mu^s})^{1/2} \int_{\mu + \mu^s}^{\infty} \theta(\theta + \bar{x})^{-m} (1 + \frac{s_1^2(m-n)}{m(\theta + \bar{x})^2})^{-m/2} (\theta + \bar{y})^{-n} (1 + \frac{(n-1)s_1^2}{m(\theta + \bar{y})^2})^{-n/2} d\theta \right] \]

\[ \leq (\tau^2 + \frac{(\mu^s + \mu^2)}{\mu^s})^{-1/2} \left( \frac{m-1}{m} \right)^{m/2} \left( \frac{n-1}{n} \right)^{n/2} \int_{\mu + \mu^s}^{\infty} \theta^{1-m-n} d\theta \]

\[ + (\tau^2 + \frac{\mu^2}{\mu^s})^{-1/2} \left( \frac{m-1}{m} \right)^{m/2} \left( \frac{n-1}{n} \right)^{n/2} \int_{\mu + \mu^s}^{\infty} (\theta - \bar{y}) \theta^{1-m-n} d\theta \]

\[ \leq (\tau^2 + \frac{\mu^2}{\mu^s})^{-1/2} \left( \frac{m-1}{m} \right)^{m/2} \left( \frac{n-1}{n} \right)^{n/2} \frac{\mu^2(m-n)}{m+n-2} \]

\[ + (\tau^2 + \frac{\mu^2}{\mu^s})^{-1/2} \left( \frac{m-1}{m} \right)^{m/2} \left( \frac{n-1}{n} \right)^{n/2} \frac{(\mu^s - \bar{y})^2-m-n}{m+n-2} \]

\[ = (\tau^2 + \frac{\mu^2}{\mu^s})^{-1/2} \left( \frac{m-1}{m} \right)^{m/2} \left( \frac{n-1}{n} \right)^{n/2} (m+n-2)^{-1} \]

\[ \times 4[\mu^2(m-n) + (\mu + \mu^s - \bar{y})^2-m-n] \]
\[
\tau^2 + \frac{\mu^{2q}}{l-1} \mu^{q(2-m-n)} v_1
\]

where

\[
v_1 = (\frac{m-1}{m})^{m/2}(\frac{n-1}{n})^{n/2}(m+n-2)^{-1}[1 + (1 + \mu^{1-q} - \bar{\mu}^{1-q})^{2-m-n}]
\]

\[
\frac{(m-1)^m}{m} \frac{(n-1)^n}{n} (m+n-2)^{-1}(1 + o(1))
\]

when \(i=2\), similarly,

\[
\int_{\mathbb{R}} \theta^2 (s_1^2 + \frac{m(\theta - \bar{\theta})^2}{m-1})^{-m/2} (s_1^2 + \frac{n(\theta - \bar{\theta})^2}{n-1})^{-n/2} (\tau^2 + \frac{(\theta - \mu)^2}{l-1})^{-1/2} d\theta
\]

\[
\leq (\tau^2 + \frac{\mu^{2q}}{l-1})^{-1/2} \mu^{q(3-m-n)} v_2
\]

where

\[
v_2 = (\frac{m-1}{m})^{m/2}(\frac{n-1}{n})^{n/2}(m+n-3)^{-1}(1 + o(1))
\]

step 4) From (A.4.16), (A.4.17), (A.4.18), for \(i = 1, 2\),

\[
|\int_{\mathbb{R}} \theta^i \pi(\theta|\bar{x}, \bar{y}) d\theta| \leq \frac{v_i \mu^{q(1-m-n+i)}}{k^{(r^2 + \mu^2)^{-1/2}}} (\tau^2 + \frac{\mu^{2q}}{l-1})^{-1/2}
\]

\[
\leq k_i \mu^{(1-q)l} \mu^{q(1-m-n+i)}
\]

\[
(A-4.19)
\]

where \(k_i = \frac{v_i}{k}\)
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step 5) By (A-4.19), when $i=2,$

$$\int_{\mathcal{E}} \theta^2 \pi(\theta | \bar{x}, \bar{y})d\theta \leq p_2 \mu^{l_2}$$

where

$$l_2 = 1 + q(3 - m - n)$$

$$\leq -q + 1$$

$$= \frac{1}{l}$$

$$< 1$$

$$p_2 = k_2$$

when $i=1,$ using $0 \leq \delta_{(x,y)}^x \leq \mu,$ and (A-4.19)

$$|\int_{\mathcal{E}} \theta \pi(\theta | \bar{x}, \bar{y})d\theta|^2 - (\delta_{(x,y)}^x)^2| = |\int_{\mathcal{E}} \theta \pi(\theta | \bar{x}, \bar{y})d\theta| \times |2\delta_{(x,y)}^x - \int_{\mathcal{E}} \theta \pi(\theta | \bar{x}, \bar{y})d\theta|$$

$$\leq k_1 \mu^{1+q(2-m-n)}(2\mu + k_1 \mu^{1+q(2-m-n)})$$

$$\leq (2k_1 + k_1^2)\mu^{2+q(2-m-n)}$$

$$= p_1 \mu^{l_1} \quad (A-4.20)$$

where

$$l_1 = 2 + q(2 - m - n)$$

$$\leq 2 + \frac{l-1}{l}(-2)$$

$$= 2/l$$

$$\leq 1$$
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\[ p_1 = 2k_1 + k_1^2 \]

Step 6) Now, from (A-4.16), (A-4.17)

\[
\frac{e_c}{\pi(\theta|\tilde{z},\tilde{y})}d\theta \leq \frac{e_c}{\pi(\theta|\tilde{z},\tilde{y})}d\theta
\]

\[
\leq k^{-1}(\tau^2 + \frac{\mu^2}{l-1})^{l/2}(\frac{m-1}{m})^{m/2}(\frac{n-1}{n})^{n/2}
\]

\[
\times[(\tau^2 + \frac{(\mu^2 + \mu^2_{l-1})}{l-1})^{-l/2} \int_{\mu_{l-1}}^{\infty} \theta^{-m-n}d\theta + (\tau^2 + \frac{\mu^2_{l-1}}{l-1})^{-l/2} \int_{\mu_{l-1}}^{\infty} (\theta - \bar{y})^{-m-n}d\theta]
\]

\[
= k^{-1}(\tau^2 + \frac{\mu^2}{l-1})^{l/2}(\frac{m-1}{m})^{m/2}(\frac{n-1}{n})^{n/2}[(\tau^2 + \frac{(\mu^2 + \mu^2_{l-1})}{l-1})^{-l/2}(\mu_{l-1})^{-m-n} + (\tau^2 + \frac{\mu^2_{l-1}}{l-1})^{-l/2}(\mu_{l-1})^{-m-n}]
\]

\[
\leq k^{-1}(m + n - 1)^{-1}(\tau^2 + \frac{\mu^2}{l-1})^{l/2}(\frac{m-1}{m})^{m/2}(\frac{n-1}{n})^{n/2}(\tau^2 + \frac{\mu^2_{l-1}}{l-1})^{-l/2} \mu_{l-1}^{1-m-n}
\]

\[
\times[1 + (\mu^{1-q} + 1 - \frac{\mu}{\mu^q})^{1-m-n}]
\]

\[
\leq p_0 \mu^{l_0}
\]
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where

$$p_0 = k^{-1}(m + n - 1)^{-1}(m - 1/m)^{m/2}(n - 1/n)^{n/2}[1 + (\mu^{1-q} + 1 - \frac{\bar{y}}{\mu^q})^{1-m-n}]$$

$$l_0 = 1 + q(1 - m - n) \leq 1 - 3q$$

$$= 1 - 3 + \frac{3}{\bar{l}}$$

$$= \frac{3-2l}{\bar{l}}$$

$$< 0$$

So $\forall \epsilon > 0 \ \exists M > 0$ such that when $|\mu| \geq M$,

$$\frac{f_{f, \pi}(\theta | \bar{x}, \bar{y})d\theta}{f_{f, \pi}(\theta | \bar{x}, \bar{y})d\theta} < \epsilon$$

This implies $1 \leq c \leq \frac{1}{1-\epsilon}$:

$$(1 - \epsilon) = (1 - \epsilon)(f_{f, \pi}(\theta | \bar{x}, \bar{y})d\theta + f_{f, \pi}(\theta | \bar{x}, \bar{y})d\theta)$$

$$\leq (1 - \epsilon^2) f_{f, \pi}(\theta | \bar{x}, \bar{y})d\theta$$

$$\leq f_{f, \pi}(\theta | \bar{x}, \bar{y})d\theta$$

$$= c^{-1}$$

$$\leq 1$$

step 7) To prove

$$\frac{|V_{(x,y)}^\pi - V_{(x,y)}^{\pi^*}|}{\mu^2}$$

converges to 0 as $\mu \to \infty$. 
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Now

\[ \int_{\Theta} \theta^2 \pi_\mu(\theta|\tilde{x}, \tilde{y})d\theta - \int_{\Theta} \theta^2 \pi_\mu^*(\theta|\tilde{x}, \tilde{y})d\theta \leq \int_{\Theta} \theta^2 \pi(\theta|\tilde{x}, \tilde{y})d\theta - \int_{\Theta} \theta^2 \pi(\theta|\tilde{x}, \tilde{y})d\theta \]

\[ = \int_{\epsilon} \theta^2 \pi(\theta|\tilde{x}, \tilde{y})d\theta \]

\[ \leq p_2 \mu^l^2 \quad (A - 4.21) \]

and

\[ \int_{\Theta} \theta^2 \pi(\theta|\tilde{x}, \tilde{y})d\theta - \int_{\Theta} \theta^2 \pi^*(\theta|x, y)d\theta \geq \int_{\Theta} \theta^2 \pi(\theta|\tilde{x}, \tilde{y})d\theta - \frac{\int_{\Theta} \theta^2 \pi(\theta|\tilde{x}, \tilde{y})d\theta}{1 - \epsilon} \quad (A - 4.22) \]

Since \( \epsilon \) could be arbitrary small, from (A-4.21) and (A-4.22), we get the following limit form

\[ |E^\pi(\theta^2) - E^{\pi^*}(\theta^2)| = |\int_{\epsilon} \theta^2 \pi(\theta|\tilde{x}, \tilde{y})d\theta| \]

\[ \leq |p_2 \mu^l^2| + o(1) \]

also, from (A-4.20)

\[ |(\delta^\pi_{(x,y)} - (\delta^*_{(x,y)})^2| \leq p_1 \mu^l^1 + o(1) \]

So

\[ \lim_{\mu \to \infty} \frac{|V^\pi_{(x,y)} - V^{\pi^*}_{(x,y)}|}{\mu^2} \leq \lim_{\mu \to \infty} \mu^{-2}[|\int_{\Theta} \theta^2 \pi(\theta|\tilde{x}, \tilde{y})d\theta - \int_{\Theta} \theta^2 \pi^*(\theta|\tilde{x}, \tilde{y})d\theta| + |(\delta^\pi_{(x,y)} - (\delta^*_{(x,y)})^2|] \]

\[ \leq \lim_{\mu \to \infty} \mu^{-2}[p_2 \mu^l^2 + p_1 \mu^l^1] \]

\[ = 0 \]

because of \( l_i \leq 1, i = 1,2 \).
step 8) 

Since any distribution on an interval \((0, \nu)\) has variance less than or equal to \(\frac{\nu^2}{4}\), then \(\forall \tau\)

\[
V_{(x,y)}^{\pi^*} = \int_{-\mu^*}^{\mu^*} \pi^*(\theta) d\theta + \int_{\mu^*}^{\nu^*} \pi^*(\theta - \delta^*(x, y))^2 \pi^*(\theta - \delta^*(x, y)) \pi^*(\theta | x, y) d\theta \\
\leq \frac{(\mu^*)^2}{4} + \frac{(\mu + \nu^*)^2}{4} \leq \frac{(\mu + 2\mu^*)^2}{4}
\]

step 9)

\[
\lim_{\mu \to \infty} \text{Sup}_r \frac{V_{(x,y)}^{\pi^*}}{\mu^2/4} = \lim_{\mu \to \infty} [\text{Sup}_r \left( \frac{V_{(x,y)}^{\pi^*}}{\mu^2/4} \right) + o(1)] \\
\leq \lim_{\mu \to \infty} [\text{Sup}_r \left( \frac{(\mu + 2\mu^*)^2}{4\mu^2/4} \right) + o(1)] \\
= 1
\]

From the result of part i) and part ii), we get Theorem 4.3.5.
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