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To distinguish voiced and unvoiced stop’ consonants, [many

models using different singi-\e feathres:have beén’develo;ﬁed by
* “ ' h

/A

\ . ]
“a number of researchers. ,0f all these modéls, a complete

computer system to recognize stops, /p,t,9,b,d;k/, in

. '

continuous speech has not yet been established. Most of the
e - i

! » p .
reSearchers rely on features measured from sonograms., In this
. : !

— -,

[

thesis the author proposes , a completely autométic l’Zspeaker

independent system ‘'to recognize the stops, .in conptinlous

speech, This System makes use of three dif'f\ere,nt’ distinctive

fewdares which include formap‘t tfansitions; silent finterval

and voice onset t{me. Data were collected from four mjale and
four fem,ale- Englishr speakers. Each of them utt “twenty
. | N !

sentences 'qf‘ medium size. ‘Altog&ther, 320° senténces were

c

recorded ©of which only 120 sentences from six speakers with

v

highest scor»e-‘st{‘r,e selected and tested by the syst

distinction of voiced and unvoiced stop <consonants. A

comparison of the results of three',d,ifferént distinctive

features _has been . made. C'ompa.rét'ively, the | formant

» -~ R » - 1

s transitions 'provide ti‘xe best cue émo\ng,th'e’ t}\ree‘features.
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. The \r‘espective aver age recognitioh rates are 70.58 percent for

instressed data and“'}9.56:p,e.t:cent for stressed data for ‘the
. O 1
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INTRODUCTION
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I.1 SPEECH RECOGNITION PHILOSOPHY =~ |
2 > . -

T ¢ te S ) 9
Automatic speech recognition (ASR) dis.regarded as thé most
LN sy, . . s

important tool in the fi&€ld of communicationxbetween human and

machine, A considerable/amount of ASR research.work has been.

? - . o »
done by many researchers for more than three g:cades.

“~ ’”

the original book reférring to/speech-recognition'written‘by
. Q. N

the pioneers Potter, Kopp-and Kopp #n 1947[1]. ’$hey ‘greated

applicafion of electronic = instrumentation to speech
s 6 .

-
L4

processing. The early papers on ASR' were written by

Dreyfus—Grof[2] in 1950, Davis et. al.[3] in 1952, and Fry and

v
1

“{} .
Denes[4] in 1953. They claimed their work could achieve high

o

recognition scgres;for a dictionary of ébput.teh'wonds. These
words, -which were 10 numerals, had to bé spoken in isolation
. N 2

by a single speaker whose voice the machine was adjusted to.
. P ”

s . 5
However, considerably lower scores were obtained when several

speakers were used. In the ninetéen sixties, extensive

research efforts brought ﬁbt;ceable improve£ents to this afﬁa.

ASR devices were developed which could recognize'90% of twenty.

to fifty Lsolatéd words spoken by several speakers. Simple,

- ' R o B

continous speech such ag phrases or short sentences were also

récognized under laboratory condiﬁions. Towards the end of

’,

the sixties, research+on the recognition of continuous speech

4

If we look back-at the development of ASR, we_could find'




o

v
.

.

a feasible way of recognizing speech is to

¢

In ASR,

. 5 \ .
recognize - the L phonemes 1instead of the entire words because

-

phonemes are limited in number. For iﬁftance, _in American
English, . there are - only 42 phonemes[5] (12 vowels, 6
L .. : \ .

diphthongs, 4 semivowels and 20 consonants) as compared .to

. : \ .
many thousands of different words. The standard method of ASR
employs , the basic principles of pattern 'recognition'l to

. €’ : ’ .. .
discriminate ‘among acoustic patterns. . Creating a limited size

i

) ,
of reference 'pattern is much easier than an infinite . size of

. Léference pattern. quevef,\ the problem of creatiné and

storing an indefinite size of reference data can tbe resolved.
vt . . M : -

On the other hand, the time required to process and compare
the unknown data with the reference data.of a limited size is

much less than that required for an dnlimited size of data.

In the past fifteen years, &extensive study on phoneme

).

recognition has been done by a number of ASR

.\Eesearchers[?]—[BO]. Typical‘phapemes that they have studied

are English stop consonants /p,t,k,b,d,g/. The reason is that

the stop corsonants occur very often ‘in the English

language[31]. At present, many models using acoustic features

such as transitional cues, duration, silence and voicing, have

been deéveloped to recognize stopé{ But most of ‘them reqdire

human assistances and are only limited to isolated words.: In

this research,’ the author proposes an automatic
speaker-independent system using three distinctive apoustic'

features to- recognize English stops 1in continuous .speech




.

u ‘ ‘¢ "~ went into limbo because many ' difficul

2

ties were encountenred.

“~
~

-

, nhdher of ‘éontiquous kpeech projects ‘Wwere dropped. Somehow

., Advanced .Research Projects Agercy (DARPA) foresaw the future

N \

suddenly  put millions of. dollars annually into spéech

E . «

e . allocated to CSR, which spurred the current interest in.'the

"

>
‘and Sperry-Univac also started launchﬁng sizeable Cé%

, ) problem, Meanwhile, big computer companies such as IBM, NEC
4 .

. - :
projects. '

oo

P ‘ 4
' ’ . 3 . .

3 .
I.2 MOTIVATIOMN - ' )
e Y . . " . . J l

'As mentioned earlier,‘ASR-pfovides a very impogtant link

\ in man-machine communication. It can minimize a tremendous

amount of  paper-work such as the key-punching of data

] X .
. information. , It can resolve the ©problems facing those

.handicaps who cannot-write or  hear. An ideal sgﬁtem can

. B . ¢
o, ) receive  speech signals and interpret ‘the contents into

different‘representations wh%ch canubg reccgnized by .anybody.
’ Fofi'éxample,v the information can be translated into' printed

ma;erials which can be seen by the d#af. ‘As well, peqple can
;”/ ' directly tg}k "to the ASR syétem -to uﬁdaté the inventogy

2 information in commercial applications.

It was also found that continuous speech recognition was much
~ ‘ i ' *

harder ‘than isolated word recognitign. As & result a largeé
there was a turning.poiﬁt in the early seventies. The Pefense

C A s
~ potential of continuous speech recognition (CSR). They

' understanding research of 'which a substantial portioﬁ; was
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without human ing:erven’.t'i‘oh‘: v‘iz., Formant Transitions (F.T.),
. . : o3

\ . LY
Silent Interval (S.I.), Voice-Onset-Time (V.0,T.).

Table I is the summary of stop consonan’ts’re_acognition' and
‘related experiments . from other: researchers. The pértial

result of the present research is also included.

\

4

>

1.3 GOALS OF THE THESIS

0_ "
The basic air.n of this research is to propose an automatic
system to recognize English 'stop consonant’s in continuous’

speech. In this research, the author would like to pursue the .

'follo\win.g objectives: | I . e A
a). Adtomation — the system is automatié oin the‘ sense that
. t.here is ’no human inté_rvention irequired. .
b).. Adaptab,‘ility - the system can adapt itself to
recognize any*speg{kers for any length of speech. .
c). Efficiency, - the syst'em should be efficient enough to

N
minimize time and storage.

d). Modification - the system can be "easily modified to

recognize other phonemes. . / ' -
. - » /"—
1.4 CSRS SCHEME = ;
’ Fiqure 1-1' shows a diagram of .the: proposed continuous

speech recognition sys',tem (CSRS). . The funcdtion o thisjsystem

‘

is to detect and extract the common features

.

P
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speech signals, and to use these features to recognize and

s £}

[

lclassify the signals into different phoﬁeméuclasseé. The

system  includes four main stages - digitization,”

preprbcessing, feature extractio®n and classification. All
signals must pass.through these four stades before they can be

‘identified. ‘ :

v
’,

In the first stage, the input speech.signals afelquantized-

]

1
into digital data for computer. processing by an 8-bit A/D

converter. . After the signals have been quantized, they are

sent to the second stage for preprocessing, where a 12.8-msec
. i : .
segment of waveform 1is selected at one time and transformed

into a freqdency spectrum for further processing. Then the

first two formants are extractéd from the frequency .spectra in

,6?der to make them ready for formant measurement. 'A smoothing

teehnique 1is applied at this stage to ‘obtain smooth formants.

The advantage is to minimize the errors which may result from:

-

later processing. In the next stage, the extracted formants
are tested by three'\differeﬁt methods - F.T. ‘ (Forméﬂt
Transitions), S.I. (Silent Interval) and V.0.T.
(Voice—-Onset-Time). The features are exfrac;ed from the

i

formants based on the measurements made in each méthod."After

the. features have been extracted, they come to the final stage
-~ the cifssification stage - for identification. . Each type of

the devﬁved features , is examined = to- determine the

<

identifichtion of the input signals. There are two'phases in

this stage. The first phase is called the training phatSe, in

-
k] S
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which*~each classifier is trained before usage. The second

y ’ - » 1

R ¢

: bhése'is~thé ‘decision phase. The input phoneme is ”classified

o

into the most acceptable class‘ based on the: distance

v

v

measurements. .

The whole system, with the exéepfion of the digitization

. ¥ )

system which is implemented in the INTEL‘SOES micro computer,

’

is programed in the Fortran IV computer lzhguage and processed

by a CDC Cyber-172 computer.

I.5 OVERVIEW OF THE THESIS

This thesis is composed of five chapters. Chapter I

_presents the historical background of the field ~ of automatic

o

.

speech rehognition.i Research and development of ASR in the
]

past four ' decades are - described. The following sections

discuss the motivation of this study 'and the goals to be
achieved in this work. The basic structur% of the proposed
CSR-system and the contents of this thesis are outlined at the

2!

end of this chapter.

" The steps involved in the database sgtup, the components
of the data ;ollection system, the devices and methods_useé to
cényert the input signal into* a form suitable for the
recognitioq system are-discussed in detail in Chapter II.

Cﬁgptei "IIT describes the organization and the functions

of QSRS. Three difﬁereﬁt methods:- are used to detect and

“n
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further: study.

extract the features from the input data to train the

i

classifiers. The minimum dis;ance measure technique was ,used

to classify the phonemes based on the characteristics of the
. [N ~ .
extracted features of each method. -

>

-

"Experiments conahcﬁﬁg in this research using the proposed
CSRS are discussed in Chapter 4. Statistical results of each

method are presented qﬁ the end of each major section.

Finally, Chapter V. includes the whole CSR system review,
. 2 . N

\

the conclhsipns of the '‘present research, and sugges}fbns for

{

~ "

~




CHAPTER II T
’

DATABASE AND DATA PREPROCESSING .

¥
'

11.1 DATABASE - o

-

' [ 5 ~

i

\ Data collected for this study include 160" unstressed sand

7
160 stressed sentences.uttered by eight untrained paid native

speakers of English, four males and four females. They belong
&

to the age group @f twenty to forty. The following section

' »

discusses this experiment in détail.

L '
¢

II.l.1 Data Collection

A

---The recordings of sentences were made in twd sessions in'a |

: _ .
12ft x 15ft % 10ft  sound-proof room on two 1200-ft Scotch

‘tapes at the speed of 7 1/2 ips. -Figure 1II-l; shows the

recording systém setup which consists of one Sennheiser MD.

421U dynamic cardiod microphone, one Tascam Model ' 10 mixer,

“one Ampex AG 440B tape rg&grdev and one signal light.

~—During the recording, one page 6fl,computer—printed

1

material which.contained 20 sentences vf medium size, was

given to each speaker. The speakers were instriucted, one at a

-

‘time, , to sit alone in front of the microphone in the

. sound-proof room. Depending on the loudness of the voice of

°

the speaker, the distance of thé microphone from ' the speaker
and the mixer volume were adjusted to produce a preset output

"level. A green light box placed 'in front of the -‘speaker was

S
. L]
¢
- 1
°

Wy
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used to, signal him when to start reading the seritence. Before
actual recording took plaée, the speakérs were asked to read

several test sgntences accofding‘ to the signal given until

—

they were familiar with the system. ., Each speaker was given a

1 0 v ’ »
three-second time interval between two sentences in order to

prepare him for the next sentence. ’

3

~The fecording was divided into ﬁwo parts. - In the first
pa{t, the speakers were asked to read the sentences in their
usual way. In the second part, the speakers were required to
redd the same 'senteﬁcéé again with stress on those stoﬁ
consonants indicated 5? arrows (see APPENDIX I). The purpose

was to ensure that the speakers had nbt missed enunciating any

stép consonants. ) ‘ T

In this experiment, there wer® 'no constraints, such ods
speech speed, intonation etc., 1imposed on ‘any speakers.
Therefore, artificial ’“speech was avoided. Altogether 320

sentences which contained 2400 stop consonants were collected.

" IT.l.2 Speech Digitization
a ’ A

1]

After: EQe speech samples have . been recorded, théy are

"ready for the next processing step. Since the computer can

only proceés digital information, speech has to be converted

‘ . .
into digital signals. Figure II-2 shows the schematic diagram

°

of the speech digitization system. It consists of one Sony

2-track mono tape recorder, one band~pass filter, one., 8-bit

)
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: ! 15 :
.

.~ ,,'E ( . 6
(256 levels) -Analog/Digital (A/D) converter, one INTEL 8085

" micro computer and one CDC Cyber-172 chputer.

$

Initially, the speech tape is played back on a Sony tape

P
recorder a’the same speed as recorded (7 1/2 ip/s).\l‘he
, . o & ‘ ¢
speech signal passed through.a 200 Hz -'9 kHz bandpass filter
so that frequency " components outside this range’is filtereg

put at -10 dB atteriuation., This should minimize the. noise

v

created by machines, electronic devices, or aﬁher:sourcesﬁ
- 7 N

The-filtered,siynal is émplifi%ﬁ tg 4 volts Lefore‘ entering
the A/D converter. A stréng signa} may resdlye the problem of
distiﬂguishing'weék speech from éilént speeéh. The ?unctién
of the A/D éonverter is o cbnvért the audio signal to digital
forq; It is 'directly' connected to the INTEL 8085 micro

. -

computer. = It converts the signal 1into 256 levels at a
sampling rate of 10° kHz which can provide ‘enough infdrmation
£br sub§e§uent processing, (Markel[G]), Due to the limited
memory size of tﬁe micro computer, only‘3.2 seconés of speech
signal can bé»prbcessed at one time. If the sﬁeech s;gnal is
longer than this, it is é%ld? into two or more segments. Once
the speech signgl has been digitized, it is tr&nsferfed to the
CDC Cyber-172 gomputer f§?’storage. All digitized‘siénals are

stored on two 2400-ft 1600 BPI magnetic¢ tapes.

<

74
e
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II.2 DATA PREPROCESSING \ T,

Py
L]

Data preproceséing is one of the most important steps in

spéech processing. The *ideal, preprocessing algorithm will

’ achieve higher recognition scores and minimize unnecessary
processing time and storage. Two different approaches have

‘ been déveloped and applied by a number of researchers tor

. preprocesé the input data. One approach is hardware oriented.

t ‘ . ' : : ‘ ;
Special electronic «circuits (Flanagan (32]) or expensive . &

sono-graphic machines to produce speech formants are widely
used. %pother approach, which.-'is more etonomical and can

aﬁéully utilize thé\ existing computer system, 1is software
¥ ( T M s o . ’
oriented. Bergland[33], Markel(34), Oppenheim[35] 'and Schafer

and Rabiner(36] éugqesied the use of Fourier series to obtain

3
N 2

speech spectra. Markel([6], McCandless[37] and Schaefer and

Rabiner[36] also suggested the use of peak picking method to

obtain speech formants.

’
¥

In this research, the author employs the ‘economical

-

approach - software oriented to obtain the first two formants. .
»

’ <
Usially the variations in the Ffirst two formants of stop

.

consonants are more significant than ‘the higher formants.

n
“

Therefo}e,\ the f¥rst two formants should provide enough
information for formant analysis. The ‘details will be

.described. In this system, the preprocessing stage contains

two ‘phases (Figure 1II-3), speech spectrum -and formant

extractiqn.

\// - ‘/\‘/
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I1.2.1 Speech Spéctfum : Q

The purpose of this first phase of preprocessing is to

convert the speech waveform from ‘ the time-domain into ~ the

frequency-domain (Figurer II-4a-b). The method emplovyed is
"balled.Discrete Fast Féurier Transform (DFFT). It i@gntifies
) : « %f

‘the frequency components . at each segment of the coming
. ‘ ,

.waQeférm. Time segment is set at 12.8 msec. At 'a sampling
rate of 10»‘kHz, a total of 128 points are coﬂsidered each
‘time. As.pointed out in the previous sectibn, the first two
formants aré usually locateé at a frequency rangé between 100
Hz and 5 kHz. Hence a 10 kHz sampling rate provides enough

\

information*for a spectral analysis of the speech signal.

The following formulae are used to compute the DFFT,

frequency resolution and frequency range after DFFT:
' DFFT formula:

n-1 :
- t;zo .

‘where x(t)

time—domain function;

n = no. of discrete points;
3y i =;/:I-.
Frequency resolution (df): : : B 4
df = l/dt

where dt = time resolution.

I
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DATE - 81,/08/04. ~ TIME - 17.48.'49.
| BILL HERTHA- "BOB PAINTED THE BODY OF'HIS CAR GREEN."

e 0.00 .39 .78 1.17 1.56 1.95 2.34 2.73 3.13 3.52. (KHZ)
‘ L 0. |-=—=~|===~]==—=|~===|=mom | mmmm | == | === | === | ===
' . 12.80, | ' : , : ‘
) 25.60 |. BAAAAAAAAAA : ° ,
38.40 |BBBBCECGBCFAGABAAABAAB A A A. AABAA A AAAA.
'51.20 |BBBBBIDICDAHBGABAAA A A A © AABCAAAAAAA AAAA A
64.00 +BBBACHCJDCEIHECBBAAAABBAA ABAAA- BBBB AAA . A AAA
© 76.80 |B CAAEBJDCENGEBCAABBABAAAAAAAAABACABAAAAAA A A A
89.60 |ABCACFAJDBJGMDBCCACC A BB BBAB ABADDBBB BAA AA A
102.40 |AABACDDHCCJHNER AAABBAABAAAABABAB DAC AAA AAAA
115.20 |ABB DEEKDBMASDC ACDABAACAAAABABBABDBDAAAAAA AAABAA
128.00 +ABBADDDHCGKFPAABAAABCABBABA BABABADBBAABB AAAAABAA-
‘ , ' 140.80 |AABABDDGCIKDR A BAACAAABAAABABAAAADD BAAAAAA AABA
' 0o . 153.60 | BCADCGKAEDIRCBB ABBB ,CBAAABC AAAD BBACAAAAAAAAA
' T . 166.40 | ACADBGJFFEFKIDCCBBBBCAABA BBBBAAABCAABABAAAABABB
179.20. |AABAACCGIHCHJMCCCBBCABAABABAAABAACABDAAAAAAA AAAA
'192.00 +ABBAB EDOEDKCPABAAB B BAABAAAAAABADCDABB BAAAAAAAA
204.80 | BBAADGAOBDEKGIEBCBBAAAABAA BAB BDADBDAAABBAA AABA
. +'217.60 |BCBBAFHEMEHAKBKBBBAAABAAABABAAAABCCCCAABAAB BBAA A
230.40 |BAABCEGICMLCLCICCAAAB BAAAB A AAACBGABAAAAABAAABAA
* 243,20 |BAABBDFMCKICJHFFBCBAGCAB A B A AAAADCDBBBABABAAAB A

] . 256.00 +BECEEBHIADDAJHGDACAB A AAAAA A AACEDCABAA AA AAAAA
L y ® , 268.80 |BCCAFCAB ABBFDCAAAAAA A A AAAAAAAECBAAAA A APRA
. , { - .- 281.60 |AEDBBA A  ABAA - . AAAA A
: 294.40+| E B A A o A '
307.20 | E B A o -
%320.00 + EAB o ’ \ ) -
it 7332.80 | C A ‘ : )
"M - 345,60 | B o, v : ‘
" 358.40 |AAAAA. AAAA - AABBBBAAAAAABBBBBEBAAA AAAAA- AA
. 371.2000A A. - " AA A AA | AA : .
. 384.00 + A, ' .. A A A Y
396.80 | . , \ o
.~ 409.60 | .
. Mo 422,40 | N
! 435.20 |
~448.00 + . , ) .
: . . ' A .. Z,0.. 9 - 2Amplitude levels.
. . e where A represents lowest level;
, . . / 9 represents highest level.

.

.
1

- . Figure II-4b. Speech Spectrum of the word "Bob™ After DFFT




II.2.2 Formant Extractiohi‘é

The present study is mainly based on formant analysis.

.

. Therefore a greater effort has been put into it to develop an

)

efficient formant extraction algorithm.
N i

% "Formant extraction forms the second phase in the

preprocessing stage. In this thesis, an automatic formant

éxtraction\algqrithm haé been developed to extréct the fi;st
Lwd forménps from the speech\épecfrﬁm. The algorithm is basea
on peak picking. An interpolation technique ‘has been applied
‘in order*to(dbtaiﬁ smooth formants.

'II.2.2.1 Peak Picking

The first \two fo}mantsv of the speech spectrum are
extracted th:ohqh peak ﬁicgiaé. It simply éélects the first
two peaks 1in the spectrum and calls them‘ the first two
\formanﬁé. A peak is de£ermiﬁed by selecting the point at’ the
\highespf amplitude within the spgcified frequency range of the
spectrum. Figuré‘II~§ shows the first two formants extracted
fr§m a speech spectfum. . ‘ \ ‘ {

. \ : ‘. o ‘ ‘, ‘ \
" The results of this .experiment show that the. first formant .

Pl
-

(Fiy usually falls between 100 Hz to’'850 Hz while the second
formant‘ (F2) usually falls between 550 Hz to 2500 Hz for both
male and ﬁemale‘voices. On the other hand, they also show

thgf the' formant extraction algofithm works very well except

!
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\ | - ~ :
for the follo&ing situations: a) Two peaks of egual- amplitude

sho®% up, the decision to pick up the right one may be.

erroneous; b) Occasionally noise created by ;he‘épeaker {such
> f

as heav§ breathing) or by the machine (such as the machine

control button. switched on and off) may be incorrectly

T

fnterpreteg),aé fﬁé}t of a formant; c) Segmentation for each

— -

formant frequenc§ range may not be appropriéte to every Wword,

thus a wrond peak may be picked up. As an example, the peak
at the time frame 140.80 msec in Fiqure II-5 is out of line

due to improper formant. frequente segmerntation. ' ‘

\

II.2.2.2 Formant Smoothing - )

-

Since “formants reflect the movements of the‘roal tract,

they can change considerably within a short period, e.g.: at .

the boundary between a nasal and a vowelt: Therefore, rough
formants may be obtained. . In order t6 obtain smooth formants
and to solve the probiem of picking,the wrong peaks, a formant
smoothinq-algoriﬁhm based on an interpolation technique has
- been applied. It works as follows: a) If a formanp~is mis;}pg
in the‘spectrum, fiil in its frequenéy with an average value

of the previous and¢ "the fo;loﬁing formant frames; b) If a Bk

formant is out of ‘line, correct it by interpolatiop .as

follows: . ‘ .

+

Let Dm’n' F and THR-be the dif@erence between two formant
. ) . .

\frames, the formant and the threshold respectively. If. D

n,n—l’



© DATE - 81/08/04. ' TIME = 17.48.49.
. i- . \\ ' i i
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*12.80 | o - e
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140.80 |

153.60 |
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345.60
358,40
371.20
384.00
396.80
409,60
422.40
435,20
448.00 . . « : .
- P where . represents ‘the first formant;
.. " represents the $econd.formant.

i

e e e
/

-

Fi\gﬁré II-6, {E‘”irst“an.d .Second Formants of ‘the word "Bob"
Smoothed By Interpolation .

A




¢ THR, 1i.e. the current formant is smooth, then skip to the

next frame; otherwise, perform one of the following

N

operations:

1) If Dn+l,n-l < THR and Dn+2,n+l < THR, then

F~n'= (Fn+l + Fn—l) / 2

N '

2) If Dn+2,n-—l <‘THR and Dn+3,n§-2 < THR, t'hen
Fn = <Fn+2'+ Fn-—l) /2 : o ' 1
3) If - n+3,n-1 < THR and D < THR, then

n+4,n+3

D
.
P = Frppy ¥¥9) 7 2

and smooth the current formant twice using the following

formula: ‘ ’ ‘ ‘

- Fn =.1/4 'F‘n_‘l + 1/2 Fn+ 1/4 Fn

+1

\

»

A\

Figure II-6 shows the first vtwc; formants after smoothing.

‘

A’ typical example showing the difference between formants

-

before and after smoothing with a time frame of 140.8 msec can

v &

be found in Figure II-5 and- in Figur'e II-6. In the former

figure, ‘the value of the second formant is far away from the
. o ' o
previous and the -follpwing formants. But after smoothing, the |

i formant has been aligned with the formant track.

§

, 3
. ,

I3




CHAPTER III

. .

‘ R‘ECOGNITION' ALGORITHMS AND FEATURES USED . N

In this chapter, three different methods have been
developed ' .to recognize /p,t,k/ and /b,d,g/. ‘They are 1)
Formant Transitions (F.T.), 2) Silent Interval (S.I.) " and 3)

0

Voice-Onset—-Time (V.0.T.) . The classification technigque for
“each method will also be discussed at the end of each section,
The orgalixi zation of the recognition .sy\stem is shown in figqure
’II'I——l. This system, in fact, contains'th}:ee subs‘ystems. Each
of them works independently. The values of the first two
formants are. sent " to these ‘subsys‘tems, from 'whiéh each
subsystem will extract 1its own features. Sut;sequently, the
features pass through a «classifier to be separated into-
'differ;ant ‘Categories of stop consonants. .Eéch subsystem has

been designed to process one sentence at a time,

v’

’

.IIT.1 FORMANT TRANS ITIONS

. ‘As pointed out by Cole and Scott([l2}, Datta, Ganquli and’
ﬁgy[l3], Menon, Rao and Thosar [14], Pal and Maj%ﬁ?t[lS],
santerte and Suén[lé], Sharf and He’myer[l7], ~and Wolf£([18)
there is ‘a rapid change in the vocal tract shape which makes
#the trarﬁxsiti’on,ﬁrom ‘one place of articula.ti{)n to another when

a stop kconsona‘nt is uttered with a preceding or following

's'/,owel.' . They - also conclude ‘that the change in formant

26
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frequency (tfansitional cue) of the vowel associated with the

. Stop consonant(s) may provide information general enough to

distinguish voiced' and ‘unvoiced stops in most cases. This .-

[

. . . Aid ) ’
method simply computes the percentage.change of the first two

formants from the plosive release to the steady std@? of

associated vowel for preceding stops

medial stops), and from the steady state to the closure

final stops. Here, the plosive release

burst periodf when a sﬁcp is uttered; the steady state is

is

{including

defined

initial

the

and

¥

for
the

the

formant frequency which fluctuates less in .the voicing period;

\

and the closure is the silent period which the vocal tract is

closed to ptepare the folloWiné burst to release.

Figure

ITII-2° shows -the measUrements of the first two formént§ for ,

preceding_ and final stops.

N
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R R .
*

the second formants, dfl and df2 represent the change in the ™
¢ . '
frequency of -preceding stop from R to S of F1 and F2, and df1l’

and df2' represent the change “in frequency‘oﬁ the final stop

from S' to T of =F1 éné F2 respectriively. The percentage

changes of transition -are computed as. follows:

Precedi - ' : ' R
receding Stops 3 p\; . L

'Let FT1 and FT2 be the'percentage‘ffequency changes of a '

preceding stop ‘in -ﬁl"and F2, and -flr and f2r be the> .

\ . .
. frequencies of, Fl1 and F2 at p}osive release starting point
TN . oo ’ . :
(R) e = s
FT1 = (df1 / f£lr) ¥ 100% —————v e R (3.1)
L NET2 = (df2 / £2r] % 1008 ——mmmmmmmmmonmmmmmee- - (3.2)

o '

Final Stops -

Let F%\' and FTZQ be the pércentége change of a finai stop
" in (Fl'and F2, and fls and f2s be the frequencies of Fl and F2

,':

! ' .
at steady state.

" o ' . ™~
A : 4/ . i %3 3 T
FT1' = (4E1' / £15) X 1008 —memmmmmommmme 4emmmmm e (3.3)
© . FT2! ;v(dfg' / £28) X 1008 ——mmmm—mmmmm i - (3.4)
¢ ' . ’
- | e o .

III.1.]1 Feature Extraction - . ‘ T
' o 4 / : ' _ ° a . | .
. (R L
.Feature extractiqon i's the most ‘important step in the

e
-

formant transition classification ‘process. The outcome of:

'each classified phoneme is dependent on "thié procedure. In -

, !
the present research a fully autdomatic F.T. feature extraction

N
v
- . >
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algorithm is introduced.

The procedure of this algorithm always §earche7f¥for the
preceding stop first, and then the final stop. The algorithm .
initially determines the starting péint (R) which is the place
of alrticulation° of the preceding stop. Usually, there is a

pause before the burst releases. The algorithm searches for,

it to determine the starting point. Once the algorithm has

detected this point, it will search for the'steédy state (S)
(Figure III;2). TQe steady sta}e is confirmed if three_or
more cpnsecutive frames have about thé same formant frequency
values. ;If it has, been found, then ther algorithm will compute

~»

FT1 and FT2 using equations 3.1 and 3.2; otherwise, the

¢

algorithm may assume the stop consonant does not exist in the
» . ( :

a

syllable and will proceed to look for the final stop.

1]

Accordfng to the dharactefistics’qf final stops, "a stop
exists if there 1is, a burst after the stead; state (S").°
However, there i§ a c16$ure period called the silent interval

~“Wwhich will. be discussed in the later seétion, between the
glosu;e starting point and plosive release starting pqint,
i.e. fhe Qe:iod bet@een C and R'; Theréfore, in order to fiddh
the final gtop, the algorithmlwill search for the steady state
first.{ If if is foupd, then the alggrit;m will'proce?d to
‘search for the\hlosure starting point, and compute FT11| and
FT2" using equaXions 3.3 and 3.4; otherwise, it will go back

to the first step to repeat the same procedure until the whole -

sentenc?.is finished.

N v




¢

Phe . results show thét 'the élgorithm works qui£e’
sétisfactorily‘ except in the, following cases: in Figure
III-3a-b, stop consonants actually exist in both cases. iDue
to substantial chang%s in frequency, the steady state cannot

be found. Furthermore, if the word boundary or the pause is

not clear, the starting point cannot be detected.

IIT1.1.2 F.T. Classifier

Classification is the last'stager in CSRS. The unknown
speech input wiil be classified f:to the most acceptable class
at this stagg. However, if the feature does not safisfy thé
given conditions, it will be rgjécted. Bef6re the classifier
is used practidally,'it'has ﬁo be trained, Therefore the
classifier ‘usually contains two phases: training and
classification. The training phase, 1is merely a temporary
phase, which is‘ no longér used once the classifier has been
trained. On the contrary, the classification phase Iis uséd
permanently to recognize'futuré features until modification is
required in order to recégnize other features. A typical
pattern of the proposed speech recoghition ciassifier is shown
in Figure III-4. ) ! -

In, the training phase} the method used to traiﬁ the
classifier is based on a statistical‘approach. The steps
involved are as follows: initially, the feature vectors which

4

have the common characteristics are selected from the training




| , \
! » ' / .
. o) 1 !
B r ) 1l
frogommmmmae A . | ‘
. / Input / ‘ - ot e
; ] Features ) ) o
! 'X=X1,-.,Xn ’/‘ , ' . ':
/ A + ‘ -
I R i !
l k]
l {- , s .
Training . ‘Classification i
Phase . , e . Phase . ‘ ‘
N ’ .
I b
[ , l
| ' ' |
P e + R e LD R
| - Compute:. . | - | Compute: -
AU TIL  TIU ] g==mmes | Dj (X)<D4(X) | --- Level 1
| N ' for all i#j | ' Searching
o + | . it + ‘ R
, | T [ |
1. | ]
] o ‘ ! *
v . l v v
Fo e + l ’ R ' ’/+\‘\
| Store: [ no. _--" ">~ _ -
I Computer I <-1 K TIL;<XLCTIU; 2+ -=- Level 2 .
|  Memory I I \\\\' iad Decision’
Hom + | 4 . :
B T
v ] yes , .
Rejected | . R T
Phoneme v :
Classified
Phonéme
A o
) " - \.
' (
Figure III-4. A Typical Speech Recbdniéion Classifier-
. i . ' ' !

N

* \




34

‘data and put into different groups of stop consonants.@' There .
are six main groups of precéding stops and final stops
respectively. Each group represents “onec stop and it is i -
subdividéd into ghirfeen Subgroups ;r classes. Each of them
represénts a vowel “labelled according to the International
Phonetic Alphabet (IPA). In other words, each stop may have
thirteen dif}érent combinatigns of vowels following the
preceding stops, aﬁd thirFeen different combinations of vdéwels
preceding the A}inal stops. The ‘combinations of  stop
’consonants associated with different vowels can be referred to . .
in APPByDIX II. Altogether, two discriminant ‘maﬁficés are
formed, one 'for the preceding stops and the othér‘for’the
final stops (which contain 78 classes each). However, only 35
cléééésf are used in the preced;pg stops classification and 24 ‘
classes ;re used in the final stops classification, because "
tﬁe 5othe: combinations do not exist in the déta. in eaqh
class, it contains two types_of features. The first one (Ffl
or ETl')\ is “extracted from the first formant, and the second
one (FT2 or FT2') is from the sep;nd formant. | The algorithm

selects the feature vectors from each type to compute the mean

and standard deviation using the following equations:

Mean (u) -
\ N // -
k »
Z FTI '/////
B - (3.5). -
N 7
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Standard Déviation'(s)‘—'

skFT, ="}

k \
where‘FTi
"k

N

\J

> : -
,FTi - Nk uFTk

1 Ry

Nk -1

Ay

Feature vector in class k;

No. of classes; ' .

No. of samples in class~k.'

,
1 -

I\ the classification phase, it conéists of two lewvels,

Level 1 and Level 2. A set of discriminant functions,di(X)'is

considered for each input feature (X) (Duda and Hart

(271).

If the input feature satisfies the following condition:

qi(X) < dj(X)

i.e. if the ith

for all j # i

discriminant f@nction, di(xi,

value for a featuré X, then-X will 'be sent

level.v In

this

level, feature X will be

again satisfies the following condition:

s

.r

*TIL, < X < TIU,

) o i=-" = i
~ : where TiLi = Lower limit of class
'TIUi = Upper limit of class

’

[y

“

has the.smallésf

to,,théb sécond

examined. 'If it

then X will be assigned to C;. If not, it will be rejected.

Therefore, the output of .the classifier may contain four types

of recognition results - correct. recognition, misrecognition,

. s - PPN N
rejection and misrejection.

'

S

~




36 - "

. . The following equations . (EQ. 3.7 and 3.8) are used to

i

‘ compute ‘the discriminant scores based onsdfstancg medsure:

Precediné‘sgops‘—
. ‘, Let uFT1, and uFT2; be the.mgahs of~pe£centégé, chaﬁge in"
;3 frequencies in "F1 and F2 of a preceding stop of class i, and
DFTi be the distance between Ehe means of FTI1, gna FT2, - of 'é

~

stored pattern and the input featlres X1 and X2.

Fl

- DFTi)=J/4(Xl - uFT1;)? + (X2 - uFT2,)?) ——---m-- (3.7)

s

where 1 =1 .. 35. .

N - -

Final Stops - | : : ' ' .
\.Let‘uFTl'i,and uFT2'.i be the means of percentage change in

, frqquénc%és in Fliand F2 of a final ,stop of class i, and DF,T'i
‘ be the distance between the emeans‘of FTl'i an% FTZ'i of a

. stored pattern and the input features X1' and X2'. N

!

2

. DFT', = /4(x1' - uFT1',)“ + (X2' - uFT2',)

-

" where i = 1".. 24.

After comguting the score‘fo; each class,;'t@s algorithm
will search for the class wﬁ;h‘the minimum distance. Once it
has been found, it will be checked to see whether itlsatisfies
the last condition - tolerance intervalal Since the input
patterns m?y contain non-stop consonants, the purpose of the
0;/, , checking 1is to reject this kind of pétéern. As the number of

features in each class is small, and the features are not

3




\ , ' o3 oo
- ’ C L e ] o
ﬁormally distributed (by observation), the tolerance interval
is computed by using Chebyshev's .  Inequality
(E.Q. 3.9-1 and 3.10-1) ([39]. o SN

]

ety

Assume the input feature '(X) as a random variable, the

P ' .
mean (u) and standard deviation (s) are known in each class.
The probability of X 'that 1lies within the interval is

dependent on the value of k which has been adjﬁsted dccording

to the speaker.

’

P (1K = uyl > ks; ) &1/ K2 —mmmmmmme e e (3.9)
Po(IX —ugl <ks; ) >1 -1/ k2 cmmmemleeem (3.10)
where X = Input feature; , ' {

u; = Mean of class i{

k = Constant; ‘ .. . .

{ ‘ N

Standard deviation of class i.

o
n
[u
il

From above, we obtain the interval as follows:

Lower Bound -

TILi = ui - ksi ———————————————— ’_""_"'& —————— (3-9_1) .

Upper Bound -
TIU; = u; + kS, ———=—mmmmom i —==-— (3.10-1)

1

<

Figure III-5 shows the accepted and rejected regions of class"
- \ \ .o

i. If the value of X lies beyond the acceptable . region,. the

input feature--X will be rejected.

o
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Figure I1I-6. Measurements of Silent Intervéls.

' *
together with a following vowel. It may be easily identified
since there is a voicing after the burst has been released.
Figure III-6 shows the measurements of S.I. for medial and
final stops. SIl1 and SI2 represent the time interval ;f the
medial stop between the closure starting point (C) and the
plo;ive release starting point (R) of F1 and F2 respectively.
Similarly, ©SI1' and SI2' represent the time interval of the
final stop bethen C' and R'\of Fl1 and F2 fespectively. The

silent intervals are computed as follows:
- { s

Médial Stops -

SIl

1]
~
it

i
Q
=

s12

[}
ry
(3]
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.than unvoiced ones.

~

T e . >
TR uj
Ty g |
Figure III-5. Tolerance Interval
‘1 . ’
- . \\ 3
III.2 SILENT INTERVAL L 7

’

1

As ‘'suggested: by Cole and Scott[12}, Liberman et.al.[19],
Lisker[20], Port(211, Santerre  and Suen{l6], Slis

et. al.[22];23],» Suen et. al.[24], and Wolf[18], the S.I. is

another important cue to distinguish voiced and unvoiced stop

~consonants. 'fhe "8.T., 1is defined as the duration between

closure and plosive release. The above authors conclude that

voiced stop consonants usually have shorter duration of S.I.
B ! L v

v
I

-~ As noted in the previous method, there is a pause - silent

‘ périod before the ‘burst of a stop consonant. In this study,

the S.I. is the second cue suggested to recognize medial and
z . *

final stops. The medial stop is défined as the stop consonant

-which is }ocaied in the middle %f the word. It is uttered
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f}wal Stops - ‘ ' B
¢ SI1' = rl'% = ¢l! ——meme e P L (3.13)
ST = [29 = 2 —mmmmmmmme e (3.14)

III.2.1‘Feature,Extractioﬁ

Feature‘ extraction ai§o plays a very important role in
S.I1. analysis. In this research a gully automatic S.I.
feature extraction algorithm is alsoL pﬁoposed.. It simply
determines £he closure and release starting boints for mediai
and final stops}Kgnd then gompuﬁes the duration between Fhese

two. points.

Theffirst step ;f this algorithm is to search for the
starting point of closure. This poin£ can be found by
searching the.starting point of articulation-until the fir§t

‘ - )
empty frame occurs; i.e. the silent period {C or C' in Figure
III-6). The second Step is to search for the plosive releasé
starting point (R or'R' in Figure III-6). It takes the first
non-empty frame after the}glosure gtarting point, -and ﬁhen

- .
computes the S.I. by subtracting the time at the closure
starting point 'from the time at the closure end point: At
this moment, the decision.on détermining whether the stop is a
medial stop or final stop has to be made., The\argorithm will
con£inqe' to examine the signal if the voicing period appeérs

after the burst releases. Should it be so, the stop 1is

considered as a medial stop; otherwise, it is a final stop.
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. -
with the unknown.features and each given class using EQ. 3.15
and EQ. 3.16. Then, the classifier searches for the <class

which .produces .the minimum score. Before it assigns the

N n

features to that class, it examines them first fo see i1f they
meet the conditions of tolerance intervals., The intervals are
based on the Chebyshev's Inequality, and are computed bx
applying equations 3.9-1 and 3.10—;: The following equatiéhs
are used to compute the»discriminant‘scoreé for class 1i.

+

Medial Stops -

Let uSIl. and uSI2; be the average silent intervals of a

‘

medial stop in Fl and F2 of class i, 'and DSIi be the distance

between the mean of a stored pattern i and the input features

X1 and X2. I . 4
. . ! AN
DSI; = JQ(Xl - usni)2 + (X2 - usxzi)z) m———— i>;15)
where i =1 ..6. ) - o . : b
Final-Stops - C} ‘ .

v

. , , .
Let uSIl', and usI2', bé the average silent intervals of

the final stép in F1 and F2 of clas§ }, and bSI'i be the
.distance between the mean of a stored péttern i and the input

features of X1' and X2°'.

©
o

DSI'.
g

o

Juxir - uSI1' )2 + (X2' - uSI2'))

where i = 1. .. 6. ' .

I

7]

i
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\classification. In the training phasé; the input data is’

41

|

‘Since the data is in sentence form, a constraint has to be*
imposed. to distinguish S.I. from the durations/between words.
In this algorithm, a threshold'is,imposed. I1f the ddration is

longer than a given threshold, the detected interval Iis

S

. A
considered as¢a word boundary; otherwise, it |is chepted as an

*
“4?

S.1I.

]

. ' . \

v

]

Thz'experiment shows that the algori*thm is working well.
' : : v
However, 1if the word boundary: is too arrow, it will be

v

misinterpreted as an S.I. Furthermore, if the silent interval

is not well defined, it cannot be detected. ° _ , ‘

ITI.2.2 S.I. Classifier

|
\

- \

The procedure of this classifier is similar to the F.T.
‘ . \ )

classifier. It also consists of two phases, .training and

separated into two halves, bhe for learning and the other for
testing purposes. For ;he learning data, only! the data~wit%l
stdp consonants, is used to form six main éroupg fgr medial
stops and similarly for finalvstops. Each of téem represents ’
one class of stop consonants. Once all grouﬁs have been

identified, the next step is to compute‘the meansland standard
. . |

deviations as well as the ‘tolerance intervals forj each group.

f
The classification phase is the same as FWT.'S' it is
‘ . . .
achieved - through the use of a series of| discriminant

‘functions. The discriminant® scores are initially computed
* i

~
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I1I.3 VOICE-ONSET-TIME .

e .

V.0.T. is the third method used in this research. It is

o

regafdéd as the priméry cue to distinguish voiced and unvoiced
stoﬁ' consonants. Most Tresearchers like" Blﬁmétein and
, Stgvené}ZS];_ Eimas aﬁé éo}bit[26i, Lisker ahd Aﬁramson{27].
Liskek, Libérman and Erickson{28],. Sanferre and Suenll6],
Stevens and Klatt[29], Winité, LaRiviere and ngrimanfBO], and .
Wolf[18] conclude that the V.O.T[fis usually shorter in voiced
stop ,consonants than in unvoiced stoplponspAanls; V.OJT.\is
‘ éef;ned as the timé,?nterval_between'£heubur§t Fhat mérks  the
;elease of théastop closure and the-onset of quasi~périodicity

&

'which reflects laryngeal vibration (Lisk&r and ‘Abramson[27]).

‘This method measures, the bunstv period, 1i.e. the time
difference in the first two formants between: 1) the starting
poirft of plosive release (R) and the starting point of the

steady state (S) for the preceding stops, 2) the starting

- point of ploéive release (R') and the ending poiﬁt& of the

e

burst (E) for the final stops. F}gufe'/III~7 shows the
measurements of V.O.T.‘ The computatiqns of V.0.T. of th%
preceding and final ’stopé éfi as fdliows, where VOT1 & VOT2
land VOT1' & VOT2' represent éﬁe V.0.T.'s of the Preceding and

final stops respectively.

Preceding Stops - — .
8
VOTL = §1 = Il =—mmmmm oo o (3.17)
VOT2 = §2 52 —mmm—m—emmm s oo el (3.18)
i o~ ! v ¢




|

The steps involved are similar to the F.T. algorithm for

the detectior of the preceding stop. . The only difference is
‘that the latter algorithm is lookihé for the frequeﬁgy changes
but the foqmer is looking for time ‘aifférences.\' However,
their ©plosive release and steady ététe starting points remain
the same. Once .these pointsxjre found: the algorithm will

~ compute the V.O0.T. of’ghe preceding stop‘usigg equagions 3.17

and 3,18,

’

\
The next step is to search for the V.0.T. ‘of the final
’;stop. ;tA searches for the end point of the S.I. and the end
§oint of the following bqrst.‘ Then, itA.compdtes the' time
différence between thése two points using equations 3.19 éhd
" 3,20. The distinction between the preceding .and thel final
stops is siﬁilar to s.I., which can be fouhd\ﬁhat there is a-

~voicing period following the burst.in the prgbeding‘ stop’ but

not in the final stop.

-

The' resdlts of this experiment ayso ‘show, that thé
algorithm is working QUite well except in the followinq cases:
y (8) Tﬁe same as the first case of F.T. - the steady state
cannot bé found in-fhe detection of the éreceding stop; and
(b) The word boundary is not cleaf, It may be misiﬁterpreted

‘as ‘the burst. ‘ ' “
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Figure III-7. Measurements 'of V.0O.T.
. .
Final Stops - : ' ’
VOT1' = el = rl' —————mmlfmmmmme ittt (3.19)
VOT2' = €2 - r2' —————mmmme e Fo————= (3.20)
1
ey
_ \ L ~ ) : 4
III.3.1 Feature Extraction. ., I ’ o '

~ ~ N

A completely aut%patic V.0.T. feature extraction scheme is
proposed in this study. It defines the plofive release
starting' point and the steady state starting point, and then

[

computes the time difference between these two points for'
preceding stops.  As well the plosive release starting point "
and the Burst end point are defined, and the time difference’

between sthese two points 'is computed for final stops.

i a .




ITT.3.2 V.0.T. Classifier . .
" S b

Al

The V.0.T.. classifier consists of training, and .
‘ ! Ty )
classification phases. The steps in this classifier are the’

same as' S.I.'s. One half of the stop consonant input data is

used to form two six-group (class) reference patterns, one for

preceding stops and the other for the classification’ of final
N . \ s

stops., The means and standard deviations of each group are

s

first q§mputed, as are the tolerance intervals using equations
3.9-1 ‘and 3.10-1. The subsequent step isLto\store the means
and tolerance intervals of all classes in the computer ‘memory

~for classification.

. In the classification ' phase, a set of discriminant

* functions is'used_to compute the discriminant scores for every

class. The decision on selecting the suitable class is also
4

focused on the one which'has the minimum score. Finally, the

«

c}as;ifiér will® check the input feature vectgrs and find out

if they bélong to that class., The discriminant score was
ybased on 'aistance measure. Cohputa}ion formulae for both
preceding and finaf stops are described Belowz

;. ’ ,

'Preceding stops -

' \d l‘ .
Let UVOTlli and}ﬁVOlei'be the éverage bursts in F1 and F2
'of class i, and DVO”F‘i be the distance between the mean of a?,
) . "
stored pattern i and the input features X1' and X2.

pvor; = /(X1 - uvoT1)? + (X2 - uvoT2;)?) —---= (3.21)

n

where i

-

l‘-,o 60;
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- Final stops - ' S
. ' ~ ‘ . .\ . - '
Let uvOT2l; and uvoT22, be the average bursts-in Fl and F2
‘of ‘class i, and dVOT'i‘be the distance between the mean of a

stored pattern, i and-the input features X1' 'and X2'.

“
. ) )
[N — ] [ ] 2. - ] ’ ' 2 '
DVOT', = /((X1' - uVOT.',)“ 4+ (X2' - uVOT2'.)%) -~ (3.22)
1 1 i )
. Lo .
y 3 . i ‘ N 1l
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/ CHA PTER _ IV
v '

/f;/ EXPERIMENTAL RESULTS

IV.1 .DATA USED IN THE EXPERIMENTS

.

In order to establish the performance of the proposed CSR

' system (Detailed structure of. which is outlined.in Figure

i

IV-1), two different sets of data (ha}f of them were f:oin’
train}ing set) were prepared for testing the ’system. They were
selected from the speakers evith hiéhest “recognition scores.
The ‘'data were chosen*'equally in number from three male and

three female speakers. One set contains seventy—two sentences

and the other one contains forty-eight sentenc’es (Originally,

there were 72 sentences in this set. Due to a transmission

problem, bad data were obtained from two speakers. Therefore,
the dat:a of those two speakers are discarded). ‘ As m'entiongd
garlier, the difference between these two sets of data i§: in
‘the fi'rst set, the sentences were uttered bylthe speakei‘s in
their usual way; in the second‘ set, the sentences’ were utte\red
by the same speakers but they were requested to emphasize the

’ .

stop' consonants. The respective total number of preceding .
] -~ N

stop consonants and final stop consonants are 354 (including
N [}

138 medial stop ~consonants) and 228 in unstressed data, and

236 (including 92 medial stop consonants) and 152 in stressed

v

data. The number of stops in each category is shown in detail
in APPENDIX® III. Each set of data was tested individually' by

the entire system. Different threshholds were applied. The

1
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i

outcomes of the experiments consist of four types _(Figure:

1

Iv-1). The first \type called correct classification (CC)‘,

that 1is the phor{emes are correctly classified in the

cor respond ing c1 asses. % second typé is called
i

’

misclassification (MC), i.e. the phonemes are classified in

.the wrong ' classes. The third type called correct rejection

meaning that the phonemes which do not belond to any classes

of stop consonants are rejected by the system. The fourth one
4 . N

called misrejection is that the system incorrectly rejects the

phonemes' which are actually stop consonants. The following

equations are used to compute the rate for each type of

. N
: ~
result: L Co
Number of corf‘rectly tlassified extracted phonemes
CC = mm e e .
Total number of extracted phonemes
. Q
Number of incorrectly classified extracted phonemes

MC = e e e e
- ) Total number of extracted phonemes

.

=1'— CC ~ ' : :

Number of correctly rejécted non-stop consonants
CR =" ~————— e e e
' Number of extracted phonemes which are non-stops

i

- Number of incorrectly rejected stop consonants

MR = e ———————— e~ —
Number of extracted phonemes which are stops

The . detailed results of ea\,chv\method are described in the

/

following sections.
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IV.2 RECOGNITION RESULTS OF INDIVIDUAL SPEAKERS

o

v

Based on different features used in the CSR system, six

classification experiments have been conducted. The results

~

of each experiment show the perfo‘rmancve of each CSR subsysten),

.or each feature used, for each set of data. Table! IV-la shows

¢

the recognition scores in" percentage for the 5, feature of
formanﬁ tlran‘si tipn; oi% 'unstresséd data wh‘ich were obta'i;xed
from six speak\ers. The best score in distinguishing single
phoneme of speaker 1 is "g" with 92.86%; speai(er 2 is "g@" witlﬁ
67.5%; Speaker‘ 3’ is "p" witk; 90%; ; speaker 4 is "b" ‘with'
93.33%; spe"aker 5 is "g" with 81.82% and speaker 6 is "p" with
87.5%. On the o‘ther hand, the best score of stressed data is
shown in Table IV——'lb.} The highest rate of speakerll' is the
phoneme "p" with 90%; -speaker 3 is "k" witéh 88.89%\; speaker 5
is "g"’ with ‘81.82% and speaker 6 is "k" wit;_h 80%. . On the

aver‘age,' we could obtain the highest scorés of .all types of

'

phonemes of 74.15% or 109 out of 147 ph‘onemés which are

correctly c;iassified from speaker 1 in upstre