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ABSTRACT

Concurrency Control Scheme for Design Object Bases

T. Srinivasan Narayanan, Ph.D.
Concordia University, 1989

Serializability of concurrently running transactions has been used as the only correctness criterion in traditional DBMS. This has been recognized as a strict condition for some of the non-traditional transactions like design-activity. Recent research has focussed on the need to suitably modify concurrency control criterion to make it applicable to non-traditional applications. It is our thesis that enforcement of constraints defined on an application, domain or database behavior should be the goal of concurrency control schemes. These constraints define the correctness criteria and as long as these correctness criteria are satisfied it is immaterial whether the concurrent execution of transactions is serializable or not. Thus, more concurrency can be allowed without compromising the correctness of the results.

Traditional transactions also limit the sharing of information among the transactions thereby making them inapplicable to design environments. Uncontrolled sharing can create havoc. However, controlled and monitored sharing can be very useful. The runtime checking of these constraints can potentially be very expensive. However, efficient consistency enforcement mechanisms (alerters and triggers) are features of an increasing number of new database systems.

In this thesis we present a design activity model, where a design activity involves other design activities and/or transactions. A transaction is a set of actions; it is also a unit of consistency and atomicity. We associate two types of constraints, viz. validation and visibility constraints with each design activity; this also holds true for the traditional view of transactions. Validation
constraints specify correctness criteria and the conditions under which a design activity is deemed complete. They allow us to capture the application dependent and independent correctness criteria for the concurrent execution of design activities. Visibility constraints specify the conditions under which sharing among design activities occurs. They are used for purposes like notification, dynamic updates, and versions.

We also suggest an optimistic validation scheme, dynamic validation scheme, for object-oriented databases. In this scheme validation constraints are verified at the time of the completion of a design activity.
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Chapter 1

Introduction

Conventional databases have proved useful for highly structured applications involving simple entities that could be modeled by records. With the evolution of the object-oriented data model [Keta86, Mano86, Beee87] the scenario is changing [Ditt86]. Unstructured applications such as design that use complex objects are being developed using object-oriented databases [Atwo85, Buch86, Hard86, Raec86, Spoo86, Zdln86, Kim88, Walp88]. In addition to using object-oriented databases — simply called object bases [Alme85, Blac85, Ahls86, And86, Dasg86], existing data models are also being enhanced [Care86, Sehw86, Stom86a, Stom86b] to accommodate the development of unstructured applications.

Design is typically an unstructured activity. Normally a designer works in parallel on multiple aspects of a problem. Thus, a design activity can be modeled as a set of design-actions,1 whose execution follows a partial order dictated by the underlying application domain. We can visualize a design activity as a set of design-actions punctuated with pauses for thinking, organizing, etc. Design is also characterized by cooperation among a number of designers.2 This cooperation includes sharing of designs that are half-baked, that is called uncommitted information. These features of a design activity distinguish it from the conventional notion of a transaction. Other differences include the duration of a design activity as compared to a transaction, and the notion of a design-action as opposed to an action in a transaction. Normally design activities are of long duration and span a number of sessions. In a design action the emphasis is more on the effect of the action on invariants representing design constraints. This is in

1 The use of the word design action rather than action is deliberate.
2 It should be noted that this is usually a controlled sharing rather than a global sharing of information.
contrast to the conventional notion of an action where the effect is seen only as operating on data items.

Irrespective of the methodology used (top-down or bottom-up), a design consists of smaller specialized designs. The specialized designs in turn consist of more specialized designs, and so on. Thus, a design activity can be modeled as a hierarchy of designs. Each design can be treated as independent, so on completion its results can be shared with other designers. A design may undergo revisions to match the evolving needs of the design team. At each stage, completed designs are retained as versions.

Designers cooperate among themselves by sharing their designs and the associated database objects that are created in the process of design. For instance, a higher level activity may create an object containing the specification to be satisfied by the lower level designs. The lower level and the higher level design activities share this specification object.

Although the progress of a design may appear similar to the concurrent execution of transactions, there are some essential differences in the characteristics and requirements of designs. These differences make the use of conventional concurrency control techniques inappropriate for design systems. Thus, alternative concurrency control schemes are required for design activities. So as not to conjure images of conventional transactions we use the word designactivity to distinguish a design activity from a conventional transaction.

The characteristics and requirements of a designactivity can be identified by analyzing the computations supported by design systems. According to Cohen [Cohe88], editing, analysis, synthesis, transformation, simulation and execution are the different types of manipulations supported by a design system. From our point of view, classifying the manipulations into the following two types is
sufficient [Goya88a].

1. Interactive.

2. Non-interactive.

Editing is an interactive computation punctuated with long pauses [Walp88]. Most edit sessions are open-ended activities [Pun88] and can take several hours to complete. A design activity contains one or more such sessions interspersed over weeks or even months [Hask82]. These sessions are accompanied by queries or updates to the database. The results and responses of the queries and updates are used in the session. Editing being an unstructured activity may contain frequent undos [Goya88a]. On the other hand, non-interactive computation may include simulation, analysis etc. that are performed by executing instructions in batches. In general, computations like simulation can progress with certain tolerance in design and performance parameters. Results of the simulation could automatically trigger changes in design objects.

In addition to the above mentioned characteristics the following requirements of design applications influence the concurrency control schemes. In suggesting these requirements it is assumed that a designer is associated with each design activity.

1. A model that captures the characteristics of the actual design must be developed [Kim81, Bane85, Kort88a, Beer89]. For instance, the model of a design activity should capture several parallelly progressing activities of a designer [Bane85].

2. The design should support application and/or domain-specific correctness criterion (validation) [Kort88c] rather than the traditional serializability criterion based on sequence of Reads and Writes.
3. Completed results of a designactivity should be **globally available**. This means that the results should be available to other designactivities in the same and other projects. This implies that a designactivity can commit independently of its parent [Pu88].

4. A designer should be made aware of any updates performed by other designers on shared objects while the design is in progress - **dynamic updates** [Main86]. This facility may lead to **multiple reads** of the same information by a designactivity.

5. Access to **multiple versions** of the same object must be supported [Ditt85, Hadz85, Chou86, Katz86, Skar86, Bane87, Chou88, Kim88]. Concurrency control mechanisms can make a judicious allocation of versions to improve the concurrency [Hadz88a].

6. Designactivities need **private copies** of the objects [Bane85] they use. Otherwise recovery is complicated by **counter operations** [Garc83, Garc87] or **cascaded aborts**.

The above mentioned characteristics and requirements of designactivities have led some researchers to propose new concurrency control schemes and extensions to existing schemes [Hask82, Katz83, Lori83, Kim84, Bane85, Skar80]. The majority of these extensions propose relaxation of the serializability and correctness requirements [Kim84, Bane85, Skar86]. Extensions to locking schemes incorporate a spectrum of locks [Kort83] including hierarchy of locks [Kort88b]. **Read** and **Write** locks which permit other transactions to simultaneously read and write with notification capabilities have also been proposed [Skar86]. Extensions to optimistic schemes require the prevention of long transactions from being continually aborted as shorter transactions commit [Goya88a]. Parallelism within a transaction has been modeled by the use of nested transactions [Moss87].
The use of semantic contents of the operations to classify the actions and consequently to increase concurrency has also been proposed. Most of these schemes fall under pessimistic approach. These schemes do not permit access between unrelated designactivities, i.e. those that are not related by the parent-child or sibling relationships. Designactivities are not allowed to proceed in the presence of possible conflicts. The various concurrency control schemes are surveyed in Chapter 2.

In this thesis we model a designactivity recursively. A designactivity at any level can be committed and be made visible to its siblings and parents. Additional sharing is supported by the explicit identification of additional dependents; here after unless otherwise stated reference to dependents will include parents and siblings. Whenever a shared design or object is updated, the dependents are notified. Later we shall prescribe conditions under which such notifications are sent. In Chapter 3 we describe our notions of a designactivity and the object model formally.

We propose the use of an optimistic scheme and show that it suits object-oriented design applications. The use of private copies facilitates the sharing of objects by simultaneous activities. Dynamic validation at commit time is used to verify whether a design satisfies the validation criteria (the constraints, invariants and rules specified for the activity), on the most recent copy of the object base. The proposed concurrency control scheme allows a large set of schedules, some of which are not permitted by similar optimistic scheme [Hetl87]. During the validation phase, actions of a designactivity are re-executed in a short time as opposed to the execution phase which is subject to interruption and pauses. Object model permits the re-execution to be performed in parallel, thereby reducing the validation time. Re-execution is made possible by keeping log of the operations, their ordering, and results. We define the compatibility between the
execution and re-execution results. This compatibility is used in defining the correctness of concurrent execution of designactivities. When the validation is unsuccessful, corrective actions, selective undo or controlled rollback are performed instead of aborting the complete designactivity. The details of our concurrency control scheme is presented in Chapter 4.

In concluding we enumerate the benefits of our approach and provide pointers for further investigation.
Chapter 2
A Survey of Related Research

This Chapter presents a survey of the research that is of common interest to the following three areas: concurrency control, object model and design activity modeling. The main objective here is to present the developments that address the requirements and characteristics of a design activity.

2.1. The Problem of Concurrency Control

Traditionally a transaction is defined as a sequence of database operations (Read, Write). There is only one Read and one Write per data object. A transaction cannot read a data object after it is written. Two operations from different transactions on the same data object are conflicting if at least one of them is a Write. A transaction is also treated as a unit of recovery and concurrency. This means that either the entire transaction or no part of it is executed, and transactions do not interfere with each other to produce inconsistent results.

The concurrent execution of a set of transactions, $T$, is represented by schedules. A schedule is an arbitrary sequence of operations from the set of transactions. A schedule $H$ is serial if, for every two transactions $t_i$ and $t_j$ that appear in $H$, either all operations of $t_i$ appear before all operations of $t_j$ or vice versa. A schedule $H$ of $T$ is conflict serializable if there is a serial schedule $H'$ of $T$ such that every pair of conflicting operations have the same ordering in both the schedules. Unless otherwise stated the term "serializable schedule" refers to conflict serializable schedule in this Chapter. A schedule is recoverable if for every transaction $t_i$ that commits, $t_i$'s commit follows the commit of every transaction.
from which \( t_i \) read. A schedule is \textit{cascade free} if, no transaction reads or overwrites a data written by an uncommitted transaction. The task of the concurrency control system is to monitor and control the schedule so the overall correctness of the database is maintained. Conventional concurrency control schemes guarantee correctness using \textit{serializability} and \textit{recoverability}. A more formal description of these concepts is available in [Papa86, Bern87].

In addition to conflict serializability there are other correctness criteria whose special cases are of interest. \textit{View state serializability} and \textit{final state serializability} are two such criteria. Informally stated, a schedule \( H \) is view equivalent (view serializable) to a serial schedule \( H' \), if a transaction \( t_i \) reads the data item \( x \) from \( t_j \) in \( H \) then \( t_i \) reads \( x \) from the same transaction \( t_j \) in \( H' \), and the final writes of every data item are the same in \( H \) and \( H' \) [Bern87]. Correctness criterion defined by the view serializability is less strict than the one defined by conflict serializability. Two schedules are final state equivalent if the final state produced by the two schedules are the same irrespective of the intermediate values read and written. In general finding whether a schedule is view serializable or final state serializable is an NP-complete problem [Papa86].

2.2. Survey of Concurrency Control

A detailed study of concurrency control and recovery can be found in the references [Bern81, Kohl81, Papa86, Bern87]. The research work of relevance to this thesis can be classified into the following two areas:

1. \textbf{Concurrency Control Using Semantics:} This area of research investigates how the concurrent execution of transactions can be improved by using data type and transaction semantics. Most of these schemes do not address the issues of design application transaction.
2. **Concurrency Control for Design Applications:** This area of research investigates concurrency control schemes for *design activity*. The objective of the former is to use data type semantics and transaction semantics to improve concurrency. The objective of the latter is to model design applications and to develop appropriate control schemes [Bane85]. In this Chapter we briefly review the pertinent literature from the two areas.

### 2.2.1. Concurrency Control Using Semantics

Depending upon the semantics used, concurrency control schemes under this area can be classified into two groups:

1. Schemes using relationships that exist between different database operations defined on a specific data type.

2. Schemes using relationships that exist between different database operations issued by a transaction.

#### 2.2.1.1. Concurrency Control Using Data Type Semantics

Conventional concurrency control schemes treat all database entities uniformly. *Read* and *Write* are the only operations defined on every object. In contrast, object-oriented databases consist of more than one data type. Each data type is characterized by a set of operations unique to that data type. This feature of object model has been used by many researchers to develop concurrency control schemes using data type semantics (semantics of the operations permitted on the data). Thus, schemes described in this section implicitly assume an object-oriented data model.

The initial research in this area was restricted to *non-compound* objects, i.e., each object contains only a set of primitive objects [Bree87]. Schwarz et Al [Schw84] present the synchronization issues that arise when transaction facilities
are extended to shared non-compound object types. Operation semantics, including the arguments, are used in deciding if two operations of a data type depend on each other. This *dependency information* is used to schedule operations from different transactions so that only *recoverable* and *serializable* schedules are permitted.

Herlihy [Herl88] and Weihl [Weih89] propose a decentralized concurrency control scheme. When an object receives the request for an operation from a transaction, the operation is executed on the *intention list* (private copy) of that object for that transaction. Before the response is sent to the transaction it is checked if the transaction can be serialized in all possible orders with other active transactions. If so, the response is sent; otherwise the transaction is made to wait. Response of the operation is also made use of in arriving at the decision. Updates to the intention list are posted on the database only when the transaction commits.

The last two schemes [Schw81, Herl88, Weih89] are pessimistic in nature because they schedule an operation only if the commit of the operation is going to produce correct result independent of the commit or abort of the other transactions. While Schwarz’s [Schw81] scheme makes use only the operation and its argument in deciding if it can be scheduled, Herlihy [Herl88] and Weihl’s [Weih89] scheme makes use of the operation as well as its response.

Herlihy [Herl87] presents a set of optimistic concurrency control schemes for non-compound objects using *serial dependency relation*. Informally stated, an operation from a transaction $t_i$ is serially dependent on an operation from another transaction $t_j$ if the result of the former is dependent on the latter. When an object receives an operation from a transaction $t_i$ it is executed on the intention list of the object for that transaction. When the transaction $t_i$ is ready to
commit, the objects touched by the transaction check if the following condition is true:

\[ \exists t_j \ (\text{start\_time}(t_i) < \text{commit\_time}(t_j)) \land \text{serially\_dependent}(t_i, t_j) \]

namely whether the transaction \( t_i \) was performed an operation serially dependent on a transaction that committed after \( t_i \) started. If the transaction has performed no serially dependent operation on any of the objects, then the transaction is committed else aborted. This condition is less strict than the scheduling condition used in [Herl88, Weih89]. All the three schemes [Schw81, Herl87, Herl88, Weih89] produce a larger set of recoverable and serializable schedules than that produced by schemes that simply characterize the operations as \textit{Read} and \textit{Write}.

Some recent papers consider the issues related to concurrency control of \textit{compound objects}. Badrinath \textit{et al.} [Badr87, Badr88] present a scheme for synchronizing operations on objects. A \textit{directed acyclic graph} which represents objects that are accessed by an action is used to achieve intra-object synchronization. Inter-object synchronization is achieved by locking. Though this scheme handles compound objects, it is not clearly stated how insertion new objects into database will affect the scheme. Hadzilacos \textit{et al} [Hadz88b] present a synchronizing technique for transactions in object bases. A correctness criterion based on view serializability is presented and its implementation using locking is discussed. Unlike some of the previous schemes [Schw81, Herl87, Weih88, Badr87, Badr88] the one suggested by Hadzilacos \textit{et al} [Hadz88b] treats the transaction as a set of \textit{partially ordered operations}.

The main objective of the schemes discussed in this section is to use data-type semantics. In this context, theory of operation-specific locking presented by Korth [Kort83] is important. One lock mode is associated with each database-
operation. This approach is applicable to a variety of schemes presented for object-oriented databases. It allows added concurrency without increasing the overhead in the transaction manager.

The serializability conditions used by the schemes of this section are less strict than the ones imposed in the Read-Write model. Thus, more concurrency is possible with these schemes. However, they do not address all the issues related to desigactivity. For instance, transactions cannot make partial commits. With the exception of [Hadz88b], other schemes [Schw84, Herl87, Badr87, Badr88, Herl88, Wich89] treat the transaction as a sequence of actions. Sequence of actions do not model the desigactivity adequately.

2.2.1.2. Concurrency Control Using Transaction Semantics.

The schemes described in the last section assume transaction as an atomic unit for failure and concurrency considerations. In design and other environments that contain long-lived transactions, such a condition is too restrictive. The following schemes relax that condition by just treating the transaction as a unit of failure atomicity. The resulting schedule may not be serializable in the traditional sense but it produces a consistent database. These schemes also make use of semantics of operations; however, the operations considered are generic database operations.

Garcia-Molina [Gare83] introduces a semantically consistent schedule in which transactions are classified into several types. Only transactions of certain types can be interleaved arbitrarily among themselves without affecting the consistency requirements. The set of transaction types that can be interleaved is called compatibility set. This means that operations of the transactions in a compatibility set can be interleaved in any order. Transaction semantics and
data-type semantics are used in the classification and in deciding the compatibility set. Recovery from failure is provided by counter steps. Counter steps return the database to a state that is semantically consistent with the initial state seen by the failed transaction. Garcia-Molina et al. [Garc87] extend the idea of multiple compatibility sets to a single compatibility set that allows transactions of all types to be interleaved.

Lynch [Lyn84] introduces multi-level atomicity. Transaction semantics and operation semantics are captured using break-points and interleaving specification. Break-points specify a smaller unit of concurrency atomicity. Depending upon the specification, a transaction may contain as many break-points as the number of operations issued by it or may contain no break-points at all. A transaction can have more than one set of hierarchically related break-point specifications. Interleaving specification describes interleavings of a set of transactions that are allowed for different break-points of these transactions. This scheme is more general than the last scheme [Garc87]. However, recovery issues are not discussed by Lynch [Lyn84].

In interactive environments similar to design applications it is not possible to specify break-points. Interleaving specification, counter-steps and compatibility sets. This is because design activities are open-ended and progress in an ad hoc manner [see Section 3.2]. In the transaction approach, adding new transaction types requires the knowledge of the existing information (interleaving specification etc.). This is not desirable in design environments considering the diversity of knowledge that could be present.

2.2.2. Concurrency Control for Design Applications:

Predominant work done in this area is related to modeling a design activity
by conventional transactions and improving the sharing among designtivities. Some of the characteristics and the requirements of designtivity listed in Chapter 1 are considered in suggesting these schemes.

A method permitting record updates by long-lived transactions without forbidding other users to access the modified records is presented by O’Neil [ONEi86]. The idea behind this approach is that certain sequence of operations is executed twice to improve concurrency. Once to return the response to the transaction and once during the commit phase. This approach is an improvement of the techniques presented by Reuter [Reut82] and Gawlick [Gawl85]. The technique assumes record based Read-Write model. The long-lived transactions that are considered here are relatively short, batch transactions.

Some of the earlier schemes [Hask82, Katz83, Lori83] define a designtivity as a set of transactions involving the public database and multiple private databases. Data objects are checked out of the public system into user’s private database. When a transaction is complete the updates are checked into the database. When a transaction fails, the databases (public and private) are returned to the state before the current transaction started, and not to the state before the designtivity. Obviously such a scheme does not model the relationship between different designs of a project. Since the complete set of data objects used by a transaction has to be checked-out. It is hard for the designers to prespecify all the data objects they would need. If a data object required by a transaction has already been checked-out then the execution of the transaction has to be delayed or aborted.

Most of the designtivity models suggested recently are based on nested transactions [Gray78, Moss87]. Nested transaction is a recursive concept. A nested transaction contains other nested transactions and/or traditional transactions.
with sequence of actions. It is represented by a tree structure. A node in the tree
represents a nested transaction. An ancestor transaction can commit
independently of its descendents. Only when a transaction commits, its results are
passed on to its parent. A descendent transaction can access the results from its
ancestors. Timestamping and locking schemes [Moss87] are presented for
synchronizing transactions within a tree and across trees. Feke et al. [Feke87]
prove the correctness of the locking protocol presented in [Moss87].

Kim et al. [Kim84] have suggested an augmented scheme that refines the
notion of check-out environment [Hask82, Katz83, Lori83]. This is achieved by
introducing the notion of semi-public databases. A designdataactive has semi-public
database into which it may place the design objects it has updated. Once a
designdataactive places an object in its semi-public database, other authorized
designdataactivities may check it out. A designdataactive that checks out of another
designdataactive's semi-public database becomes a child of that designdataactive. A
designdataactive may access both private and public databases. When a child
designdataactive of a designdataactive commits, the changes to the semi-private
database of the parent and the public database are synchronously committed. The
public system manages both the public database and semi-public databases of all
designdataactivities. This scheme does not guarantee recoverable schedules. For
instance, if a parent designdataactive decides to abort, then some of the changes
made by its child are also lost. This means that the public database contains only
part of the changes committed by the child. Synchronization techniques suggested
in Kim et al. [Kim84] use locking, and the Read-Write model. In this scheme, as
in [Hask82, Katz83, Lori83], the user must prespecify the objects that will be used.
The other limitation of the Kim et al. [Kim84] scheme is its inability to model the
parallelism present in a typical designdataactive.
Bancillon et al. [Banc85] and Korth et al. [Kort88a] eliminate this limitation. They model the *designactivity* using a conceptual hierarchy of multiple types of transactions instead of a sequence of conventional transactions.

![Diagram of Designer Transaction](image)

**Figure 2.1. An Example of Designer's Transaction**

The top level of the hierarchy represents the *designactivity*. Each *designactivity* may consist of a set of *cooperating transactions*. Each cooperating transaction is a hierarchy of *client/subcontractor* transactions. A *client/subcontractor* exists solely to work on behalf of another *client/subcontractor* transaction. Each *client/subcontractor* transaction consists of a set of *designer’s transaction* which in turn consists of a set of conventional transactions (see Figure 2.1). Each conventional transaction is initiated from a window of the designer’s workstation. Figure 2.2 illustrates an intuitive model of this scheme. The idea of public and semi-public databases is still used in implementing the sharing among design activities. Though the model of the *designactivity* is more powerful than previous schemes [Hask82, Katz83, Lori83, Kim81], there is no marked deviation from the *Read-Write* model and the locking scheme. The correctness criterion used in this
Figure 2.2. Intuitive Model of CAD Transaction[Banc85].

scheme is less strict than the previous schemes [Hask82, Katz83, Lori83, Kim84]. There is no sharing between two transactions that are not components of the same group of cooperative transactions. This limitation is inherent in the designdata model because no two transactions above the level of client/subcontractor transactions can share incomplete objects. This approach captures the transaction semantics or designdata semantics by specifying a set of conditions that are to be preserved by the transaction. These conditions are specified at the transaction initiation time. They are independent of the other transactions and the specification of the conditions does not need any additional knowledge.

Skarr et al [Skar86, Fern89, Skar89] also describe a concurrency control model of cooperating transactions. In this scheme a designdata is represented recursively using nested transactions and multi-level commit. Each node in the
hierarchy can be an atomic transaction similar to the nodes of nested transactions or it can be a transaction group (TG). A TG can recursively contain other TGs. The root of the hierarchy represents an atomic transaction. Each transaction group \( G \) produces an operation sequence, \( S \), comprised of the interleaved sequence of its members. \( S \) is correct under the semantic criteria that \( G \) defines. The root of every TG subtree has an atomic transaction parent. Operations from atomic transactions are scheduled only if there is no dependency between operations. The dependency relation used is an extended form of that used by Herlihy [Herl87] and Weihl [Weih89]. Here an operation \( a \) that is delayed due to its dependency relation with an already scheduled operation, \( b \), may be scheduled even before \( b \) is committed. This is possible when the sequence of already scheduled operations is commutative with the operation to be scheduled. However, it is not clear how this scheduling can be efficiently extended to more than two transactions. There is no provision for sharing completed objects across different subtrees in the hierarchy.

Most concurrency control schemes use the Read-Write model. More and more CAD systems are designed using object-oriented databases. Using the Read-Write model with such systems will not allow us to exploit the benefits of object-oriented systems. Despite their sophisticated nested structure [Bane85, Skar89], aborting a transaction at any level implies aborting all the enclosed activities. In addition, interaction with other concurrent activities is limited to the sibling transactions that are enclosed in the same parent transactions [Bane85, Skar86, Fern89, Skar89]. All the schemes discussed in this section make use of locking based pessimistic schemes. Limitation of pessimistic schemes in design environment is discussed in Chapter 4. Recently some researchers have suggested alternatives to, or relaxation of, serializability as the correctness criterion [Kort88c, Skar89].
Chapter 3
Model

The first section of this Chapter presents our model of the \textit{designactivity}. Design being an opportunistic activity, is difficult to model. It is even more difficult to define models for concurrency control because a typical design includes access to other incomplete or complete designs and access to the object base. A model of the \textit{designactivity} must include all those factors that are common to the \textit{designactivities} of different application domains. This model can then be used to develop a control scheme for the sharing and completion of design activities. Control schemes developed for \textit{designactivities} must be general than the traditional concurrency control schemes.

The second section of this Chapter presents our object model, and the architecture of the distributed system. We discuss how the entities of our \textit{designactivity} model are mapped to our object model.

3.1. Design Activity Model

Normally \textit{designactivities} start by identifying some initial pool of design candidates. Some of these are identified for reuse, modification etc. Design being an iterative activity proceeds in steps of refinement. However, the levels of detail introduced in these steps are not uniform. At any stage of the \textit{designactivity} - even when a design has been completed - the designer may make modifications, thereby creating a new design - new versions of the design. A very trivial example is that of a generic stack which can then be modified for individual types and implementation languages and systems.

A \textit{designactivity} is domain-specific. Even within an application two different
designs can have certain distinct validation conditions. Thus, no global criterion for the validation of designs can be specified. It is, however, possible to model these validation and correctness criteria as a set of constraints on the designactivity. Similarly rules for sharing, borrowing and copying can be tailored to different domains or problems. One of the important features of a designactivity is the ability to save partly completed designs for future use. Organizations have different policies on their use, availability etc. Again these can be modeled by rules or constraints.

A designactivity may be modeled as a number of pseudo independent subactivities; the subactivities are themselves so modeled. Designers are assigned these designactivities or subactivities. In general, because designactivities depending on each other may need to be separated, they are said to be pseudo independent. In fact the spectrum of dependencies among the various subtasks of a given designactivity would range from complete independence to complete dependence. In such a design environment, controlled sharing of information, for example partially completed designs may be the only way to control design progress.

The above division of a designactivity can be defined recursively:

Definition 3.1: A designactivity contains other designactivities and/or transactions.

Definition 3.2: A transaction contains a set of action invocations.

Informally stated, an action invocation is an operation performed on a data object. A designactivity can be represented by a tree diagram, where each non-leaf node represents a designactivity and each leaf node represents a transaction. The root of the tree is referred to as the project activity. It represents the way a project is divided into various designactivities, as well as the dependencies among
different activities in the traditional top-down and bottom-up designs. The terminologies *child, parent, sibling, ancestor, and descendent* are used consistent with the tree structure. Two *designactivities* are said to be *unrelated* if they are different and neither is a descendent of the other.

Each *designactivity* is characterized by two types of constraints, namely *validation constraints*, and *visibility constraints*. Validation constraints specify the conditions under which a *designactivity* is deemed *completed* (committed). Design requirements, design rules and correctness criteria of the conventional concurrency control scheme are some of the examples that come under validation constraints. Visibility constraints specify the conditions under which a *designactivity* allows itself (or its results) to be used by other *designactivities* and/or conditions under which it uses the other *designactivities* (their results). One such constraint used in many design activity models [Bane85, Skar89] is: when a design and all its children are completed, it can be used by its parent and siblings. Such a usage is restricted to the parent and siblings of the design.

The solid arcs of the *designactivity* tree form the natural association among different activities and represent the visibility constraints among them. Dotted arcs between unrelated activities represent *dependency* between two unrelated activities (see Figure 3.1).

The completion of a *designactivity* is controlled by the validation constraints. If a *designactivity* cannot be completed due to the violation of certain constraints then the designer becomes aware of the violation. The designer can make the necessary changes and attempt to commit iteratively until the *designactivity* conforms to the validation constraints. When a *designactivity* is completed it is made visible to the other activities specified by the visibility constraints. These
constraints may not only specify who gets to use the *design activity* but also the condition of usage. For example, visibility constraints can be used to model notification [Fern88]. Creation of versions, dynamic updates, and storing invalid design are possible using the validation and visibility constraints.

The runtime checking of these constraints can be potentially very expensive. There are however a set of restricted constraints that can be efficiently satisfied - *weakly positive*\(^3\) [Scha78], and *completely bound*. These are powerful enough to model a very large set of practically occurring constraints. The use of *alerters* and *triggers* [Eswa76, Bune79], which are standard features of an increasing number of new database systems (e.g., POSTGRES [Ston86a], Eden [Blac85]) can also be used to efficiently implement consistent enforcement mechanisms.

This model of the *design activity* is simple and general. Its power can be demonstrated by deriving other *design activity* models by adding appropriate

---

\(^3\) A formula \(R\) is *weakly positive* if \(R(x, \ldots)\) is logically equivalent to some conjunctive normal form formula having at most one unnegated variable in each conjunct.
constraints to it. This is illustrated in the next Chapter. The generic design model introduced here can also be used to specify other non-design activities like *groupware system* [Ell89] that need to share information under different conditions.

As suggested earlier, validation constraints include different serializability criteria, design requirements, design rules etc. This means some of the validation constraints like correctness conditions can be checked as the design activity progresses using the existing concurrency control techniques. Some of the other conditions like design rules, performance requirements can be checked at the end of the design when the designer thinks the design activity is ready to be committed (committed). In the next Chapter a validation scheme that does the validation at the end for all types of constraints is presented. It is also shown, using an implementation of the scheme how the validation and visibility constraints are used. This scheme satisfies the requirements of design applications and traditional interactive applications.

3.2. Object Model

The object model described here does not make any assumptions about the method-sharing amongst different objects. That is, our object model is independent of *delegation* [Lib86] or *inheritance* [Ste87, Ung87]. Due to this reason the concurrency control schemes described here can be used with any object model that assume delegation and/or inheritance. The following two approaches to object-oriented computing are reported in the literature [Yok87]. This thesis follows the second approach.

1. In addition to objects, the notion of processes or monitors is introduced in Yokote et Al [Yok85]. This is also the approach taken in
Smalltalk—80 [Gold83].

2. The two entities, objects and processes can be combined into one single entity by conceptually associating a process with each object and making the object and the corresponding process indistinguishable from each other. This is the approach taken by Act—1 [Libe81], Goyal et Al [Goya87], and ABC/1 [Shib87, Yone87]. This allows every entity in the system to be treated uniformly.

Our object model is based on the one presented in Goyal et Al [Goya87] and Hadzilacos et Al [Hadz88b]. The idea of object management and communication between objects is derived from Goyal et Al [Goya87]. Object structure and operation characteristics are derived from Hadzilacos et Al [Hadz88b].

Definition 3.3: An object base is a set of objects.

Objects are persistent, uniquely addressable and autonomous information storing and processing agents. Each object either models the behavior of an abstract entity (designed activity, design specification, transaction etc.) or represents a physical entity (processor, printer etc.) itself [Booc86]. Objects are classified into several classes. Objects of the same class have a common behavior. Classes are themselves modeled as objects. A class object consists of the declarations and reentrant code for the operations of that class. It also contains the code for initialization, concurrency control, recovery etc. These code modules are used during object (process) execution.

Definition 3.4: An object class C is a 2-tuple \(\langle V, A \rangle\), where \(V\) is a set of variables and \(A\) is a set of actions. An object instance of the class \(C\) contains a state and an identity, where the state is a mapping of the variables of \(C\) to values, and the identity is a value that uniquely identifies the object.
The values of the variables are drawn from the domains of object identity, and primitive objects (Strings, Integers etc.). The state of an object may change over the course of time. However, the value of its identity remains the same from the time the object is created until it is deleted. Conceptually, the state of an object contains references to other objects rather than objects themselves, although primitive objects may be freely replicated to replace references to them in an implementation. Values that are assigned to state variables of an object are also called attributes. The state of the object base is a mapping from the set of object identities in the object base to their respective states.

Informally stated, an action contains a sequence of operations (steps) on the state variables of the object. An action is initiated through an action invocation or invocation in short and the result is returned as a response. On receiving a message with an invocation, the object executes a set of prespecified steps. A step could be a local operation that makes use of the state value of the object or could be an invocation to some other object. This means that an action can invoke actions on other objects, and these in turn can invoke actions on other objects and so on. After performing all the steps in the set, a response is returned to the sender of the invocation. The action invocation and their responses can be termed as events. Events also encompass triggers, daemons etc. An action execution begins when the message containing the corresponding invocation is received by an object, and is completed when the object that sent the message gets the response.

Definition 3.5: An action $A$ is a sequence of steps and is a unit of consistency, and atomicity:

a. an action execution is initiated through an action invocation
b. a **step** could be either a **local step** or an **action invocation** which in
turn initiates an action execution at the receiving object.

The term "unit of consistency" implies that if an action were to be executed in
*isolation* on a consistent object base it will perceive and produce a consistent
object base. The term "unit of atomicity" implies that either the entire action or
no part of it is executed.

The action invocation $K$ is a 5-tuple $<t,p,Q,A,k>$, where $t$ is the identity of
the original action on whose behalf this action is invoked, $p$ is the identity of the
object called the **invoker** sending the message containing the action invocation, $Q$
specifies the set of objects that should receive the message, $A$ is the action to be
invoked on the objects in $Q$, and $k$ is used to identify the invocation. Though in
general $Q$ can be a predicate (defining a set of objects), at this point we simply
treat $Q$ to be an enumeration of object identities.

The **response** $R$ to invocation $K$ is a 5-tuple $<t,q,p,r,k>$, where $t$, and $p$
have the same meaning as in the invocation $K$, $q$ is the source object of the
response, and $r$ is the value returned from $q$ for the invocation $K$. $r$ is obtained as
a function of the following:

1. Results of the local steps in action $A$ of $K$.
2. Responses returned to the invocations in $A$ of $K$.

**Definition 3.6:** A **Local step** $a_i$ of an object $o_i$ is a pair $(f_a, g_a)$ where
$f_a : S \rightarrow R$ is a function from the set of states $S$ of the object to the set of
results $R$ and $g_a : S \rightarrow S$ is a function from the set of states $S$ to the set of
states $S$ of the object.

Local steps are atomic operations on the variables of the objects [Beee87].
Thus, $f_a(s_i)$ specifies the result of the local step $a_i$ when executed on state $s_i$ and
$g_a(s_i)$ specifies the new object state caused by the local step $a$ when executed on state $s_i$.

A transaction is an action of a special class of object called transaction-manager. A unique transaction-manager object is associated with each transaction execution. Function of a transaction-manager object is to manage the execution of the associated transaction. In addition to transactions there are other actions (abort, roll-back etc.) associated with the transaction-manager class. A transaction-manager object can also invoke certain distinguished actions, including start-commit and commit in other objects.

Due to its recursive nature, an action execution can be represented by a tree, referred to as the action execution tree. The action execution tree of a transaction is called transaction execution tree. In this tree the directed edges represent actions and the nodes represent objects. Edges are from invoker to receiver nodes. Recursively each sub-tree represent an action execution tree. The arc between the parent and child represents the bidirectional communication between the two. Figure 3.2 illustrates an example of the tree representation described above. In the transaction execution tree, the root (level 0) is associated with the transaction object. The tree has at least two levels.

Definition 3.7: An action $B$ of object $a_j$ is executed on behalf of an action $A$ if one of the following conditions hold:

1. execution of $A$ invokes $B$ in $a_i$.

2. execution of $C$ invokes $B$ in $a_i$, where $C$ of $a_j$ is executed on behalf of $A$.

Definition 3.8: An object is a participating object of an action $A$ if it executes one or more actions on behalf of $A$. 
**Figure 3.2. Tree Representation of an Action Execution.**

**Definition 3.9:** A step $a_i$ is executed *on behalf* of an action $A$ if one of the following conditions hold:

1. $a_i$ is a step in $A$

2. $a_i$ is a step in $B$, where $B$ is an action executed *on behalf* of $A$.

By imposing a total order on the set of steps of an action $A$ one can get the traditional transaction of sequential steps. In traditional concurrency control systems the following definitions are used.

**Definition 3.10:** Given a set of transactions $T = \{t_1, t_2, \ldots, t_n\}$, a schedule $Z$ is a 2-tuple $<E, S_0>$ where:

1. $E$ is a sequence of steps in $T$ ($E$ is the union of the steps executed on behalf of $t_i$'s, where $1 \leq i \leq n$).
2. Every pair of steps executed on behalf of a transaction \( t_i \ (1 \leq i \leq n) \) is ordered consistently in \( E \). That is, if step \( a \) precedes (succeeds) step \( b \) in \( t_i \) then \( a \) precedes (succeeds) \( b \) in \( E \).

3. \( S_0 \) is the initial state of the object base.

**Definition 3.11:** Two schedules \( Z_1 = (E_1, S_1) \) and \( Z_2 = (E_2, S_2) \) are equivalent iff

1. \( S_1 = S_2 \).

2. Schedules \( Z_1 \) and \( Z_2 \) have the same set of steps.

3. For every local step \( a \), \( f_a(s_{i1}) \) is equivalent to \( f_a(s_{i2}) \), where \( a \) is a local step of object \( o_i \); \( s_{i1} \) and \( s_{i2} \) are the states of \( o_i \) in \( Z_1 \) and \( Z_2 \) respectively when \( a \) is executed.

The use of the phrase "equivalent to" instead of "equal to" in condition 3 makes this definition more general than traditional definitions based on equality of results. This property is used in Chapter 4 to describe an implementation that is not restricted to equality of results.

**Definition 3.12:** A schedule \( Z \) is a **serial** schedule iff for any two transactions \( t_1 \), \( t_2 \) in \( T \) either every step executed on behalf of \( t_1 \) precedes every step executed on behalf of \( t_2 \) or vice versa.

**Definition 3.13:** A schedule \( Z \) is **serializable** iff it is equivalent to a serial schedule.

### 3.2.1. Architecture

Every object in the system has an associated object manager, OM. The functions of an OM include keeping track of action invocations responses, and
determining the next action to be executed. The latter function of the OM is delegated to the scheduler in each OM. In systems where the OM creates a new private copy it also creates a copy of the OM(s) to schedule actions on the copy.

In conventional object-oriented systems, the actions are executed on a first-come first-served basis, namely the OM(s) will simply be a FIFO queue. In others, the OM(s) can provide different mechanisms. For example, a dequeue action on an empty queue could be delayed until an appropriate time. The object manager is also responsible for sending responses to the distinguished invocations issued by the transaction manager. For instance, any of the following two responses can result from a start-commit invocation.

1. **Ready-to-commit:** This is one of the two responses returned for the invocation Commit-Request. It informs the transaction manager that the object manager is ready to commit the changes requested by the transaction.

2. **Abnormal-event:** This is the other response returned for the invocation Commit-Request. It informs the transaction manager that the object manager can not commit the transaction, and also instructs the transaction to send an abort message to its participating objects. In the case of traditional databases abnormal-event is called abort.

Appropriate responses are defined for the other distinguished invocations.

To map the desgnactivity model to the object model we make the following associations: each desgnactivity is associated with an object similar to the transaction-manager. This object can issue all the privileged actions that are invoked by a transaction-manager object. In addition, it has got the privilege to create other desgnactivities and objects.

Our model of the distributed system consists of some nodes that
communicate using messages over an abstract communication network, as shown in Figure 3.3 [Moss87]. Each node consists of a set of processor elements (PEs), and some memory (see Figure 3.4). Each node is managed by a node-manager object which is resident on the PE called the manager PE (MPE). Each PE is managed by its processor element manager (PEOM). PEOM is responsible for scheduling other OMs on the PE. Failure of communication to this node or the failure of the node itself is modeled by the failure of the MPE. No assumption is made about how the other PEs belonging to the node are connected among themselves and to the PE. Failure of one or more of the PEs does not lead to a node crash. Every pair of nodes can communicate with each other either directly or indirectly using the network.

![Diagram of nodes and communication system]

Figure 3.3. Model of the Distributed System.

Each abstract object (data object, transaction) belongs to a single node [Moss87, Dall85] known as its home site. The home site of an object has complete control over that object and its manipulation. This makes the management of a single object easier. However, this does not prevent transactions from sending
invocations to objects resident on other nodes. Any replication or movement of an object is explicit.

![Diagram of a Node]

Figure 3.4. Model of a Node.

All message transmissions in our computation model are *asynchronous*. That is, an object can send a message whenever it likes, irrespective of the state of the target object. Though message passing in a system of objects may take place concurrently, we assume message arrivals at an object to be linearly ordered. Two concurrent messages arriving at the same object will be arbitrarily ordered.

A communication system with the following characteristics is assumed:

1. Every message reaches its destination.
2. Virtual circuit is assumed between a source and a destination. Hence the messages arrive in the order in which they are sent.
3. Multicast Communication is assumed.
As soon as a dormant object becomes active, the OM initializes all internal variables, structures etc. of the object. Currently active objects can be visualized to be resident on one or more of processor element (PE) objects. Chapter 5 discusses the role played by the node-manager object in the execution of an action.

3.3. Summary

Unlike the existing designactivity models, the model presented in this Chapter does not impose any restriction on sharing completed results among unrelated designactivities. Validation constraints are used to specify the conditions that are to be satisfied for a designactivity to be correct and complete. These constraints can be used to capture correctness criteria that may be application dependent, or application independent. Serializability is one such application independent condition. Thus, the model can capture a wide variety of correctness criteria.

In general the validation process can be complex needing exponential time to find whether all the constraints are satisfied for a designactivity. However, the validation can be carried out effectively for certain subclasses of validation constraints such as weakly positive [Sche78] and bounded (variables are bound to some constants).

We associate a transaction-manager object with each transaction to communicate with other objects to achieve the required correctness. This allows communication among transactions, and consequently an implementation of a distributed concurrency control scheme.
Chapter 4
Dynamic Validation

In interactive decision-support applications there is considerable time (thinking time) between successive invocations of a transaction. A number of these invocations may be discarded due to various reasons before the transaction is committed. In this type of environment, pessimistic schemes are too restrictive. Optimistic schemes like forward validation [Herl87] are not efficient because a transaction could be aborted in favor of other conflicting transactions. These transactions may or may not commit eventually. Even if they commit, there is no guarantee that they still contain the conflicting actions that caused the abort. The backward validation scheme [Herl87], where the decision to abort a transaction is made at its commit time is suitable for this type of environment, because, when a transaction wants to commit, there is no uncertainty in what it wants to commit. Even if it is aborted, it is done against the already committed transactions.

Re-execution of an entire transaction at its commit time will be faster because of the absence of thinking time and the cancellations of invocations. This idea forms the basis of the dynamic validation scheme. First a set of application independent validation constraints are derived to demonstrate the use of dynamic validation scheme for a set of transactions. An implementation of the scheme using locking is discussed and its correctness is proved. We show the power of the generic model by deriving some transaction models from it. Finally the applicability of this scheme to the generic model, and the performance of the scheme in comparison with other schemes are discussed.

The execution of a transaction is done using private copies of the object. Then we employ two-phase commit. In the validation phase the steps of the
transaction are re-executed on the most recent copies of its participating objects. Due to the following reasons the re-execution takes only a fraction of the execution time.

1. No message (invocation/response) is sent from the OM to other OMs on behalf of the re-execution. Each OM assumes the same responses as in the execution phase.

2. The re-execution is carried out concurrently in all participating objects.

3. The re-execution in an object is carried out only if the new state is different from the previous state of the object. In fact, as long as the result of any local reads remain unchanged, there is no need for re-execution. This observation leads to a more efficient implementation of the algorithm which keeps track of changed state variables.

In the next phase (we shall refer to it as the termination phase) appropriate commit, abort or roll-back actions are taken based on the outcome of the validation phase. The steps of the commit algorithm can be simply stated as follows.

*Commit Start:*

**I. Validation Phase:**

1. TM sends a commit-request to all the participating OMs.

2. Each participating OM re-executes all the local steps that were executed on behalf of that transaction on a new private copy corresponding to the current state of the object. This copy is called the *re-execution copy* of the transaction with respect to that object.

3. During this re-execution, every OM checks if the results (or effects) obtained during the original execution and the re-execution are *compatible* (validation
condition) for every local step. Any constraints specified for the steps or the
objects must be satisfied.

1. If the results are compatible then the OM sends a ready-to-commit message
directly to the TM else sends an abnormal-event message.

II. Termination Phase:

1. If the TM receives the ready-to-commit messages from all participating OMs,
it sends the commit message to all these OMs. The current state of each of
the participating objects is changed to the modified re-execution copy.

2. If the TM receives any abnormal-event message then the appropriately
specified action is taken. In conventional schemes this is normally abort. If
the transaction aborts, then both the execution and re-execution copies of the
participating objects are discarded. In designactivities, the designer may
choose to abort, roll-back to some appropriate point (namely, undo the effects
of some of the steps), or perform additional actions, including the save-
invalid action.

Unless otherwise stated a commit is treated as a global commit (implicit
visibility constraint). Since execution and commit are performed using private
copies, recovery from an aborting transaction is trivial. When a transaction
commits, its re-execution copies (including the effects of the re-executed steps)
become the current copies of the participating objects. The use of private copies
prevent cascading aborts.

4.1. Dynamic Validation Scheme

The methods presented in this thesis are based on the following correctness
principle: In an object base, concurrent execution of the transactions is serializable
if their order of execution is consistent in each participating object. That is, every pair of transactions $t_i$ and $t_j$ commit in the same order in every common participating object. The serialization order achieved here is the order in which the transactions commit.

In most of the existing concurrency control schemes, two local steps $a$, $b$ of an object are deemed conflicting if one of the following conditions is false for at least one state $s_i$ of the object $o_i$.

\[
\begin{align*}
g_a(g_b(s_i)) &= g_b(g_a(s_i)) & (1.1) \\
f_a(g_b(s_i)) &= f_a(s_i) & (1.2) \\
f_b(g_a(s_i)) &= f_b(s_i) & (1.3)
\end{align*}
\]

where $f_a : S \rightarrow R$ and $g_a : S \rightarrow S$ represent functions representing the results and new states, respectively, as defined in Section 3.1. Transactions with conflicting steps are not allowed to be concurrently executed at other states even if all the above three conditions were true. This definition of conflict was not only adequate but was also needed to construct efficient schedulers for the existing record based models in commercial applications.

With the object model and in particular design applications, these conditions can be relaxed and still efficient schedulers can be implemented. The only requirement is that

\[
f_a(s_i) = f_a(s'_i) \tag{4.4}
\]

where the original execution of the operation is on a copy of the object's state $s_i$ while the commit is performed on a copy of the object's current (at commit time) state $s'_i$. Thus, the equation 4.4 checks if the two states of the object $o_i$ are equivalent enough to return the same result for $a$. Since $s'_i$ is the result of already committed transactions there is no need to check condition 4.1. Only
condition 4.2 (or 4.3) must be checked for every local step of a transaction to guarantee serializability. Obviously condition 4.4 is less restrictive than the conditions given by 4.1 to 4.3.

This optimistic dynamic validation scheme is similar to the backward validation schemes of [Herl87, Kung81]. In backward validation schemes [Herl87, Kung81] conflict is identified using static information that is insensitive to the state of the object. In contrast, in our scheme invalidity of actions is identified during the commit phase. Since the validation is performed with respect to the current state of the object we refer to our scheme as the Dynamic backward validation. It should also be noted that a transaction acquires a copy of an object dynamically when an invocation is sent to the object for the first time. Serializability can be guaranteed by providing arbitration schemes during this commit phase, for example, by locking as described in the following section.

4.1.1. Dynamic Backward Validation using Locking (DBVL)

In this section we shall use locking to provide the arbitration mechanism for concurrent commits. Normally an object manager can concurrently process the commit-requests of more than one transaction, provided, all these transactions are read-only with respect to its object instance. The more interesting and useful situation is where some arbitration is required. One way of achieving arbitration is through the following locking protocol.

1. A transaction is validated in an object only if it holds a validation lock on the object.

2. If a transaction requests a validation lock on an object, the request can be granted only if no other transaction holds a validation lock for the same object.
3. When a transaction commits or aborts, its locks are released.

4. All transactions not in their commit phase, have access to their private copies of the objects. They are unaffected by this locking. Also new private copies can be created for any new transaction even if the object is locked.

When \( t_j \) wants to perform the validation phase of its commit, the participating object managers lock their respective objects. This means only \( t_j \) can commit and the other transactions wanting to commit should wait. This protocol could lead to deadlocks. A distributed deadlock detection and resolution algorithm, e.g. Moss [Moss87], can be used to resolve this problem. Deadlock can be resolved by asking a transaction to release all its locks and restart its commit phase (instead of restarting the entire execution of the transaction). A timestamp-based deadlock avoidance protocol can also be used [Goya88b].

To improve concurrency during the commit phase, two types of validation locks can be supported: Read and Write. Read locks are compatible with each other, while Write locks conflict with other Write and Read locks. Each object manager assigns the appropriate type of locks for a committing transaction.

4.1.1.1. Correctness of DBVL.

The following definitions of compatible responses and results are used to prove the correctness of DBVL. For each database object the object designer specifies the minimal response (or result) compatibilities criterion for each action. These criteria can be strengthened or weakened by individual transactions. We can model this by a boolean function compatible:

\[
\text{Compatible}: \text{Action} \times \text{Response} \times \text{Response} \rightarrow \{\text{True, False}\}
\]
Application dependent or independent criteria can be used to define the *compatible* functions. For instance, equation 4.1 treats two results to be compatible if they are equal. This definition of compatible results is independent of application and even data type. The following type independent compatible function defines a relation that contains the relation defined by equation 4.4:

1. Two results \( f_a(s_i) \) and \( f_a(s'_i) \) of a local step \( a \) of an action \( A \) are compatible if the responses and invocations that appear after the execution of \( a \) in \( A \) remain equal whenever \( f_a(s_i) \) is replaced by \( f_a(s'_i) \) and vice versa. Let \( 4.4' \) denote such a compatible function.

\[
\text{Compatible}'(a, f_a(s_i), f_a(s'_i)) \quad (4.4')
\]

2. Two responses of an invocation \( K \) are compatible if they are equal.

A correctness proof for the DBVI scheme under these criteria is presented below.

**Lemma 4.1:** Two responses received by an invocation \( <t,o_{j},o_{i},A,k> \) in two different states \( S_1 \) and \( S_2 \) of the object base are compatible, if the following conditions are true:

1. Every local step \( a \) of \( o_i \) gets compatible results in \( S_1 \) and \( S_2 \).
2. Every invocation \( K \) from \( o_i \) to other objects (on behalf of \( a \)) gets compatible responses in \( S_1 \) and \( S_2 \).

**Proof:** The response to an invocation is a function of

i. results of the local steps in \( A \) and
ii. responses to the invocations in \( A \).

It follows from the definition of compatible results and responses (4.1') that the
responses of $A$ are equal in $S_1$ and $S_2$. Two responses are compatible if they are equal. □

**Theorem 4.1:** If the same transaction is executed in two different states $S_1$ and $S_2$ of the object base, the transaction will get compatible responses for every one of its invocations in both the states, if every local step executed on behalf of the transaction gets compatible results in these two states.

**Proof:** The theorem is proved by induction on the height of the transaction execution tree.

When there are only two levels (level 0 and level 1): The transaction sends an invocation to an object, the object executes only local steps on behalf of the invocation and returns a response to the invoker. If every one of these local steps gets compatible results in the two different states of the object then compatible responses will be returned in these two states.

When there are $n$ levels: By the inductive hypothesis all invocations sent from objects in level one get compatible responses (in $S_1$ and $S_2$). This means all the invocations which are sent from an object $o_i$ in level one on behalf of the invocation $a$ (from level 0) will receive compatible responses. Every local step of actions executed on behalf of $a$ also gets compatible results in $S_1$ and $S_2$. Hence, $a$ will receive compatible responses in these two states by Lemma 4.1, □

Now, let us consider the execution phase and the re-execution phase (commit phase) of a transaction. A successful commit requires that the result of every local step be compatible with the one from the execution phase. Hence, the re-execution is a high speed replay of the execution as far as the invocations and responses are concerned - in fact the re-execution does not send any messages, and assumes the
same invocation and compatible responses as the execution phase. Only local steps are executed in parallel in all the objects involved. The state may be different when the commit phase starts, and will be mapped appropriately by local steps to the final state. Hence the overall execution of a (successfully) committed transaction is a combination of invocations and responses from the execution phase plus state changes from the commit phase. This overall execution is exactly the same as a (full) execution of the transaction - running alone (serially) - from the same object base state as the starting state of the commit phase. The locking protocol used during the commit phase enforces serializability.

**Lemma 4.2:** Let \( t_1 \) and \( t_2 \) be two transactions, and let them both invoke actions on objects \( o_1 \) and \( o_2 \) (among others). Then, using DBVL, \( t_1 \) and \( t_2 \) commit in \( o_1 \) and \( o_2 \) in the same order.

**Proof:** Such an ordering is enforced by the locking protocol. \( \square \)

Now we can prove the main result of this Chapter. Note that our definition of serializability (see page 30) is based on the notion of equivalent (or compatible) results, and is less restrictive than the classical serializability criterion.

**Theorem 4.2:** DBVL enforces serializability for compatibility function represented by equation 4.1.

**Proof:** Let \( G = (V,E) \) be a graph, \( V \) consists of nodes representing transactions, and \( (t_i, t_j) \in E \), the set of edges, iff there is an object \( o \) where \( t_i \) commits before \( t_j \). By Lemma 4.2, \( G \) is acyclic, and induces a partial order between transactions. Take a total order consistent with the partial order induced by \( G \), then the execution enforced by DBVL is equivalent to the serial execution represented by the total order. Here two results are defined to be equivalent if they are
compatible according equation 4.1'. $\Box$

4.2. Performance of Dynamic Validation

To evaluate the performance of the dynamic validation scheme we compare the concurrency and modularity offered by several schemes. An analysis is made to justify the claim that the re-execution of the transaction takes only a fraction of its execution under the specified conditions.

4.2.1. Concurrency

The following example illustrates that there exist schedules allowed by the dynamic validation scheme that are not allowed by other established schemes.

Example 4.1:

Two transactions $t_1$ and $t_2$ concurrently perform the steps Debit(90$) and Debit (100$) respectively on the same account object whose Balance is equal to 200$. Debit operation returns 'Over Draft' if the balance is smaller than the debit amount else returns 'OK'. The Balance is also updated to reflect the current balance if the response is 'OK'. According to the conflict definition of [Hadz86b] two debit steps from different transactions are conflicting at certain state values, and thus should never be allowed concurrently.

Locking Scheme:

If transaction $t_1$ ($t_2$) were to lock the account object first then the transaction $t_2$ ($t_1$) would wait until $t_1$ ($t_2$) completes.

Time stamping:

If we assume the time stamp of $t_1$ ($t_2$) is older than that of $t_2$ ($t_1$) and if $t_2$ ($t_1$) commits before $t_1$, ($t_2$) then $t_1$ ($t_2$) will be aborted [Bern87]
because two debits are conflicting.

Optimistic - forward validation:

If \( t_2 (t_1) \) wants to commit, then the responses [Herl87] of the steps of the active transactions on the account object are compared. Since \( t_1 (t_2) \) and \( t_2 (t_1) \) have the same response (OK), \( t_2 (t_1) \) will be aborted.

Optimistic - backward validation:

Assuming \( t_2 (t_1) \) commits before \( t_1 (t_2) \), the latter will be aborted when it attempts its commit [Herl87].

Dynamic Validation Scheme:

During the execution phase \( t_1 \) and \( t_2 \) are going to get OK as their responses. Irrespective of the order of their commits \( t_1 \) and \( t_2 \) will get the same response from the account object during the re-execution phase:

If \( t_1 \) decides to commit first then the re-execution of \( t_1 \) on the current state of the account object will make \( \text{Balance} \) equal to 110$. Later when \( t_2 \) wants to commit it is re-executed on the account object whose current balance is 110$ (not 200$). Even with this balance, the account object will be returning the same response ('OK') to \( t_2 \). This means condition 4.1 is true and \( t_2 \) can commit.

Similarly \( t_1 \) is allowed to commit when \( t_2 \) commits first.

Thus, \( t_2 \) and \( t_1 \) can commit in any order. As far as the account object is concerned there is no conflict between \( t_1 \) and \( t_2 \) when they want to commit.

The use of private copies in dynamic validation scheme prohibits certain conflict serializable schedules. Under the circumstances (with private copies and distributed validation) the set of schedules allowed by dynamic validation is
better than similar schemes [Schw84, Herl87, Wei88]. This is because of the use of condition 4.4 instead of conditions 4.1 to 4.3. Two debit operations are not commutative according to conditions 4.1 to 4.3. This is true even if the arguments of the Debit operations are considered.

4.2.2. Cascaded Aborts

Since each transaction gets an execution copy and the commit process is arbitrated there are no cascaded aborts. Thus, schedules allowed by dynamic validation are recoverable.

4.2.3. Re-execution time

Two different empirical analyses are provided to compare the re-execution time with the execution time. The first analysis does not indicate the relative influence of the amount of nesting and the number of invocations on the ratio of the execution time to re-execution time. The second analysis indicates how the amount of nesting and number of invocations influence the ratio relative to each other.

Analysis 1

Let $t_1$ be a given transaction, $n$ be the number of invocations in an action, and let $p$ denote the average time taken by each invocation to return the response. Let $q$ be the average time between receiving the response to one invocation and sending the next invocation. The following assumptions are made in this analysis:

1. Steps of an action are executed sequentially.

2. The average re-execution time of an action is equal to the average execution time.
3. Each action is performed on a distinct object.

Typically a transaction is a set of partially ordered actions. Thus, there may be one or more sequences of actions in a transaction. One such sequence may decide the execution time of the transaction. Due to the nesting among actions and message passing, the execution time of an action is expected to be larger than its re-execution time.

The total time to execute the actions on the average is denoted by $et$ and is given by the equation 4.5.

$$et = (n - 1) \cdot q + n \cdot p$$

(4.5)

During the re-execution phase, the local steps of $t_1$ are executed in each participating object and the results of these local steps are compared with the results of the execution phase. Let $m$ denote the time taken in an object to find whether the results are compatible. Since the re-execution is performed in parallel in all the participating objects and because of our assumptions 2 and 3, the total re-execution time is given by equation 4.6.

$$rt = p + m$$

(4.6)

In condition 4.1, two results are compared to find whether they are equal. Since local and comparison operations are performed on primitive objects (real, integer, etc.), it is reasonable to assume that these operations are of equal complexity, and thus, the re-execution time ($rt$) is given by the equation 4.6'.

$$rt = 2 \cdot p$$

(4.6')

This also suggests that the time taken to find if two results are compatible should be comparable to that of re-execution time else it could result in an inefficient
implementation of our scheme. One of our future goals is to identify compatibilities that can be verified efficiently. If we assume that an invocation of an action $A$ on an object $o_i$ results in invocation of action $B$ on another object $o_j$ then, since in the re-execution phase $A$ and $B$ will be executed in parallel, the average re-execution time $rt < 2 \cdot pr$. Thus, the larger the depth of an invocation the smaller the re-execution time. This is illustrated in Figure 4.1. Before the response is returned to the transaction, re-execution and subsequently validation are performed. If the validation succeeds the response is returned to the transaction.

![Diagram](image)

- $l_i$: Local Steps
- $m_{ij}$: Invocation from $o_i$ to $o_j$
- $r_{ij}$: Response from $o_i$ to $o_j$
- Dotted line: Time taken to compare the results of local steps

**Figure 4.1.** Timing diagram of Execution and Re-execution for a Transaction with Three Participating Objects.
Except for a database of only primitive objects the depth \( l \) would be \( \geq 2 \). In object-oriented systems the depth is usually much greater. For a depth of 2, \( rl = p \). In most interactive and design environments the typical value of \( q \) is much greater than the typical value of \( p \), thus,

\[
cl > 2^l n^p
\]  

Thus the ratio of the execution time to re-execution time is at least \( 2n:1 \) (from 4.5'). To sum up, the analysis is that the re-execution time will only be a small fraction of the execution time.

**Analysis 2**

The purpose of this analysis is to find out the relative effects of the number of invocations and the nesting among actions on the execution and re-execution time ratio. The following simplifying assumptions are made to get a concise expression for the ratio so that such a comparison is possible.

1. Steps of an action/transaction are executed sequentially.

2. All the leaf nodes of transaction execution tree are at level \( l \).

3. Every node except the leaf level nodes contain \( n \) children.

Figure 4.2 represents the transaction execution tree of the assumed type with \( n = 2 \) and \( l = 1 \). Subscripted \( a \) represents an invocation.

Let \( c \) represent the time for a message to reach its destination and \( x \) represent the time taken by a local computation (execution of local steps). Let us also assume that each object performs some local computation before sending an invocation or response. Execution time \( elt_k \) of an action at level \( k \) can be represented by the following recursive equation.
\[ c_l = n \times c_{l-1} + 2 \times n \times c + (n + 1) \times x \]

Solution to this recursive equation is given by equation \(1.7^*\) if each leaf level node performs only one local computation.

\[ cl = n^{l-1}(x) + (2 \times \sum_{i=1}^{l-1} n^i) + ((n + 1) \times \sum_{j=1}^{l-1} n^j) \quad \text{1.7}^* \]

The first term in the expression describes the time taken to execute the local steps at the leaf level of the tree. The second term gives the total time spent on communication. The third term gives the time spent on the local steps in non-leaf levels except the root. Equation \(1.7^*\) can be modified to include the third term: time \(q\) at the top level between two invocations of transactions. The last term in
equation 4.7 gives the time spent on thinking:

$$et' = n^{l-1}(x) + \left(2 \times c \sum_{i=1}^{l-1} n^i \right) + \left( (n + 1) \times x \sum_{j=1}^{l-1} n^j \right) + (n - 1) \times q \quad 4.7$$

The execution time of of Figure 4.2 can be computed by setting $n = 2$ and $l = 4$ in equation 4.7.

$$et = 29 \times x + 28 \times c + q$$

The re-execution time is computed as follows:

$$rt = (n + 1) \times x + m \quad 4.8$$

Since each invocation in an object has $(n+1)$ local operations the first component of the re-execution is $(n+1) \times x$; and the second component $m$ is the average time taken to compare the results of the $(n+1)$ local computations. As previously discussed we can assume that $m$ is of the order of $(n+1) \times x$. Thus,

$$rt = 2 \times (n + 1) \times x \quad 4.9$$

For the transaction $t_4$, where $n = 2$, $rt = 6 \times x$. Let $ra$ represent the ratio of execution and re-execution time. For Figure 1.2:

$$ra = \frac{(29 \times x + 28 \times c + q)}{(6 \times x)} > 1.8 + 1.6 \left(\frac{c}{x}\right)$$

In general, for large value of $n$ and $l$

$$ra > \frac{(n^{l-1})}{(2 \times (n + 1))} >> 1$$

4.2.4. Modularity

In most concurrency control schemes the conflict information is stored in a table, a conflict table [Schw81] or a serial dependency relation [Herl87]. When new
operations are introduced these tables are updated. This means, the person introducing the new operations must have complete knowledge of the other operations of the object. In the dynamic validation scheme there is no need for such knowledge; for each new operation only compatible results for the operation need to be introduced. Only knowledge of the operation being introduced is required.

4.2.5. Complexity of Dynamic Validation

In dynamic validation each object re-executes the local steps and decides whether to commit or restart a transaction. Thus, complexity of the dynamic validation can be computed in terms of local steps of actions. If an object were to re-execute $n$ local steps and compare their results then the complexity of dynamic validation is $O(n)$ in local step. This is assuming the comparison of results or responses takes constant time.

4.3. Other Design Models from the Generic Model

The generic model of the designactivity presented in Chapter 3 is powerful enough to model all transactions or designactivity models described in Chapter 2 along with their correctness criteria. This is shown in four steps. In the first step, the list of constraints that give rise to serializable and recoverable schedules similar to [Schw84, Herl87, Herl87, Weih89] are presented. In the second step, serializability for interactive sequential transactions is presented. In the third step, the constraints that represent the nested transaction model with serializable schedules or application dependent correctness criteria [Bane85, Skar89] are discussed. Finally, some of the other possible designactivity models including [Lyne84, Gare83, Gare87] are described.
I. Serializability for Sequential Transactions:

Validation constraints:

1. A project activity should contain only one node (a transaction).
2. A transaction should contain only a sequence of actions.
3. A transaction $t_i$ should be allowed to commit only if no transaction $t_j$ with serially dependent action has committed in any of the common participating objects after $t_i$ has invoked an action on the object.

Unless stated otherwise the same set of validation and visibility constraints are associated with every designation. Condition 3 assumes the use of optimistic conflict serializable scheme with private copies. By replacing this constraint by the following, serializable schedules using static and dynamic two-phase locking schemes [Papa86] are obtained.

3'. A transaction $t_i$ should not be allowed to execute a conflicting action if another live transaction $t_j$ has already executed one of the conflicting actions in any of the common participating objects.

Serializability defined using equation 4.1 is weaker than the conflict serializability defined using equation 4.1 to 4.3. Unless or otherwise stated the term serializable refers to the one described by the definitions 3.11 and 3.13 using the equivalent of results described by compatible equation 4.1.

II. Interactive Sequential Transactions:

We can model the execution of interactive sequential transactions using equation 4.1. The use of equation 4.1 in condition 3 guarantees serializable schedules.

III. Nested Transactions:

If the following validation constraints and visibility constraints are applied
on our generic \textit{designactivity} model, a \textit{designactivity} model which is structurally similar to the nested transactions [Moss87] is obtained.

Validation Constraints:

1. A transaction contains only a sequence of actions.
2. A \textit{designactivity} commits only when all its children are committed.
3. A transaction commits only when equation 4.1 is true for all its local steps.
4. A \textit{designactivity} is aborted when its ancestor is aborted or if equation 4.1 is not true or due to some other reasons.

Visibility Constraints:

1. Private copies of a completed \textit{designactivity} must be validated against and installed in favor of the private copies at its parent.
2. Private copies available at an ancestor are available to its descendents.

The validation and visibility constraints listed above create serializable schedules using dynamic validation. By replacing equation 4.1 in the validation constraints by equation 4.1' data types semantics are captured and added concurrency is possible. Most of the time a design is treated as complete when it satisfies certain design rules, functional specification, and performance specification. By replacing equation 4.1 by these specifications a correctness criterion that is application dependent [Bane85, Skar89] can be obtained. As long as a \textit{designactivity} satisfies these requirements it is treated as complete. In this case the validation constraints associated with each transaction could be different. These constraints could even permit non-serializable schedules. With application dependent constraints and sequential
transactions, models like [Lyne84, Garc83, Garc87] can be specified.

IV. Other Models:

The above visibility constraints can be altered easily to allow global commits. This will represent models that permit sharing across projects. A transaction can state the conditions under which it is using an object from other projects. For instance, a transaction can state that it makes use of the current version of an object and is not interested in the updates to this object. Similarly a transaction can state if it is to be aborted or just notified when a shared object is updated. How such a notification can be obtained with dynamic updates is discussed in the next section. This notification is applicable to design environment as well as traditional interactive environment. In traditional environment the notification will result in the restart of the notified transaction.

4.4. Applicability of Dynamic Validation to Design Activity

The dynamic validation scheme can be extended to the entire designability by treating each designability object as a transaction object and applying the same procedure.

In our validation scheme designabilities are validated only when the designer thinks it is complete. If they are invalid they are not aborted, instead, the designers are allowed to make the appropriate changes and attempt the commit iteratively. Since the validation is done at the end of a designability other designabilities need not be delayed. Result of the completed activity is made available to any other designability after establishing a dependency between the completed activity and the activity that makes use of its results. This allows designabilities to commit independently of their ancestors and making
them available globally.

In the backward dynamic validation scheme a transaction is validated only at the time of its commit. If the validation is not successful the transaction is asked to abort/rollback. Instead, if a live transaction is informed of a potential conflict due to the commit of another transaction then the transaction can take appropriate actions immediately, instead of finding out at the end that it has to abort/rollback. We describe a scheme using dynamic validation that detects potential conflicts.

4.4.1. Dynamic Backward Validation with Forward Check

In this scheme an extra phase is added to the commit. In this new phase, called the forward checking phase, the steps of the live transactions are re-executed on the state $s'_{ij}$ obtained by re-executing the steps of the committing transaction. This is to say that each live transaction is validated against the state-to-be.

Transaction manager of $t_1$ sends commit-request message to all live participating object managers. The object manager of $o_i$ acquires a lock on the object on behalf of $t_1$. Only a transaction with this lock can perform its commit-phase check in the object. This lock is released when the object receives the commit or abort message from the TM of $t_1$. It is necessary to hold a lock briefly at the commit stage to enforce common commit order among transactions. This lock will be of shorter duration compared to DBVL because in this scheme there may not be a re-execution of the committing transaction. After acquiring this lock local steps of the other live transactions are re-executed. Details of this procedure is explained in the following paragraphs.

Let $t_1, t_2, \ldots, t_n$ be the set of transactions executing in object $o_i$ and let All
these transactions start with the same state $s_i$ of $o_i$. Let $s_{i1}, s_{i2}, \ldots, s_{in}$ be the execution copies of the transactions $t_1$ to $t_n$ respectively.

When a transaction $t_1$ wants to commit, it sends a request to $o_i$ and other participating objects. Since no other transaction has committed in object $o_i$ since $t_1$ started, $O_i$ sends ready-to-commit message to the TM of $t_1$ and starts the re-execution of the local steps of every transaction $t_k \ (2 \leq k \leq n)$ on a copy of $s_{i1}$ (state-to-be), $s_{ik}^\prime$. Unlike the re-execution described in the last Chapter, this re-execution executes the local steps of the other live transaction in an object. To differentiate, this re-execution will be called testing or forward checking. The copy $s_{ik}^\prime$ is called the testing copy of the transaction $t_k$.

After an interval of time, $O_i$ gets a message from the TM of $t_1$. If this message is an abort message, $s_{i1}$ and all testing copies are deleted. The transactions $t_2$ to $t_n$ continue their executions on their execution copies $s_{i2}$ to $s_{in}$ respectively, and $t_1$ is restarted.

If the message received from the TM of $t_1$ is a commit message then $s_{i1}$ becomes the current state of the $o_i$.

The testing execution of of a transaction $t_j \ (2 \leq j \leq n)$ could be in one of the following four stages when $O_i$ receives the message to commit.

1. The complete set of local steps from $t_j$ received by $O_i$ has been re-executed, and all these local steps are found to have the compatible results from $s_{ij}$ and $s_{ij}^\prime$. In this case the execution copy of $t_j$, $s_{ij}$, is discarded. Testing copy $s_{ij}^\prime$ is renamed as $s_{ij}$ and becomes the new execution copy. Any new step from $t_j$ to $O_i$ will be executed on this $s_{ij}$.

If the transaction $t_j$ wants to commit at this stage, $O_i$ can send ready-to-commit message without any delay because the local steps from $t_j$ on the current state of $o_i$ have already been performed.
2. Re-execution is terminated because the last local step has received incompatible result. In this case the transaction $t_j$ is asked to restart by $O_i$ and the private copies of $t_j$ are discarded.

3. Only a proper subset of the local steps received up to that point of time has been re-executed and all these local steps have the same result from $s_{ij}$ and $s'_{ij}$. In this case the testing is continued till one of the following conditions is true:

   a. A local step in testing receives incompatible result.
   b. No local step receives incompatible result.
   c. A transaction $t_k$ ($k \neq j$) commits in $a_i$.

If the testing stops due to condition (a) then the TM of $t_j$ is asked to restart again. If the testing stops due to condition (b) then the execution copy of the transaction is discarded and the testing copy is made the new execution copy. Subsequent steps from $t_j$ are executed on this new copy. It is also possible that $t_j$ is the next transaction in $a_i$ to start its commit, and when the testing of $t_j$ is finished, TM of $t_j$ is sent either a ready-to-commit message or a restart message. If it stops due to condition (c) then the testing copy is discarded and the execution continues with no changes. If $k = j$ then the re-execution of the $t_j$ is continued after acquiring the lock. From now on, it is similar to the commit of $t_1$ except that $t_j$ still has to find out if it can commit in $a_i$.

**Theorem 4.3:** If compatibility is a transitive relation then schedules allowed by DBVFC are correct.

**Proof:** When a testing is performed for a transaction, it is checked whether its results are compatible with those that are obtained during the previous testing or
the execution. Only under this condition D>VFC replaces the private copies of the transaction by its testing copies. Since the *compatibility* is a transitive relation, results obtained during the commit phase are guaranteed to be compatible with the original execution phase results. ☐

In this scheme there are at most two private copies per transaction in an object and there is no race condition. The first part of the previous statement can be proved using the conditions under which testing copies are created and discarded. The second part of the statement follows from the fact that irrespective of the forward checking phase a transaction re-executes all its local steps on the current state before committing. Due to the forward checking phase the time complexity and space requirements of this scheme are usually more than that of dynamic validation.

One of the major disadvantages of the checking phase is the re-execution of steps of live transactions. In *design activities* this is unlikely to be a major problem. It would be, however, beneficial to pinpoint any possibility of failure at an early stage. It should be noted that it is not necessary for an activity to abort even when the possibility of conflict exists.

The alternative to detection of possible conflicts using forward checking is to detect these possibilities using conflict tables. Conflict tables suffer from one major disadvantage: when a new operation is added to an object the conflict table has to be updated. These updates could be made only with a complete knowledge of other operations. In contrast, enhancing the compatible relation does not impose such restrictions.

The forward checking scheme not only restarts a transaction at an earlier stage, but also gives dynamically changing private copies [Maie86] to transactions. If the forward checking is successful for a live transaction then its private copies
are replaced with corresponding test copies without users' knowledge. The forward checking will reduce the number of transactions that are restarted. An alternative implementation of the scheme using timestamp and its correctness proof are discussed in [Goya88b].
Chapter 5

Conclusions

In this thesis we have attempted to address some of the drawbacks of traditional concurrency control schemes. Serializability as a correctness criterion has been implicit in these schemes. This correctness criterion is external to the application, domain or database behavior. Serializability is a major hindrance in the use of databases for long transactions. It leads to unavailability of data items for long periods or repeated aborts of long transactions [Papa86]. To eliminate the bottleneck created by the serializability we have proposed the use of application-, domain- or database-specific correctness criteria. These may be specified as a set of validation constraints. Validation constraints can be application dependent or independent. One way of specifying the constraints is by compatibility. This was demonstrated in Chapter 4.

We have demonstrated the use of our concurrency control scheme for design activities. These activities, usually, require sharing among designers. We have shown that sharing can be controlled by specifying a set of visibility constraints. Visibility constraints specify how objects are shared, copied etc. — including versions. The number of designs that fail validation can be reduced by notifying the design activities that are affected by a committing design. Visibility constraints can be implemented using triggers.

We have presented a generic model of design activity. Each node in the tree representation of the design activity represents either a design activity or a transaction. We do not specify any constraints on the order of the actions contained in a transaction. This fits well with the object model where actions invoked on the same object can be executed concurrently when the actions do not
share common participating objects. Validation and visibility constraints are associated with each node.

The proposed concurrency control scheme is based on dynamic validation. In a dynamic validation scheme, transactions progress using private copies of objects. Only at commit time they are validated against the current copy of the object base. Performing the validation at the end of the designactivities is preferable for the following reasons: 1) it improves concurrency; 2) reduces delays between designactivities; and 3) validation constraints need not be specified until the end of the designactivity. We have also shown that in design environment the re-execution for validation takes only a small fraction of the total design time. An unsuccessful validation does not lead to an abort as in conventional schemes. Instead, it allows the designer to commit after making the appropriate changes.

Though the dynamic validation scheme has been developed for design applications, it can also be used for other interactive applications, such as groupware systems [Ell89].

5.1. Implementation Issues

The proposed validation procedure requires that the commit or abnormal-event message be received from all the participating objects before deciding to commit or retry (after making changes). However, the designactivity object may not be aware of all the participating objects because of the object structure. This can be overcome in two ways:

1. Whenever an action of an object is executed on behalf of a design, the object identity is sent to the design and vice versa. The design object has the list of objects from which it must receive the commit or abnormal-event message.
2. Commit or abnormal event message is passed from the children to
parent and vice versa.

If no insertions and updates of objects have been made, then the execution
tree of a design will remain the same during the execution and commit phases.
However, with insertions and updates the commit phase is slightly complicated. If
we assume that the set of destination objects in a message is explicitly enumerated
then the insertion of objects will not affect the re-execution. Deletion can be
handled by retaining the OM of the deleted object till all the transactions that
used the object are completed. Instead of enumeration, the destination objects
can be specified using predicates. The effect of such specification on dynamic
validation scheme needs further investigation.

Private copies of an object are created and destroyed by the object itself. An
object creates a private copy only when it receives an invocation from another
object. In other schemes distinct private or semi-private databases are created and
managed by the global database manager.

We have used the decentralized control in dynamic validation scheme. There
is no centralized object (scheduler) that controls the concurrent execution of
transactions. Instead, participating objects and desquactivities communicate
among themselves to achieve the correct execution. The decentralized approach
enables us to exploit the parallel execution at the object level.

In design applications there is little difference between the object creator and
the user. In such an environment the users can be allowed to decide interactively
about the validation constraints. For instance, one can decided whether two
responses are compatible. This facility will allow designers to experiment with
on-the-fly ideas.
5.1.3. Node Architecture

A successful implementation of the dynamic validation scheme can benefit from parallel execution, since checking the conditions can be done concurrently in every participating object. These conditions can be evaluated faster by allocating each object on a distinct processor element (PE). In practice such an allocation may not be possible and more than one object may be allocated to the same PE.

The following configuration of PEs will suit the above requirements. The PE that contains the node-manager object (NMO) that handles messages from other PEs. When an NMO receives a message for an object it checks if the object is dormant, if so the NMO sends a request to the secondary memory object manager to fetch the object. After moving the object from secondary storage to one of the processor element object manager (PEOM), the status of the object is changed to non-dormant. If the processor element containing the PEOM is free it is allocated to the object and the object becomes active. Otherwise it is kept in wait state till the processor becomes free. Once the object becomes active it can process the message that has been received by the NOM on its behalf. More than one object can be allocated to each PE.

When an NMO receives a message for an object, if the object is not dormant the message is sent to the PEOM that contains the active or the waiting object. The above approach is similar to the approach used in operating systems to handle processes; but unlike processes, objects are persistent entities. Thus, an object can be in dormant state, wait state or active state. The conditions under which state transitions take place are also different. Thus, techniques developed for processes can be used with appropriate changes for states and state transitions.
5.2. Future Research

One of the limitations of the proposed scheme is the difficulty in specifying the constraints. In dynamic validation some of these constraints are specified using compatible functions. To define compatibility functions, designers should have a good understanding of the application. We also need to study schemes for effective verification of compatibility using an efficient implementation of the concurrency control scheme.

When a transaction is found invalid the designer may have to undo the effect of some of the invocations. Due to the use of private copies the problem of undoing is different from the one presented in [Gare87]. Schemes that will make this process simple and efficient need to be further studied. A formal framework to present the ideas about validation, visibility constraint, and notification is also worth pursuing.

Sheu [Sheu88] specifies an algorithm for partially ordering a set of \( n \) concurrent operations under given constraints in such way that

- no operation can undo the effect created by some other operations(s) and
- no operation(s) block the execution of other operation(s).

In general this algorithm may need the enumeration of all \( n! \) sequences of operations. However, for \textit{weakly positive} constraint a polynomial time algorithm is possible. Feasibility of such a pessimistic algorithm for scheduling concurrent desynchronization should be further investigated.
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