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ABSTRACT

Design and Implementation of an I/0 System
for Chinese Word Processing

Xin Cao

-

A study of Chinese word processing system with a capacity of
handling 4864 -Chinese characters is conducted. An implementation
of the system is carried out on both CYBER170/835 apd VAX11/780
computer systems. In the processing systém, five encoding
methods, based on a combinationv of three basic schemes of

phonics, radical and shape, are designed for individual

preferences. A conventional English keyboard is adopted, and

some modifications have been made in order to facilitate the

input of a mixed text of English and coded Chinese. The best.

performance among these encoding methods is expected to require
an average.of 3.54 key-punches/character with 1.4% conflict code

rate. A division hash function has been applied in order to

achieve a high rate in retrieving the character from the pattern

data base. The problems of hash collision and encoding collision
are resolved by using a ty@fat*mfensional chaining technique. An
. ‘\/ ) \ - ( .
efficient hash table size of 4337 has been obtained togethay with
a space utilization and a time complexity of 1.55 and 1.56,

respectively.

All output data can be edited in desired formats and sizes,
and can . be monitored over a CRT disp-la‘y. A file editing system
is also available to experienced users. Hard copies of the input
text can be reproduced in a high resolution of 50%*50 character

matrices. '
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CHAPTER ONE
INTRODUCTION

Chinese is a language with a long history in that it can
be traced back five thousand years, and its main linguistic
feature, iaeographé different in essence from the aiphabetic
writing, has not changed. Up to this very day, Chinese
remains as one of the few languages which ddes not benefit
fully from the ever-advancing technology of ‘electronic
data-processing and tele-communications. The «reason,
perhaps, 1is due to the fact that Chinese is writtéﬁ~in the
form of a set of so-called ideographic characters, which
amount almost to a hundred thousand, and perplexes most

pebple, even those who are experts in data-processing of

English which has only 26 letters in its repertoire.

Exploration for Chinese word processing (CWP) system has

been tackled by computer Specialists and computational

linguists since the 1960's. Great advances have been
brought about through their efforts. Generating,
displaying, storing and printing Chinese character are no
longer tﬁe crucial problems. It is time now to develop

data—proceséing systems for Chinese. This thesis proposes.

'to design just such a system.

—

Generally speaking, a CWP system consists .of several
functions, such as input, central processing, and output.

Each one will need some special treatments in design, In

—




input, the input encbding that maps a Ewo dimensional
ideographic Chinese character to a one dimensional symbolic
coded string, 1is the central problem to be settled. ‘And a
special attention has to be paid to the arrangment of
keyboard. A rapid retrieval of a coded character string to
locate its physical location 1n character data base, is the
fdcus in the central processing. And ihé high speed

-

displaying, printing and formatting constitute the main
<
considerations in output. It is these objectives that this

thesis attempts to explore.

Unlike English and other western languagés, which afe
purely phonetic languages bésed on symbqls,. Chinese 'is
comprised of characters in that each chargcter forms ore
-ideogram and has one phonetig syliabile. Accordxng to :he
characteristic of Chinese language, a lot_ of researchers
have put great efforts to translate the ideographic
characters .into symbolic coded strings. These efforts have
led to Aundreds of proposals of Chinese input encoding
methods. Nowadays, more than 30 of °them have peen put int»o
commercial uses [1). And these input encoding methods could
be classified into three major classes, that 1s, the radical

method, the phonetic method, and the mixed method of phonics

and radical.

The radical encoding method 1is wusually based on the
information of a character pattern. A Chinese character is

basically composed of strokes. A radical can have one or

\

v



several strokes, and it is the fundamental component in the
Chinese characters. In Xinhua dictionary (2], more than

three hundreds of them have been used to index the Chinese

1

r
characters. In radical encoding method, a character |is

decompcsed into radicals according to certain sequence, and
the selected radicals or their corresponding codes are then
entered into the processing system in order to retrieve the
correct character. Work pertaining to the radical encoding

J ’ 1
method can be found in Huang et al.{3}, Kiang et al.[4], and

[
1

so on.
In 1982, Huang et al.[3] introduced a three correr
encoding method. Acccrding to his analysis, a Chinese

character can be decomposed into a sequence of the pattern
corners. The corner sequence goes from the upper left
corner. o the lower right one in a "Z" routei According to
t he shapes’ in the three major corners, every character is
coded by digit codes from 1 to 99 instead of_ the bas;é
Syrbo.s (rad;cals)(\of Chinése characters. A character can
be input by using three pairs of codes '(six digits). The
iow conflict code rate of 3%, the ratic of the sum cof
charactersywith the same codes But\‘different character
patterns and the tota! number of characters in the data
base, shows that this merhecd ishvery vaiuaple. However, the
memorization of 99 symboi codes and the fam:liarization with
the sophisticated pattern decomposition rules constitu-e the

<

main disadvantages of this method.




L
1) Data- input is efficient. The average times of keyboard

punch for inputtiﬁg,a character is generally. less than

in other input schemes.
2) There will be no serious problem for people with

different dialecta.to use a Chinese character radical
- -

input system, and there is a possibility of inputting
unknown characters by people who do not even Kknow

Chinese.

3) There 1is a comparative uniqueness of the characters,

once the rules or codes are thoroughly applied.

’

~ e »

L

However . from our points of view, the Chinese character
radical method is somewhat difficult to  understand and

master. People need special training to master the encoding

system. Thé reason to say so is obvious:

l) There exist diversing ways of decomposing each -single
character 1into 1its '"basic" paéterns or radicals
(components).

2) It is;ﬁifficult for an ordiqary user to decide instantly
the decomposition, without mention the difficulty of
memorizing the code for each pattern or the patterns of

each code. e

B

These disadvantages are the main obstacle to popularize
* . L/‘ - x
the use of the radical i1nput method.

[N

Compared with the radical method, 'phoqetft input

encoding scheme is more natural and straight forward.

N

-,




People who are familiar - with certain phonetic spelling
system will have little difficulty in mastering the  use of

the dorrespondiqg phonetic input encoding method.

However there are still several severe problems which
" block the way for development of the phonetic input system.

They can be summarized as follows:

1) Problem of homonyms. There exist a large number of
homonyms 1in Ch}nesé‘ phonetic spelling systems.  The
number of homonyms for a specific pronunciation couid be
more than 100 (2]. For example, there are 81 different
Cninese tharfcters having the same pronﬁnciation "3J1" in
the 4864 .sampies of Chinese characters 1in Suen's
phonet:c spelling system {6].

2) Problems of dikferent Chinese phonetic spelling systems.
.There are several different phonetic spelling systems in
Qse nowadays, such as Suen, Wade, Wade-Giles, Gwoyeu
Romatzyh, Yale, Liu and Pinyin system. People who are
familiar with one phonetic spelling system may'feer
,quite uncomfortable to use another one. Therefore, a

¢ pﬂonetic input method wouid bé limited to those who know
that. specific phonetic spelling system.

"3) Problem of dialects. \In China, people in different

regions speak different dialects 'and they may not be

able to pronounce a character correctly‘ all the time.

Thus, they will come across the difficulty of coding a

character according to a «certain phonetic spelling



latter.

In recent years, studies have been *~ made by
Ooka et al.[9], Zzhang [10] and so on, to combine the two
schemes mentioned abové. in order to minimize the undesirable

ambiguity. ‘_ \\

In Ooka's methodz the input code of a character consists
of two parts. 6ne is the basic pronunciation of the
, character in Pinyin system, another part is a supplemental
/basic pronunciation of one of the radicalsfconstituting éhat
speéif{c‘ character. There are:several rules regarding to

the selection of a proper radical in order to rediuce the

.number of homonyms. .

-
i

In Zhang's scheme, a character is decomposed first into
a set of smaller elements which are still independent,

pronunciable characters, or a set of radicals with assigned

i

pronunciations according to the Pinyin system. . Then these

a

derived smaller elemen% used as input codes.

\ A\

The conflicting rate of the code in such ihput schemes
is relatively low. Nevertheless, because of difficulties in"~
learning and memorizing both the phonetic speliling system’
and the complex radical decomposition rules, this scheme,
-somewhat, seems difficult to master.

LY

1

In this thesis, specially in chapter three, our new

input encoding method in CWP system is discussedf}n detail.

1



Rather than a single input encQding method, five encoding
methods based pn the cogbinations of three basic schemes
(radical, phonetic spelling and shape) have béen desigred.
With this system, the users can operaté in any of the five

schemes according to their preference.

The other aspects, such as keyboard design,.central
procesS{ng unit, and the output are briefly discussed in
chapter two. The results of performance of our CWP system,
regarding- to input, central processing and output, are
presented and discussed quéntitatively in chapter four.
And, finally, in chapter five, a conclusion and some

suggestions for extension of the work done in this thesis

[

v -
i
"1

Y
are presented.
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homonyms, ‘it is extremly difficult to find a simple and easy
R L

memor i zable 'coding teéhnique. A compromise between easy
coding and less gollisibh has to be made prior to the design
oé such\a system. In the next section, an appropriate input
coding technique is .discussgh tbgether with the

corresponding collision handling method.

o
]
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2.2. INPUT CODING AND COLLISION BANDLING

~N

N

2.2.1. Collision Handling

As mentioned before, an efficient Chinese characﬁer
input coding method does not only require easy learning, but
also less chances of «collision. There exist a number of
methods to handle collision in Chinese character input
coding. For example, 1if only- the phonetic spelling of
Chinese character is used as an input code, a largeq number
of collisions will occur. To avoid or reduce the number of
collisions, there are several choices. One is to supply
some additional information, such as the use of an
additional radical code, supplemental pronunciation, and so
on. In such <case, the use of a:thional information will
increase the complexity of coding. Another way to handle
the collision iswgthe use of display method. However the
efficiency in input is reduced because of the additional
time needed to display the collision chéracters. In this
thesis, the aforementioned collis}on handling methods are

combined and used in order to achieve an optimal result of

less collision and ease in coding.

——

‘One of the input coding strategies used in this thesis,
is based\on Chinese character phonetic spelling. As is well
known, there are lots of Chinese characters which have the
same pronunciation but different structures and meanings.

sider the case in which some additional

SR N
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characteristics of Chinese 'character are added to their
phonetic spelliné to distinguish them. 1In this situation,
the confusion caused by homonyms can be reduced drastically.
One of the valuable characteristics is the tone. There are

five tones in the pronunciation of a Chinese character,
(‘

which are categérized 3s high tone, rising tone, low tone,‘
falltmg tone and 1light tone. For example, there are 8]
Chinese characters having the basic phonetic spelling M3t
out of the 4864 samples of Chinese characters in Suen's
— ~
phonetic system. After a high tone is added, the number of
homonymskfeft i1s only 25, which is one third of the original
amount. Another characteristic which can be used 1s based
on the structure of Chinese characters. In this way, one.

can take out some parts of the character, assign certain

codes to these parts, and use the codes of-these parts as

additional information to distinquish th homonyms. For
example, in the above mentioned 81 homonyms of "j1", 1f the
L 3

A . : :
code of " 3" is added to the basic pronetic spelling, there

will be only 4 homonyms left, which are "2t ", "Z,L", "z

-
nz¥ n

and "Fa ", and they account for oniy one twentieth of the
original ones. If the code corresponding to‘"é " 1s added
to the phonetic spelling "ji", a single character "&4)" will

be produced. That which part should be draw off and how to

code them will be discussed in greater detail later.

Another coding strategy used in this thesis is one based

¥

on the structural information of Chinese characters. In
4 (
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this case, the structural characteristics of Chinese
characters are classified and coded as the fundamental input
information, and the additional phonetic spelling is used to
avoxdﬂor reduce the numbgr of collisions.’ Since all Chinese
characters can be decomposed into a’ set of character
radicals (more precise definition will be given in chapter
3), 1t 1s realizable to use radicals t& ‘identify different
Chinese characéers. The problem is how to classify radicals
in such a way that a Chinese character can bg identi1fied
efficiently, because the defined radicals must not only be
eaéy‘to learn and memorize, but also they produce the least
" number of radical codes and with lowest collision 'in
identifying Chxnege characters. In this thesis, 202
radica.s are drawn from 4864 Chinese characters after
carefu. aralyses and statistical calculations, 34 codes are

used to index them. More detailed rules about the selection

- —
N

of these radicals from a given Chinese character are

discussed 1n chapter 3.

It could be seen in chapter 4 that, collision rate will

be 12.3% if only radical codes are used to identify Chinese

characters. A lower rate of cpllision can be expected if
- ‘
some additional pieces of information are added to. For

example, 1if phonetic spelling of characters is added to
the:r radical codes, a 2.4% collision rate 1s°‘ obtained,
which 1is only one sixth of that when only radical codes are

appiiled to identify Chinese characters.

&
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i .
2.2.2. Radical Input Coding Strategy

-

In this section, the radical coding strateqy will be
emphasized. The coding methods, such as phonetic code and

shape code will be discussed in chapter 3.

Because of the characteriétics of Chinese .character, the
radical is always regarded as aJmajor and'important piece of
information in the input code design. As a result, the
radical code ‘becomes a major factor 1n the attempt to gain

high 1nput speed, less chardcter collision and so on.

After a careful analysis we know that the most basic

[strokes of Chinese characters are v, -, [ e J 0 N+ o
LI

—+ |+ U+ 71,L [5S], which can constitute up to thousands

of Chinese characters. Let us call these basic strokes. In

view 0f the structure of Chinese charac:ers, the numbers of
stroxes ‘consti:utlng different characters are not the same,
and can vary from oné to more than 30. It 1s not economical
and efficient to- :nput those strokes as codes to 1identify
characters though less coilision would be expected by doing

SO. For that reason the selection of radicals and the:r

corresponding codes, determination of the number of radicals
\ B

to be used, and effect of coding sequence shouid be
discussed in detail for when considering of efficiéncy and
ease of wuse. It must bear in mind that we are looking for

such a coding strategy which should give considerations to
bt

both efficiency and ease at the same time.



kind of collision, " " is not selected as a radical. For
tée same reason, radicals "j:","}“'and '“3" have the same
first phoneme of "y". When the radical code of "Jﬁ" is
combined together with "y", the collision characters "’4@'3
"?&; " and "’;E]" will be produced. Therefore, "f*" and "3"
will not be defined as radicals. The selection of radicals
in these cases is rather arbitrary and heavily depends on

experiences.

In some situations, it is impossible to simply eliminate
the radicals from the dictionary and to use the first
phoreme of pronunciation as the only means to avoid
collision characters. In such cases, the idéograph‘code of
radicals should be adopted too. For example, the ra&icals,
"H " and "% " have the same “y" as the first phoneme. When
radircal codes for "a"are input together with. "y", the
collision characters of "ﬂ@ " and "?@“'waill be resulted.
Hence, in order to distinguish these characters, . the

ideograph code "a" of the radical “q " 1s adopted while the

first phoneme of "1"is used as 1ts radical code.

Some more examples are given as follows.

(1) English dot Radical Pronunciat:on Code
left-side dot v
right-side dot S dian d
tilting-up dot -
extended-tilting-up dot Y

(2) English horizontai Radical Pronunciation Code



A3)

(4)

v, (5)

(6)

(7)

21

plain horizontal —
slant horizontal -
slant rising —

plain rising

English vertical Radical
upright vertical ]
slant vertical \]
vertical-rising ’ |
vertical-hook . |
English left curved Radical
slant leftfalling /
vertical leftfalling « )
tilting-down dot ’
plain leftfalling e
English right curved Radical
slant rightfalling -
plain rightfall%ng ~
English turning . Radical”
horizontal-lefpfalling —
horizontal-turning-hook |
horizZontal-turning '51
English concave Rédicalh
vertical-horizontal-

vertical , J

vertical-roundbending-hook™ (_,

_ A
plain bending-hook - U

slant hook

-
ua
b
|
,

hen h
Ideograph Code
I b

Pronunciation Code:

[ 4

pie P
Pronunciation Code
na n
Pronunciation Code
rje . rj

Pronunciation Code

au au




AN
M

(8) English turning ~ Radical Pronunciation Code

’

horizontal-turning~turning-
Y [ R}
"

turning-hook ] lao 1
horizontal—turniﬁg-turning— -
leftfalling 7
(9) English \ Radical Ideoéraph Code
sun ‘ 2 Q | q
(10) English Radica} Ideograph Code
moon )% A a
(11) English B 7 Radical Pronunciation Code
ear B er er

It should be noticed that since several rédica}s may
have the ‘same code, the ﬁﬁmber of radical codes is
undoubtedly less than the number of radicals. A complete
list of .| radicals employed in our- system and their

corresponding codes is given in Table 1.

Py

2. thber of Radicals
‘.3

.
>

The number of radicals used to 1identify each Chinese
character is another important factor. Let ﬁc denote the
total number of radical cédes and nyg degbte the number of
keys used to 1identify each character. If each Chuinese
character 'is identified by one key, there will be n. choices
for a total of n¢ radical codes. If ng keys are used to
identify each character, we have at most,

2 n¢! / (ne-i)! (i=1,ng)
t

L
(Lg

(eSS
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— 4

List of Radicals and Their Corresponding Codes

Table 1.
Moodes | U Tacogaph Radicals
a A A.H®.,B.H
au au M,u o, U\
b ba vy e, L, Y)Y, L
bao e I
c ¢ r,a,c. .z,
' F. o, X
ch chi 7
dao A, A, 7,0
d die Ve, e Y, o
ds dsi ¥, Vv
e E E,3, 5,2, =
L R
er er g .0, HK
—_, 7
F F,3.4d :
£ fen
.4 .. 3.4 ¢
ge .
gen |, S|
K gong '>,5,% 4
guang J
hen — (=, - )
h hu }ir
; huo K
et
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Radical | Radical Pronunciation .
Codes or ldeograph Radicals
rje 7'7 . 0 /}J ’ 7
IjOU ,‘ﬁ"
rj - -ﬁ.
rju ni
r;ua Lo, A
shen ﬁ )
F_.F
sn2 +., + (F 1,8k
s
&, A
si “u, L, w, =, 6 o=
shul A< LK
T T
t
tu + (F) . = -
tsao o, M, ., o, It
ts tsun "j
u v #. . 8, 6w
< / ( . L s I ’ K
v Vv !
Y
wang i S
w
m i i i 4 k 2 R_
X AL %
: &H , IO
xi
b4 - a z ;
xiao A ey ¥
xin A L |‘\
&




choices, . . -

-

For example, for a total number of radical codes ng=26,
if two keys are used to identify Chinese characters, there
will be 676 choices; if four keys are ﬁsed, there will be
375,076 choices; and 1if six keys are used, there will be

174,034,276 choices; and so on. BN

From the above discussion, it can be concluded that on
the one hand, in order to reduce collision cQaracters in a
largeégbt of Chinese characters, the keys used to identify
each character has to be large enough for a certain number
of radical codes. On the other hand, to get a high input

\speed, we have to limit the number of keys used to input

each character. Once again, a compromise should be made.

On analysis, we can see that most Chinese characters are

differently shaped in terms of structure. The difference

may show in one of the structural parts on the left or

right, top or bottom, inside or outside, etc.

For example,
"?%’" and "ﬂﬁ?" are different on the left side;
"PE " and "F5 " are different on the right side;
" é " and " 3 " are different on tﬁe top part;
"i§ " and "H." are different on the bottom part;
"'é]" and "lj]" are different on the inside;

"19] " and "18] " are different on the outside.
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This suggests that it is unnecessary to use all the
radicals of a character to 1identify 1it. Instead, few
radicals selected from the whole radical sets of a character
are enough to tell itself apart from the other charact;rs.
A éimulation'has been performed on the character set of size
4864 by varying the length of codes and evaluating the total
number of collision characters for different approaches in
encoding. From thi;~ experiment, we have obtained the
knowledge that, a maximum of 2 radicals in phonetic spelling
based method and a maximum of 4 radicals 1in character
structure based method will best suit the comprémxse

purpose. More details on the rules used to select such

radicals will be discussed in chapter 3.

3. Radical Extraction and Radical Sequence

Y

In the previous section, we have already discussed’ the
construction of radicals from given characters, and Table 1
shows the complete 1list of radicals designed in this way.
In this section, a counterpart problem‘ will Dbe rgvxowed
shortly. It is "how to extract radicals listkd in Table 1
from a given character". Unfortunately, as shé below,
there are many ways to extract radicals from a given

character.
M

- J
For example, the radicals of the character "4= " can be
extracted as ( / , |, =, —)r 0ot ( /J, 1, =), 0t ( {.,2)

and so on. However, the various choices imply that certain
WAL



reduced.

-*

*

In chapter 3, more detailed discussions and examples on

>

this subject . will be given in order to enable .readers to

understand better this important process.

~

radical

~

As far as the sequence of: a character is

concerned in this chapter, we only mention that it mainly
depends on the Chinese writing stroke-order. More specific

description can be found in chapter 3 as well.

r &



In our input system, as known from the last section,

five input methods are related to three fundamental schemes,

2 -

that 1is, radcial code, phonetic code and shape code. As
defined in Table 1, 34 radical codes are formed from the
letteri of the English alphabet. In Suen's Phonetic System
(6], most\ phonetic symbols are also Engliéh letters except
letter "u:". And as given 1n Table 2, the shape codes are
ASCII codes as we{l. These facts make it possible for us to
use an available English keyboard directly. However, due to

the very high average number of keystrokes 1n such a design,

the 1nput eff:ciency 1s relatively low.

J

Consider:ng- the characteristic of Tradical codes,
phone:iclsymbols and shape codes, it is more efficient to
des:gn a keyboard according to the consorants, vowe.s and
diphthongs in Suen's Phopre:zic. System and to use some
adc:itional radigal codes wh?cn are not, phcnetic symbols. In
this way, 39 phonet:c symbols and four {adlcal codes ¢, q,
v, and z, should be aréanged on a keypoardé. Therefore, a
total of 43 keys need to be cons:dered in addition to other’,
alphanumerical numbers and special symbols which aireacy

exist on the ordinary English keyboard.

F1g.3 shows a proposed keyboard design based on the
above consideration. As shown in Fi1g.3, 26 capital Engl:ish
letters are kept as it 1s on the lswer shift of the
keyboard. The remaining phonetic symbo.s and radical codes

are rearranged on the upper shift of the keyboard.
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Table 2. Shape Classifications of Chinese Characters
and\ Their Corresponding Shape Codes.
Character Shape
C.lass Shape Code Character Samples
1 ] ] "
513 T
A
2 1 2
3 3 ) Pz,
3 211 ‘
3 3 ~ .i-!
' a
a -
12 ®
=
12
S 1 /3 . b
2.3 ' * .
2/3
5 A
1/3
/b 2.
7 R A AR B

-
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(Table 2 continue)
Charact Sha : '
Class Sh:peer Codge Character Samples
8 % =
£ % 5 4
— re
9 ? 2x, - o AL
1 ‘ G
0 N R U
]
11 / o A
12 g B
13 " L
\
14 ] G’J ) F:)
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(Table 2 continue) ?
Cha
Class S}r}:;:er Sha: ipe Character Samples
15 - -
| B, g 8 R A
16 -
2, DS L
i
17 *
i ’ El"’- ’ @-‘ 4 Iy
|
18 Crossed ]' o _ .
Rachcalsi _ﬂ.,@gik,&
|
19 Non-
crossed ton L,
Radicald 7E ’ AL
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2.4. METHOD OF ACCESSING THEE DATA BASE

After we have discussed the encoding technique 1in ®our.
CWP system, the next step 1is to retrieve the Chinese

character from a prepared Chinese character data base.

Naturally speaking, thg~Chinese character data base ié
very large. A commercial Chinese character’data base.may
contain 5000 - 15000 Chinese characters. In our
experimental one, the 5000 most frequently used characters-
are used. Even so, an efficient access algorithm is crucial
to achieve a high throughput in CWP system. Besides, an
index is absolutely required to access such a large data

Fo>

base.

There are a lot of algorithms dealing with techniques to
search an index. Some of them are based on compérison, such
as, Binary Searching, Fibonacci Searching, Sequential, etc.
The best performance we may expect from these algorithms, is
about 1 for .space wutilization (defined as [space:used] /
[space required]), Log(n) for time complexity (n is the
volu@e of the index, and the time complexity is the average
time for seapching an item in the . index). For number of
characters n=1000, the time .complexity -is Log(n)=10.0.
While for n=5060, the average time for searching an item in

the index is _ equal to Log(n)=12.3. It is obvious that,

these algorithms are inadequate for our consideration.




2.5. CHARACTER DATA BASE AND DICTIONARY
2.5.1. Character Data Base

The Chinese character fonts are implemented on two
different computer systems, CYBER170 CRM and VAX1l RMS.
After pre-scan, a Chinese character 1is digitized into a

50*50 binary matrix. The character matrices are then stored

in the computer system as a character pattern data base.

On CYBER170 CRM, 4864 Chinese character mafrices are
stored in a random-access file, using GRANPAK software which
is a random-access I/0. The file accessed" by GRANPAK is
composed of a fixed CDC logical record length whose size is
pre-specified by users. Fig.4 shows the 1logical structure
of the random-access file. The file 1is made up of the
so-called pages. And each page consists of a "Page No." and
a "Buffer". While the "Page No." is the page number of the
random-access file used to identify each character, the
"Buffer" is a data structure whose contents are 50*50 binary
values used to store characters. The "Page No." is also
equivalent to the character identification number (ID) which

-—

will be discussed in a later section.

~ On VAX1l RMS , relative file organization and direct
record access method are applied for character data base
design. The data contents for each character in the file

are also represented by 50 by 50 binary values.
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Pattern Data Basec
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Radical Codes
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Radical & Shape Codes
or
Phonetic & ‘Radical Codes

\ or

_ Radical & Phonetic Codes
N\ or

\ |Radical, Phonetic &
Shape Codes

~&
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with the hash method. The temporéry dictionary is also
called a hash table. It keeps the same information as the
conversion dictionary does besides a multiplicity count, but
[« N

its data structure is completely different as shown. in

Fig.6.

To set up a hash table, character codes in the
conversion dictionary are read first. By using the proper
hash function (division function), a ‘character code is
mapped into a bucket in the hash table. In certain cases,
it happens that more than one code with different code
numbers or~with the same code ndmber but different serial
numbers are mapped into one bucket. This kind of situation
is called collision.. And the former 1is caused by hash
function while the later by encoding. A two-dimensional
chaining technique is applied to handle such complex problem
as shown in Fig.6. The éhaining sequence in the first case
depends on the reading sequence from the conversion
dictionary, while the latter depends on the character

frequency.

The way to retrieve a chardcter inéut from the keyboard
is wvery similar to that in set-up of the hash table. The
input code is mapped into a corresponding bucket by hash
Eunction. A comparison of character codes will be carried
out along the main chain. As long as the desired character
code -is found in the main chain, the comparison will stop.
Otherwise, the comparison process will continue or go to the

N
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Bucket - QT\&~\\
1 |nil )
‘ » I @ N
: QI XPS XP Main-Chain
3 : 1 2 -
| ] g}l
s c AT TR
134 563 783 “—4214] “—1380 506
C T Sup-
| 126 535 826 4059 = |36 483] .Chain .
1]
- /4 nill. ni : nil
j PQRID " ’
1 Y
| nil Character Identification
n il Code Number
1 Multiplicity Frequency
Count
nl . °
nilj: glnkz Linkl Link

Figure 6 a

(b))

Main-Chain Node Structure.
€. Sub-Chain Node Structure.

. Structure of Tempqrary Hash Dictionary.
b.
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end of chain. When the end of the chain is reached and the .

displaﬁed

saying that this is an invalid code. In case the desired

desired cdéde is not found, information will be

main, .

character code has been found in the chain, the

124

existence

the value of character multiplicity is greater than one, or

=3 / °
if there i3 a , character enp6aing_ collision, a display
: ° ! - ‘
technique is used to overcom& this difficulty. A list of
collision

characters wi%l ~be displayed on the screen, one
rd

can then choose the requi?Fd character by spec:fying, the

corresponding character,

order of the or by :nputting a

'specified code to indicate that none of them is the proper

one,. '

of character collision need to be determined. If




2.6. EDITING SYSTEM |
2.6.1. Edit |

In our CWP system, two types of editing system have been
designed. One is the screen edit and the other file edit.

In the screen editing system, the user communicates with the

computer directly. The system . 1s working fulﬁy
interactively. The screen 1is divided into three partsg:
working space, monitor area, and collision display area.

m

1g.7 shcws the arrangement of the screen dispiay.. The top
paéc (working space) is limited to 15 columns by B rows of
Chinese chafacters. Under the user's controi, the required
Chinese characters will be printed out in this part of the
screen. The bottom part (monitor area) is the code :nput
area, The ;nforma:ion for code matched, rejected or
collis:ion wiil be' shown in this area. The middle part .s
the piace for display of coilis:on characters. Wherever a
Character collision 1s found dur:ing the code input, al.
collision characters will be displayed. After the order of

cci.ision character 1s spec:fied by the user, collision

characters will be erased immecdiately.

For the f:le editing system, the users communicate with‘
the computer- only auring code :nput or the occurrence of
character collisions. There are two separated fout;nes in
“this system, wnich are code check and character display.

The process is not the same as :n the screen editing system
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where only one routine ig used for both checking code and
displaying character. - When the code checking routine is
running, two files, input code and code address, are
produced. The display routine will retrievé the Chinese
characters from the character data base according to the
code address file, and will display characters on the screen
(maximum size is 20 by 20 charactérs).. If any error occurs
in the outputy the user can modify the code address file
directly or indirectly through the modificatign of the code

file. : :

(o

Both editing systems have their own advantages and
disadvantages. The screen editing system is more
convenient, but it has a relatively low input speed because
of its fully interactive characteristic; the file editing
system is faster in editing but it is  more dlffiéu}t to
modify the code if an error occurs in the input file.

Both editing systems have been implemented on
CYBER170/835 and QAXLL/?BO. The display termigal used is a
Tektronix 4027 anéd a hard copy can be obtained from
Tektronix 4631 hard copy unit for CYBER170/835 and from

Versatec for VAX.11/780.
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2.6.2. Character Generator and Editin§ Format

”

Our CWP system is capéble.of processing 4864 different
Chinese characters and 128 ASCII codes. Each of them
consists of a 50*50 binary matrix and is séored in the data
base. Any one of them can be reproduced by different
resolutions and different geometric sizes. Some éxamples
for different resolutions are given in Fig.8. The required
resolutions or' sizes can be specified prior to the code

input. A
. Following is a list of special formats in editing.

1. Specifying character size: 1 by 1 scale 1is used to
incorporate 50 lines wvertically on screen and 50 dots
horizontally for each character. The actual size of
character will depend on the resolution of the display
equipment used. The scales can be specified before any
code inputs. Rectandhlar character pattern can be
produced by specifying différent scales in  the
horizontall and vertical directions. Scales could be
less than 1, so that the character will be shrunk, or
greater than 1, so that the character will be enlarged.

2. To display Chinese characters: enter the input code
directly agcording to the chosen input encoding method.

3. To display English letters: type sign "+" for displaying

upper-case English letters and sign “-" for displaying

!
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b 428 R
RiTiye.

i XY

X L&Ay

(b))



lower-case letter.

For example:

to input upper-case letter "A": type "+a"; -
to input lower-case letter "z": type "-z".

To display special symbols: just type the *symbol and

followed with a blank.

Edit format for specifying new page, paragraph, new

line, a blank and erasing: type sign "$" first and

followed with "n", "p", "1", "b", and "e", respectively.

Exit% type 0. = . ’
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3.1. DEFINITIONS

Radical

A Chinese character is usually composed\ of one or
more strokes. A radiéal consists of a group of strokes,
which may or may not be pronunciable, and may or may not
be isolated from other parts of a character. (The word
"isolated" means that there is no stroke connecting one
group of sFrokes and the other parts of a character. A

radical is usually defined as a common set of strokes in

characters. Sometimes, a character itself may be a

radical.

An isolated radical is the radical which can be
isolated and extracted from other parts of a character.
A non-isolated radical can not be isnlated and taken out

from the other parts of a character.

Largest Radical

The largest radical is the one which has the largest:

number of strokes'in a specific character. Though being
LN ) ¢
a radical i;self,”ﬁthe largest radical can be compcsed

from smaller radicals.

»

Smallest Element

&7
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The- smallest element is a group of strokes which 1is
pronunéiableﬁ and can be isolated from other parts of a

character. A character cannot be seen as a smallest

/
/

’

+ element. A smallest element itself may be composed from
. one or more radicals.

Divisible Character

! '

S
|
|

l . . . - -
A divisible character is a character consisting of

'+ several smallest elements and (or) isolated radicals.
sIndivisible Character

A character consists . of one radical or several

nonisolated radicals. There is no smallest element in

it.

Main Component (MC)

' 0
In divisible

characfe:s, the main component is the
smallest element or radical(s), whose position, either
the leftmost or topmost part of a character, depends on
the structure of the character. In indivisible

characters, the character itself is the main component.
Subordinate Component (SC) ’

Once the main component of a character has been
taken out, all remaining parts form the subordinate

component of a character.

#




-

Divisible Component

—-——

A divisible componeht consists of one or more

1
~ isolated radicals.
‘Indivisible Component

An indivisible component consists; of at least two

\

A}

nonisoiated radicals.
Radical Code (RC)

A radical <code is the representation of a radical.
b

‘It is usually composed of the first phoneme of the

—

pronunciation of a radical or the idéograph code of a

i ¢ 7 2
radical.

Shape Code Y{ShC)

A shape code is a symbol which represents the

composition of a Chinese character.

Phonetic Code (PC)
<. ’ |
Qhe first phoneme of pronunciation of a Chinese
character is defined as its phonetic code.

N
I «
Fig.9 shows the relationships among these definitions.
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“3.2.  INPUT CODE DESIGN

"It has been recognized for a long time that, the
criteria for a Chinese input encoding system ar€é: a) how
easy'an input encoding is, and b) how small the chance of
collision 1s. And there exists a conflict bétween these twoa
criteria. Since the -easier an encoding @s, the more
collisions will occur. * Incorporated w:th  this
characteristic, five input encoding methods are discussed 1in
tnis section. Among them, the Radical method ;n sethod
3.2.1 is the most fundamental one 1n our des:ign. - Tke others
are :ﬁe proper combinations of the Radical mé:hod with shape .
code, and/or with phonetic code. As the comp.exity in
enfodﬁng increases, the ‘collisidn ;in inpu; decreases. A
fﬁrther discussion on ghe performance of these encoding

methods wiil be given in the next'chapte:.

A ]

N
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- r

)

.2.1. Radical Code Method -

In the Radical ~Method, 1input keys are radicai codes

(RC). There are 202 radicals in this method and they have

beer - extracted from 4864 most common Chinese charaters. 34

'keys are used as the radical code to index the 202 radicals

‘(refer to Tabie ). A Chinese character can then be

.

3

a. Different™ad:ca.s.

b. The number of radicals. t \

e

« €. The order of radica! sequence.
/

. The'max:mum number of radical,codes in this method of

inputzing each :nd:vidua. Chinese character is 4.

. 2

-

In the res: of this secticn, the rules for characser and

-~

component decomposition, and for 1input code constructicn are
d.:scussed :n seguence. A Chinese character .s encoded as

follows.. First, ::.:is d:vided into two parts called the

3
N .

main component and the subordinate component. The

components are then decomposed further into a sequence of

radicals. - Then, some 3{ the radicals are properly chosen

*

and converted into its corresponding codes as input
information. -

_ 4 ; ‘ , —
RULES POR INPUT CONSTRUCTION
{. Characzer Decomposition (

. ¢, .
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(6)

(6)

SI210RICYD DSIUTYD ITQISTAI(] JO] M IdNIYS O] ombT4

W

v

(v

.

(€)

J

(L)

~

(v




Accoqdind to above sequence, in dekermining the main
component of a charécter, one needs first to determine
whether there exists ‘a smallest elément in the leftmost part
or topmost. If yes, this smallest element is the main
component. Otherwise, find whether there exists a lafges;,
radical in the leftmost par: or topmost. If yes, the main
component 1s this largest radical. 1If both cases (1) and
{2) do not apply, then one has to use two or more isolated
rédicals as the main component. ' Once the main eomponent of
~a character has been 'determlned, the Femaining part or

strokes form the subordinate component of the character.

For exampie, Co- ,

"EEv: MC 1s ¥., SC is KE , case (1) g
C jﬁ:‘--; MC 1s. = , SC 1s E’L; case (1) )
"jz“: MC 1s = , SC1s £ , case (2)

PUOC: MC s 3, SC s , case (2)

X
AL": MC 1s , SC 1is %{ , case (3)
/4

A
": MC is #£¥4 , SC 1s , case (3)

B. Indivis:ible Characters

An indivisible character is itself a main component.

For examples, ) '
 NUFI VI PR i
Ke: Mcois oK .
Beiwcis B
A ]

": MC is
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\
}
: 2
" 4/;% "+ MC is " 4’6&“, radicals are " 4 w, o

avwk

and
uf\u:‘

| sC is " ", radical is " K ",

o

7S
o fﬂ\": MC is "# ", radicals are " § " and " g "

SC is " /4", radical is " , g,

Note that above exampies .apply to the divisible

component only.

For an indivis%ble component, the decomposition rule
stiil applies. But, special care should be taken when there
exists a common stroké such that with this stroke, the
previously found radical is the largest one; and with this
stroke, the next largest possible radical also can be.
concluded from the remaining part.of the component. In this
situat.on, we let this common stroke belong to the next

radica. in order %o avoid collision.

.

For example

’Vi% ”,klts MC :s " Z.", radicals are "> " and " "
|

its SC 15 " ", radicals are "¥ " and " 4 .

11} } " N H . " " . " —-— " " 1"

A , 1ts MC is , radicals are and - A

its SC is " ", radical is " 4 ",

" fﬁ ", its MC is "

’

", radicals are " ZL" and "
K

and

! f% ", its MC :1s " ", radicals are and

-

", radicals are " = " and "

its SC is "

", radicals are and

]

k.
%
X
A
its SC is " ﬂz", radicals are "
;
K

H* . g 3

“ . ", its MC :s "
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This is an example for an indivisible character.

1

If a character itself is a radical according to Table 1,
then it -should be decomposed further into radicals except
itself if such a radical exists.

For example:

TR ", its MC is " K ", radicals are " J ", "7 " and

S
“ A) ", its MC is " A ", radicals are " J " and " / .

* £ ", ite MC is " E, radicals are " — " and " L.v,

3. Constructing Radical Sequence

) ;

Having had in mind the above decomposition ;uies for
charactef and component, wé are no@ ready to construct a
sequence of radicals decomposed from a given character.

{a). The radical decomposing sequence is conducted from
left to right: . - :
For example:
"I - (£, 7, 1) .
"EN T - e A
(b). The sequence is conducted from top to bottom:

For example:

?*ﬁ' "e- 4+, g, X, a)

[=}

"‘ﬁ-‘" i O R Z_‘l ;r -—‘Id()
“4% " "-.( J ;11 B — j’)
-~ " fj *o—- (» ¥, }_' e S 7))

(c). The sequence is conducted from outside to inside:
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"@'_"“(@")
(£). Interruption of stroke-order within a radical:

For example:

"_-(KIU)

<4

" ""(K\rﬂl")
" --(/I/\lj\ll\)

A3

"——(‘H-IQIE)) ‘

( “/

Qo o 3¢ S R
|

" - {x , /\IAIGIU)

(g). The first and common stroke of two radicals will

’

belong to the former radical:

For example:
"3%'\:’"“(/,3’,\,:\)

4. Input Code Construction

As stated in the beginning of this section, at most 4
radicals will _ be used in ' input coding after the
decomp#€ition and the construction sequence. Thé remaining
part oé this section will show how to extract the input‘

radicals from the radicals sequence constructed as given

before.

Case 1l: The main component has only one radical, then téﬁ
input radicals are selected as .follows:
Input Information = FRMC (+ FRSC (+ SRSC (+ LRSC)))

Where FRMC: First Radical of Main Component ;

FRSC: First Radical of Subordinate Component ;




SRSC: Second Radical of Subordinate Component;

am—

LRSC: Last Radical of Subordinate Component .

\

And the brackets used are for the special cases in which

a character may consist of only the main component, or both

main and subordinate compgnents, while the subordinate
D.'

component consists of one, or two, and or more radicals.

For example:: )
[ 4

"a,\", its MC is " 9 ", radical is " a9 ";,
its 8C is " /\", radical is " s\ ",
input information = ( a , /\)

" }1% ", its MC is " ﬁ ", radical is "}1 "

. C .
its SC 1s " g ", radicals are " " and " Q "

\

input information = ( }3, ¢, 8)

" "’7;\‘ ", its MC'is " 9 ", radical is " o ";
, . > . X
its SC is " L ", radicals are "= ", " ,\" and
e . t
~ " & u; , l
input information = ( g, -~ , v, X )

Q
v BE v, ies MC s v A v, radical is " 4 ;
its SC 1is "‘ﬁ?) ", radicals are "<¢", "L M, L,
n/u’ "G“ and "j\‘_':

input .anformation = ( 4, <, <, X )
: e

-

Case 2: The mpain component consists of two or more radicals
and the character 1tseif 1is the’main component. This 1s the
case for indivisible characters.

*  Input Information = FRMC + SRMC (+ TRMC (+ LRMC))

Where FRMC: First Radical of Main Component;
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- its SC is "4‘", radicals are " X" and " ’f’ ",
input information = ( - , K., X, ff— )
"%} ": its MC is "*", radicals are "/ ", " ¥ " and

wKes

its SC is " 3 ", radicals are : s, /T apd
N,
input information = ( / , K+ 2407

,"'j;% ": its MC is "‘9:9", radicals are "— ", "¢2" and

IO_.‘: ll; .

its SC is "ﬂé *, radicals are "w", g, ofw

",

and "+v

input informa*ion = ( — , 5, @i @ )
J

. . '
Note: To avoid heavy collision in the input code the "
] .

is considered only in the constructing sequence of following
characters, { . ﬁ\, ‘)K, F(_\', X, E_\,, %. E\J, ;ﬁ\:’
‘(; , but neglected otherwise.
For example:
"’3{"', its radicals are ( £, =, &)
"fﬂ“, its radicals are ( ¥, =, []. % )
" 37\ “, its radicals are ( — , $ooov)

" 'ﬁ ", its radicals are ( -

o
-
-+
rd

{
ot




\ e 3 e
. character. Classes (7) and (8) mean that a‘character

can be divided into three or more 1solated parts from.

" left to right (or from top to bottom). .

() Clilass (.7) is applied to s%bh divisible characters which

+
§

PO

¥ . are not 1inciuded :n ciasses (1) o (16),
; . ; .
) Vo ™~ ] .
R . 2 . ! ’ . . ." . .
' {g) Both "ciasses (18) and ,({19) app.y - to indivisibile,
rharacters. Howewer, class (18) is speciaily devoted - to’
C such indivisiple characters where some of 1ts radicals.
t. s . ' .
- o cr08s5 each ctner. And class (19) 1s applied to those
, . )
indwvisible characters where the radicais do not cross
.
‘ each other.
\ . <
o For  example 1n class (.8), =he radicals of " A " -are
A\ ) :
n ’ L)
T " and "L, wnere " 7T crosses tne other rad:ca.
' R fFcr  the character "JF ", rad:cal " & " crosses
LN 'a . - ., . i f,
" A-". In class (19), fcr exanple, the radicals of "
are "/, " Fo» and - Q ". They do:nat cross each other.
‘ ?qf?@;e cnaracter " E1.", radical " — " does not <cross ‘with
, N v . ’ .
.« rfad.ca. " L., .
| &
. . .
os - .
+
n
S N
> Ay
L 4 ’ :
.- - . ‘
» :

ot
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3.2.3. Phonetic Spelling and Radical Code Method

R i

«

In this-method, the information for inputting a Chinese

character consists of phonetic spelling and radical code.

The 1rput codes used in this method have the following

format, 2 . N
. , o N co
Input 'Information = PS + RC ,
0 . . . . l/

‘Where . .

PS : Suen's 'phonetic spelling symbols. The maximum

1 4

' number of letters of PS :s 4, )

RC : Radica. codes ex:racted from character. The

* . :maximum number of letters of RC is 2.

-

~

PS. 15 the phonetic spelling of a Chinese character.

Depencding on the pronetic system used, a Chinese character
may have differen: 'phonetic spe.lings but the same

prorunc:ation. For example, take character "?ﬂ)", its

phonetic speiling 1n Suen's system 1s “"chirn", wnile in

4
“

. » . ' " ) 14
Pinyin system 15 ‘qin". In our input encoding sys:em,
y . ]

Suen's phonetic system i5 adopted. In tnis phonetic system,

: L}
the Dbasic phonemes are representeé by 23 English letters

(i.e. the alphabet w:th the exception of “g",’ "v" and vy,
. ” '

. ,
and a German letter um-laut "u:". There are 22 consonants ‘

- -~

or doubie consonants, ‘2 semi-vowels, 8 vowe.s or vowel types ~ . .

and S5 diphthongs (listed ih Taole 3). For bhe‘vocabuﬁary ‘.

used, a total of 402 different basic pronunciations (rdefer -
' f .
/. .

to Table 1) appear :in =h:s systen. . .

,
) ‘ . \ L. 3
' ' K
¢ - .
Ed * *
& . * n, o




Table 4., Li
lba
2bo
Jba
4ba
Sbau
6ban
7bun.
8bang.
9bung
10by
11 bi eh
.12 b ac’

-13bien
l4ban
15 bing
l6 bu
17 pa
18 po
19par
20pe
21 p au
22 pou
2 pan
24 pun
S pang
-f pung
27 p1
28 p i1@h
29 pi au
J0pren
Alpin
2pi1ng

’ NApu
Mnma
IS mo
36 m uh
37 mai
8 mei
39 mau

" 40 mou
4l man
42 mun
43mang
44 mung
45 mi
46 m i eh

t

47 miap

of Phonemig Strings in Suen's Phonetic System

LA A R AR A A A A B A L A g o B o = = T e Tl e T o Tl o T e R o Y o B o M o MY o WY o WY WY« N o N Y« WY o R N R N L L - - - I ]

s

[ A S

cow

po |

830

ggcggﬁCC.CiggOhCVPk
FEEE

28 AR°7

o

(CPVEF)-V(Z.HI
.‘3”‘

(o]

i!&&'gg:{g

2oee 227

131

133
134
135

137
138
139

141

¥ o
v a
van

?

HHMHHHHHHFPPNMHVMMD::SSﬂ:’:’3-33:’:’:’33:’:’::’_:3?ﬁﬁﬂﬂ”"

oong

8 REO7°

]

((cwv‘vkg»b—-wc.c-
5.0 8.:10
2 3

-

pEgorcc

-

w

WP‘C.D-EE
88 °

.-»ro-révv-
\;5; ES'.

142
143
4
us
146
147
148

" 149

150
151
152
15]

154

155
156

159
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(Table 4 continue) ,

. 189 h a e x 2 ng ,
o 190 h uh 45 x u: 300
191 has 246 x u: eh 301

192 h a1 Ul xu: en 302

‘ 193 h au 248 x u: n. 303
194 h ou 249 x u: ocong 304

195 han - 250 i 305

196 hun 251 ria 306

197 hang 252. r3uh 307

‘- 198 hung 253 ryai 308

, 199 hu 254 rjau 309

200 hwa 55 nou ! 310

20l hwo 25 na n 31l

202 hwa BT un 312

200 hwer 258 na ng 313

04 hwan 259 r3u ng 314

. 205 H oon 260 rju 318

< , 206 hwang 26l w a 316
o 207 h oong 62 nw o 317
208 7 1 26) Nw ax 318

209 3 12 64 w er 319

. 20 1 &4 265 ryw an 320
211 j 1, au 266 roon 321

. 212 11 67w a ng 322

213 3 1en 268 rjoong « 323

214 31 n 269 roa 324

’ 215 3 1ang 20 roa ! ' 328

v 216 31 ng 271 rouh 326

217 3 u: . 272 roax 327

218 3 u:eh 273 roau 328

219 3 uten 274 roou 329

260 3 uwin 275 roa n 330

221 3 u:ocong 2% rou n 331

222 cha 277 roa ng 332

223 chu a 278'rou ng Xk

224 chu eh 279 rou 334

225 cha au 280 row o a3s

, 226 cha u 28] row ex 336

. 227 cha en 282 row a n 33

228 cha n 283 roocon 338

229 chi ang 284 row a ng 339

230 chi ng 285 340

231 chu: 286 shi 341

232 chu: sh 287 sha 342

o : 233 chu: e n 288 shyh 343

234 chu: n 289 shas 344

235 chu: ocong 290 shei 345

236 x i 291 shau 346

237 x i a 292 shou 347

. 238 x i eh 29 sha n 338
- 239 x i au % shu n 349
240 x iu 295 sha ng 350

‘ 24l x ien 2% shu ng 1351
" - 242 x i n 297 shu . 352
M43 xiang 298 shw a as53

299 shw © 354

-
.

£CCceoe® ]
y §§;a° ggsscors

SEBEODI‘I.IUUOI.'.I.

I~

aDCD
8:!3

E§g§
KR
Brﬁo-c.;‘;gggzggoop

"

ceccceecmee
§="?x 87>

s

" e
L




79

) (shei)
Consonant +Vowel+Diphthong - E* 4 x+u+eh
({ xueh)
Consonant +Vowe 1 +Vowel ' A7 j+i+a
' (jia)
Consonant +Semi-vowel+Vowel \5%J t+w+o
: (two)
Consonant +Semi-vowel+Vowel+ >8, k+w+a+ng
. Nasal-consonant v (kwang)gg
Copsonant +Semi-vowel+Diphthong ?9 gtwtel
/" ’ = (gwei)
b). Starting with Semi-vowel:
’”ISyllabic Structure o Smaple Phonetic
’V/ Semi-vowel + Vowel — y+i
’ (yi)
Semi-vowel + Diphthong 4ﬁi y+au
' (yau)
Semi-vowel+Vowel+Nasal-consonant | 4&2 y+e+n
R ' .(yen)
Semi-vowel+Vowel+Vowel ﬁﬂ& ' Y+u+eh
Nasal-consonant (yueh)
c). Starting with vowel or diphthong: .
Syllabic Structure Smaple Phonetic
Vowel o DE a
! . (a)
| )
" Vowel+Nasal-consonant L % a+n
’ (an)
Diphthong . i
. ZE; (ai)
2. RADICAL CODE CONSTRUCTION )

~

a). A maximum number of two radicals are extracted from the

- sequence of radicals vwf a character (see section 3.2.1).
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The corresponding radical codes and the corresponding Y

phonétic spelling are used to input a Chinese character.

b). The two radicals are s0 chosen such that the first
radical at leftmost (or topmost) and the last rad;cal at
rightmost (or bottommost) of a character. The principle in
the determination of radicals,\ is the same as given iﬁ
section 3-.2.1.

MFor example:

.

“ﬁ%>“: the first radical  is "/ " and last radical is
the corresponding codes are "p".,and "ts".
";9\": the ‘first radical is "X" and last radical is
A
"/Q\";
the corresponding codes are "m" and "x".

the first radical 1s ";]“ and last rad:cal is

»
- =
B,

ng o,
the corresponéing éodes are "k" and “o".

"« ": the first radical is "/ " and last gadical is
"L

the corresponding codes are "p" and "au".



-

In using Suen's phonetic system, 31 different phonetic
codes. have been extracted from the first phoneme of 402

o

different basic pronunciations. These phonetic codes can be
“,

classified 1nto four groups, i.e. those starting with (a)

)
%,

consonant, (b) semi-vowel, (c) vowel, and (d) diphthong.

For example: ¢

a). Starting with (I:onsonant;
“ <", 1its radicals are "~/ " and "L,
.radical codes are "p" and "au";
its phonetic spelling is "chi", phonetic code is
"ch";
SO, input keys = pau + ch.

b). Starting with semi-vowel:

.
H i

— ", 'its radicals is "~", radical codes :s "h";
i

its phonet.c spelling :s "yi", pnonetic ccde is

H " 4

y":
SO, 1input keys = n =+ vy,
c). Starting with vowel.:

" ", its radicals are "v~", and "%",
¢ its radical codes are "b", and "n";
its phonetic spelling is "an", phonetic coée is
uau; ) ‘
so, input keys = bn + a.
d). Starting with diphthong:
. “.QE_",‘ its radicals are " ", "j ", "_¥_" and"" 1",

radical codes are "f", "rc", "t" and "t":

. its phonetic spelling is "ai", pnone:zic ccde is

i
i



so, input keys

.
-
-
-
, 4
*y
]
*
N
. .
» -
. g .
-
.
‘ ' .
»
- ' B

frctt + ai,

.-
.
)
.
\
.
.
.
-
»
'
.
'
.
. ‘.
. -
s ‘
- LT
.t v
‘.
¢ (3

'
.
]
‘
~ 0
”
T~
* -
r
M
B
t
A
.
”
oy
v
v
.
.
]

.




4

. code is "x";

,

jté shape code

[4

g0, input keys =

.
.o P .
. ! 9
n
[ .
' B
. w -
- 3
. \
f N .
.
. . ¥ ot @
. .
.
.
.
.
- v
-~
’
B :
v %
- B
"
. .
. .
. )
. .
+ LS
.
‘
. . : .
.
. .
.

.

i

S

.

o,

mgx + x + :.

~a

. ©
)
]
.
.
u
.,
"
.
.
.
.7
’
.
.H(
.
.
r
.
-
-
.
i
.
.
14

'
)
o
»
.
:
,
.
. .
.
.
©
.. -
. f
. f
~
‘.
, -
v -
.
. .
.
?
4 .
.
: [
3
.
.
° . !
..
.
-
*
»
' ‘
* ~
. .
[
- «
. b
* * <+
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| ' . 3;3. SUMMARY OF THE4INPUT ENCODING METHODS

>

. . \
A brief summary of the input encoding methods desighed
. v

a
is given.as follows.

¢ ¢

L. Radical’Code Method!

a. Maxmum i1nput-keys are 4§.. \ -
+ . [¢] w
b. 34 keys are used to-index the 202 radicals.

- - Y

+ c. The- users need to be famil:ar with the rad:cals and

.
3

the decomposition rules. -

- o

, AN
2. Radical and Shape Code Mecthod s

*

a. Maximum input keys are 5. :

b. 34 keys are.used ts i1ndex 202 rad:dals and.addit:ional

A

19 shape tcdes are usecd.

c. The wusers need to be famii:ar wi:th the radicais and

\ 0 tne decompos:tion rules; need tc consider the

+ ;

structure of characters.

3. .Phcnetic Spelling and Radical Code Method . .
. a. Maximum irnput keys are 5. -+ -,

O. 34 keys are used to index 202 radicals.

¥

¢. Ther users need to be familiar with Suen's phoretic

system; need to be familiar with the radicals.

. -

. ' t -

4. Radical and Phone::c Code Me=nod '

. a. Maximum input keys are 5. . : fg
D. 34 keys are u?ed to 1ndex ZQOEradidals and additiognal
' ) K v | N .

; !

: i
!
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e . - Y . )

'phonetic codes are used. -

c. The wusers need to be familiar with the radicals and

~ -

~—the decomposition rules; need to be familiar with

! ]

<

Suen's phonetic system.

5. Radical, Phonetic and Shapé Code Method .
' \ . .o~ .
a. Maximum input keys are 6.

”

~

b. 34 keys are used to fndex 202 radicals and additional

~

: shage and p%oneﬁic code ére used.
c. The users need to be familiar with the radicals and
thé decomposition rules; need to be familiar with
Suen's phonetic system; and need to consider the

structure gf Chinese characters.

¢+

]

MY
LY )
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CHAPTER FOUR

i ~

-

PERFORMANCE EVALUATION .AND SIMULATICN

: p .
In this chapter, the performangcer of the Chinese word
; . a Lot e -
processing system is evaluated quantitatively from several

aspects, such as,>thé tnput- éncoding methods (sedtion 4.1),
M R . \ / * ’
the keyboard function(sectiorn 4.2j, and the, acces§ of data

base (section 4.3f. A systematic'simulaticn is performed in

section 4.4 és well in order to demonstrate the performance
\

=

of our CWP system.



. ‘ 89

4.1. EVALUATION OF INPUT ENCODING METHODS

- To any Chirese word processing system, the Chinese input
» " .

method 1is an indispensable part. In other words, all

A

' systems must possess their own input encoding methods 'to
< ;

process Chinese information.

S /
~

Five encoding methods have been Implemented in our’

syétem.. They {re Radiééi.Code method, Phonetic Spelling and
Radical Code method, Radical and Phonetic Code methéd,
Radical and Shape Code method, and dical, Phonetic afd
Shape Code method. They can be chffsen by users at their own
convenience. However, different methods will cértainly
affect both the deéigd qf the Chinese terhinals and the

A

- arrangement of the internal code, and result ‘in different

A}

input speeds™and efficiencies.

The main advantages and disadvantages of these five

S

encoding methods have already been discussed in the previous

chapters. In tie following, a quantitatjve comparison will
S N . . )

o

be made for the aspects of
1). Number of symbols in input methods,
2). Number of codes used to key in a character, .

3). And conflict code rate.

1. Number of symbols in input me t hods ) > ] &4
a T -7
+ : R ’ .
It has"heen discussed that the-five input methods are,

to some extent, combinations of three .basic ericoding

“

"
3

(4]

0




. ' ¢ Rt i
schemes: radical, shape and. phonetic spelling. Among  these

three ' schemes, except radical scheme,wthere is' a one-to-one

correspondence betweén the codes and shapes and between -the

\e . :
cbdes and pronuhczatlons. From the users point of v1ew,

A

howeVBr, they still need to ‘memorize correct‘ codés. It

could be seen that, for radical schéme, each code ‘generally

does not just represent a s1nglé radlcal ' For .instance,

radicals “B f,'ﬂH" "g", and "B " have the .same code "a

. And the radical code "ch" represents several radicals, such

- RP] ' : . .
as, "¢", "¢", *X ", and ";R". ~ ' . -

"In vpﬁactice, the user not only has to learn_ every code/,

but also to remember the many symbols .on' each code. The .

N .

Lerger is -the number -of codes, the'greaterlis ‘the effort

required to memorize them. And as the number of radicals

©

increases on each code, it will give the .uses additional

burdens. We would like to estimate these efforts and
* i’ «

burdens qdantitétivelya

L4

Snppose we have two codes A and B, and we need to

¢

. ’ . " » A
represent a symbol (radical, shape, prdnunciation) 1. There

¢

code B. If we assign two sﬁmbols_l and 2 to the codes A and

B,  then .there are 22 ways of doing:'it. In general, let nc'

'

denote the number of codes and. ng the number of symbols, if

we - have n, .codes to ‘represent ng symbols, the total-
5 v, . "

_variation is nc"s. From such large variation, there is only

&

one correct way, and the effort to memorize the correct one_

.

are then two ways to represent 'l, eithet on code A or on’

@

»




'z

~ v
L3

cdn be measured by
E = lognc"® = nglogane S '(4.1)

begquse if there are two (21), four (22L, or eight (23)
possibilities, one needs to choose once, twice,.or three

times respectively.

" For a particular encoding method the total efforts made

could be estimated as the summation 0of efforts of the

-~ ~

individual corresponding schemes, i.e.,

\

Ex = 3 CEj ‘ - . (4.2)
L' . ~

»

Fqor example, in Radical, Phonetic and Shape Code method, the
total effort is equal to the summation of efforts of radical
scheﬁer phonetic scheme, and shape scheme. Table 5 1lists
the results’. for those five methods. From Table 5, we note
that the effort made to memorize the correct code ianadical '

'écheme is 'so large compared with that of Phonetic and Shabe

" schemes, that the total efforts for each kind of the

! ]

‘ encoding methoqs“are ali in the same magnitude. Following “~
gives. the 1list of thé five. encoding méthods in  the,
- iqcreaéing order of their total efforts.
. - Radical Code method, @
- Radical and Shépe ééde method,
| Radical and Phonetic Code method, N :. .
ﬁhonetic and Radical Code method, |

Radical, Phonetic and ,Shape Code method.

L
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This sequence does not, take into the cbnsiderat@éd of

initial familiarity of codes. For example, p onetic

_the above order might be different if this factor dis

included in calculating the efforts involved. ?

’

Ordinarily the code designer would prefer fo represent

0

symbols of similar kinds by the- same code t facilitate '

mehory. Our analysis does not take tRis/ into account.

"Hence our value E¢ probably overestimatés the actual

difficulties in learning each of the methods.
z , Y- ' . ) ,..)‘ .

2. Number of codes to key in a ‘character Y

speed. , The. fewer the number of codes is used, the faster

LN

the input is. TQere are two épects related to this
subject, the  maximum code length and the ‘average code

length. They are defined as follows: . “

-— oy

) Maximum-code length -- he .maximum nuﬁbé& of Codes per
\ character. “ '

averqge'code length : total number of codés'for all

characters in data base / total

number of chdracters  in'data

base. . : o




.~

(1) Collisién frequency -- for each particular character,

94
Table 6 gives a summary of those five encoding methods
based on the above two criteria.. It could be seen that the
maximum code iengfh for these five encoding mé@hods,‘varies '
‘from 4 to 6, and Ehe average code length for them is within

-

fhe range of 3.54 to 5.54. The Radical Code method has the

*fshortest maximum- and avérage code lengths which are 4 and

3.54 respectively, while Radical, Phonetic and Shape -Code,

method has’ the longest maximum and average code Igngths,”

’

which afe 6 and” 5.54 respectidely.

* »

3. Conflict code rate

~

Before we progeed to this. subject, some Eerm;noloéies

ﬂneed‘to be defineé first. o

*

‘the number of cha?acﬁegs which have the, same code bué
,differenf shapes. ‘ " . .

(2) Collision number -= the total number of characters whicﬁ-
'have the same bolliéipﬁ frequency.

(3) Conflict code rate -- sum of ‘characters ﬁaving,value Aof

collision frequency greater'than one / total number of

characters in the‘data base. 2

« 2 ‘ ~-

-

To éxplain these deﬁiﬂitiéqs, let ys 1look at the
i ) - ' M ’
following examples.

5 »
v .

Assume a charac:er set, \ ‘ .

(ag, @1, .22, a3, a4, as, ags a7z, aé(: ag) . O
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-has the corresponding codes
! . .
(POI' €1, €1, €2, €3, C1, C2, C4v C3, C5)
i.e.lél, az, ‘and as have the same code, aj andha5 have the

‘sameicode, and so on. Then by the defiﬁ;tiong we may say
that, characters aj;, as and ag hav; the collision frequency
of 3, characters a3 and ag, and a4 anhd ag both have the
collision frequency of 2, and characte£s ag, a7 and ajg have
the collision freqﬁepcy of 1. ~"f‘he collision number is 3 fSr
chargctfrs having a~collision frequency of-3, the collision

number is 4 for characters having a collision ffequency of

2, and the collision number is 3. for bharacters‘having a,

!

collision frequency of 1. Finally; the conflict code rate

is equal to (3+4)/10 = 0.7.

v ' .

It is obvious kha; the higher the value in collision
number is, the more chances in the occurrence of collision
there are. And as stated in chapter 2, whenever a collision
occurs in input, a display of collision characters |is
necessary "in order to allow the operator to pick up the
gight one from them. This implies that a smalleér value of
collision frequency will give rise a‘ shorter time in
diép}ayinéithose collision characters. When the wvalue of
coilisionlfrequgncy equals to 1, there wi;l be‘66 coflision.

Hence, it‘is not necessary to display the characters at all.

[

Table |7 shows . hg stafistical results of the above

criteria For .the different encodlng methods. It can be seen

k]

that the ﬁadlcal, Phonetic and Shape Code method has very
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few collisipns and its 'values of colliéioh,frequency are
less than 2. Hence, it has g‘ioy conflict code rate of only
1.4%. The Radical ' Code method and Phonetic Spelling and
Radical Code method have.mOte severe. collision problems -in
encoding, and their' maximum valuegrof collision frgqqenc}
are 4 and 3, respectively. Therefore, higher copflict code
rates are expected from them, 12.3% and 9.5%, respectibely.
.It can also be seen from the. Table 7 that, though the
Radical’ and Shépé Code method has a larger value of
colli§10n~freqdency (=4) than that of Phonetic and Radical
Code method L;3), its conflict code.rate is almost half of
the latter. And Table 7 also shows _that /yhe Radical ;gd

3

Phonetic Code method has the second least value of conflict

’

code rate (2.4%), and its maximum value of collision

- 2 - 1]
frequency -is 3.

By contrasting Table 6 with Table 7,‘it is’ interesting
to note.that a-method having loweribonflict code rate will
have ,a higher' 'value. in maximum andpaverage codes. This
could be undergtood as a fact that price must be paid if we
wagt EP reduce the conflict code rate. |

Overall speaking, . we can conclude that the Radical and.
,éhpnetic Code methqd and Radical and Sﬁape Code method are
the best aﬁéng these five encoding methods . They have ;hé
lower values of. both collisioﬁ frequency and ”collisidn
number, there{oqe a lower ;alue of Eonflict'code rate,

excluding Radical, Phonetic and Shape Code method. Theif

v
o S CnaPAAMIEY o wmnarmi S E s PR
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It

<

L /

maximum and average code lengths are within an acceptable..

range. At the same time, efforts made to memorize their .
§

coding methods -are less than the others, excluding Radical

'Code method. . "

4

This conclusion‘can be best explained in Table 8 An
which - the normalizéd scores from 0 to 1 (the best to the
worst), are assigned to evaluate performances .of the five
encoding methods according té the criteria-listed in the

Tables 5 to 7. The normalized scores are defined -as

r

follows:

.

(Pnormal)ij = Pij/(Pilmax

th

where Pj4 is the value of the i performance index (one, of

?

the performance criteria) for jth encoding method (one of

the encoding methods) and (Pj)max is the maximum value for

ith criteria. The total score is just the summation of all

the normalized scores for one encoding metheod, i.e.,

A(Pj)total = 2_ (Pnormallij
. ¢ " - o
A method having lower total scores can be considered as the

one having better performances. It can be seen that RPC
method and RSC method have better performance in terms of

their lower total scores of 2.784 and 3.021 respectively.

-

o e . w

-5
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4.2. KEYBOARD FUNCTION EVALUATION

!
As mentioned’ in Chapter two, a standard English keyboard
:;L adopted in our keyboard design. To incorporate the
characteristics of our encoding methods, some modifications
have beén made on the sténdard English kéyboard as shown in
Fig.3% In tHis section, based on a simple mathematic model

' . )
developed by Lo S.Y.[16], a quantitative measurement has

been made on the so designed keypoard for the different
encoding methods # The ipalysis here . is concentrated on the

following objectives:

¥
l1). Learning stage. o v .
. 4 .
2). Typing stage. - ~
3). Typing speed. T,
. ’. : ) 4 ]
1. Learning stage. _ ! .

. - —_
Two aspects which are concernea\ in Lo's model about

learning "stage. One 1is the difficulty faced by the
.o \ / )

beginner; the other is' the difficulty- faced by/ the .

experienced- typist. " Let L; and 'L represent the

difficulties faced by the beginner and experienced typist

+

respectivé;y, ng the number of keys used on the keyboard, -

then the d%fficulfies faced by the beginner can be evaluated
as follows, ‘ a

Ly = logyng (4.3)
and difficulﬁies faced by the experienced typist is

‘4

-
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Ly = logz(nk!) ) _ (4.4)

¢

a .
These two models could be interpreted as follows.

For a beginner, to learn typing means to learn to decide
which key to type every time. If one has to ‘chdose a
correct key from two keys,'he needs to make only one choice,
If one chooses the correct key from four keys, ‘it is
necessary to make -2 choices. from eight keys to get the
corréct one, one has’to make 3. chqices. In_general from’nk,

one needs to make . h-

Ly = logzng . , . »

choices. Thé kef%oard based on radiga} and phonetic code
encoding method, céntains 43 keys, with Li = 5.43.. FO( the
standard English keyboard, which has'26 keys., for the Latin
alphabeti the difficulty to learn is Lj = 4.7. All our

L

other input methods an be calculated in such a.fashion.

Their values aré listed 1n the Tables 9 and 10. .

For someone who wants fo become an experienced typist he
must learn all' key positions by heért. To assign one symbol
on onglkey, there is only one wéy. To assign two ‘symbols
using two keys, Epere are 2! ways.” To assign three symbols
using three keys or in general ng symbols ‘'using. ng keys
there are 3! and nk! ways respectively. To obtain all ng
symbols correctly from ng keys by a random procedure, the
chance of getting it gight is only 1/rg!s Hence, the

difficdlty of learning to master. the whole keyboard can be

[ §
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P

measured by -- ‘ ‘

*

L2 = loga(ng!) = :

“u We {Have listed the values of Ly féﬁ_the different encoding

methods in Table 10. For a 43 key keyboard based on radical ‘K\

~

- ~and phonetic -code, 'L2 = 175.34 while for a 36 key Efiglish

; keyboard, Ly = 89.9. :Hence, the mental effort 3requi£ed to

N ' 'memorize thenilaggg {gybo;rd is needed twice ﬁore fhan that
forf;n\EngLish-kéYboérd.

® ~ Y q-«
' . .

L

2.. The typing stage

) ", During our encoding, the brain.must perform a detailed
analysid on  ~ the Chinese character after.the image of the
b ~ . Fy F . .

_ u‘prfqped;wétd-;s received in order to match the subcomponent

' C pr' phoneme with the symbols on the keys. Differentl?, for
. - N T

) English,epcoa;ng, the printed alphabet matches'exactly with

L4

symbols on thé keys. = . ‘ ) » e #

- ~ +~ " -The stages of the different gncodfﬁg schemes. from
s ;'\. -\ geceiving a Cbinese character to type in its code into .

- 4 A «
s % .. computer can be clearly illustrated as follows"

-

Pl Coe ’_
cooa " Phonetic scheme: .
o e T : . ' i . .,
Chinese character -- sound -- phonetic ¢ode -- typing
. s - N . "
N ' : ) B T 1 : »”
. - Radical scheme: -
? - Al A (v -
) - o -
. e . ° r o - o . L}
, Chinese character £- radical «~- sound -- radical code --
° ‘ sa ‘o, ; : . R . . . ' 4 . .
- ’ tYPlng ‘ - \
’ ) e b ! \ + 2 , . F
‘ LRy » 4\ . by v *
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Shape scheme:

Chinese character -- shape -- shape code -- typing

—_— > . . S
.- £ £
. .

which c&ﬁ be compared wiﬁh the typing stages for English,

Eﬁglish_lettef -- typing

.

»
- -

. . Every stage requires some brain’s dynamic activities.
' For' example, for the “phonetic scheme, to recognize the

. characters one has

- . logsny . 7 (4.5)
choices where ny, is the total number of Chinese characters.
+For sounds we have-

logzng . (4.6)
) . o . i
where 'ng is the number of different séunds in Chinese. And

for each sound there are ky ambiquities. To analyze these

homonyms we have!

~ : . v
' . logoky o C L (4.7
chslces. Finall§ for the typing we have . - -
» ) ‘ A . ’ ' ' /r/
1plogznpk ‘ ‘ S

/
RO G
where npk and lp are the number of keys and the average
S y
- length of phonetic codes respectively in each phonetic coded

——e—
~

s

Chinese character. X s

-

¢ /-

) 0 ' / v
Therefore typing in Chinese characters.in the phonetic

- /
scheme requires the total effort of Ppawhiéh is the sum of

"all these calculations:




’

/ ) \ /
./// fQ? ’ “
<

Pp = loganytlogang+logaky +lplog£npk (4.8)

-~

Along the same reasoning} the total effort Py to type in

Chinese characters in the radical scheme is

Pr = log2nw+logznr+logéns +logangc+lplogonpk (4.9)
where ny, Ny, Ng, Nrcgy lé'ana nrk are the number of .Chinese
characteré, the numpér of radicals, the number of sodnds.
the number of radfc%f/codes, the average length of radical
code§'per radical ¢6ded Chinese character, and the number of

. / -
keys used in Radical method, respectively. .

Similarly,/the " total effort Pg to, type in Chinese

(3 / .
characters in the shape- scheme is,

/
Pg =/1§gznw+logzns+logznsc +lglogongk (4.10)
wﬁere /h;; ﬁs, nsc,._fs and ngg are tﬁe.number of Chinese
charagkers, the number of shapes, the number of shdpe codes,
the//average length of shape codes per shape coded Chinese
chéracter, and the number of keys used in Shape method,
éespectively. o . 'f.*
~ While typjng texts in English which has only 26 lgtters
in the'alphabet, seérching éhrough the file ana _making a
,correct , match need at " Wbst 4.8 .times (24‘P>26) of
comparison. For an English word‘whiph has an ave;age~1ength

of approximately five letters, then 'the total effottﬂpan be

evaluated-as
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PE = 5*log226 = 24 ' (4.11)
The numerical indications obtained by applying the above

equations for each of the encoding methods -are summarized in

-

Table 10.

While there might be some other ‘rules and inherent

- regulations in the scheme, which are not included in the

above estimate. We believe the estimate has nevertheless
¢ . ‘ .
included the most important features of these schemes. The

additional rules ‘and regulations would only make the P value
. 5 .
greater.

3. Speed of typing
Normally one expects that the typing speed V |is

inversely proportional tq@ the number of codes'pe: character

kg:

- ’

V= 1/kg "~ . (4.12)
.There are oéher factors, such as, the size of the‘keyboardf
the typing speed for ordinary people, ﬁrained people and
professional, the labor .intensity, and so on, thbh a;so

~

affect. the typing speed.

hn, If only the number of codes per character kg and thé

—

«» number of keys 'ny are considered in our measurement, then V

is a function of two variables, i.e.,

-~
V= V(kg/ng) . S . 7(4.13)

As we know that, the typing“ speed will " decrease as the

r

-

X
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.numbeg of keys in:Zeases. We can conclude that

vV = 1/(kgng) b C o (4.14)

»

Table 10 summarizes the values of eq.(4.14) for the

keyboards of the different input encoding methods. We have

also compared the  values with those of English. In )
f N Py
decreasing order of difficulties they are:
"Radical, Phonetic .and Shape Code method, ’ .
Radical and Shape Code method,
. Phonetic Spelling and Radical Code nmethod, - |
Radical and Phonetic Code method,
Radical Code method. '
\ > ’
. L ]
’ P ¥
F.y

5 -

Y
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4.3. PERFORMANCE OF THE ACCESS METHOD

-

As mentioned in Chapt?r two, a hash table has been built
up. in order to shorten the data /éﬁcess time, where a
division hash function was used aqg/g chaining scheme was
applieqt to overcome difficulties arisen in hashing
collisgon. ‘The hash indexing ﬁethod’ used may be briefly

/
restated as follows:
4 » |
Let xj be one kind of codes (radical, or phonetic, or

shape), then, for a particular encoding method, a character

code may have the following form

yc = x1x2x3.-.Xn
where -n is the number of codes per character, for difgerent
characters the value of n may be different, and for the same

character but different methods the value of n may be varied

‘also. xj could have one of the forms from "A" to "2" in’

phonetic and radical schemes or one of the forms. from'the

7 .

ASCII-special characters as in shape scheme. . °.

When such alphabet based code is received by the

J4

computer, .it is transformed into a numerical based code as

follows, '

Yn = O(x1) ® O(x3) ® *°* & O(xp)
Where O(xj) {s the numerical’valdé of the order of character
Xir, most cbmputer languages have this function defined. @ is
an . operation definéd ’as (a ® b)=ab. For example,

-

(13 ® 51)=1351.
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. g .

.' P
ot .

Thus the obtained numq@i based code can then be

_applied to the division hash function; such that

¥Y*n = Hal(yn)

where Hq is the division hash function defined as
'Hg(x) = x MOD m -
Here MOD means modulus operation, i.e. the right hand side

of the equation gives the remainder from integer division of

1

x by m. And the value of Hg(x) is in the range

—

0<Hg(x)sm-1

[y

The hasf\ ta[le is composed of m buckets which c_orresbond

to the maximum value of Hg(x). Each bucket consists "of

‘several records, and one of them is the absolute address of

Chinese characters in the character/pattern data base.

°© -

For a given Chinese character, when an .encoding method
4

T

is chbsen, its Hyg(x) value could be determined as above.

The absolute address of'its character pattern could be found

'in the bucket Hg. In most «cases, there ‘are geveral

different characters with the same Hg value. This is calléd

hash collision. A chaining scheme is applied to solve such.
a problem. I‘t just simply chains them in the order they.
appear. When a chara"ct:ar is hashed to- such a bucket, the i

code has to be compared one by one till the right character

' has been found or the chain‘has been exhaus‘ted, that is,‘ the

input code could not be found in the chain, and hence it

will be rejected, subsequently. - '
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There is another kind of collision called encoding

collision, which has been discussed in Chapt'er 2. We will

‘not-cjiscuss it in this section because it does hot affect

the pervformance of the hash function.

Let us go. back to the hash collision. It is not
difficult to unders%anq'that the more collisions are on one

bucket, the loﬁger the chaining is, and a longer. time will

be ased in the comparison . procéss. As is well known. from

any -standard data st:r‘uct'ure' text, the number of . hash

collisions in a division function could be reduced or even

e\.liminated by a proper selection of the value of the prime

number m. ) ' " .
It is easily understood .that if m is equal to the

max imum valgé of yn, there will be no hash collision at all.

However, the space occ'upied by a hash table: will have an

unreésonable size with most.of them unused. The objective

©in our design is to f£ind the best. value m so that it  will

confine ' both time complexity and - space utilization close to
1. The time complexity and space utilization.are defined as,
Time complexity -- "ave'ra‘ge time ‘used to. match. a

" character code in- terms of the

P

number of comparisons.

Space ‘i.u:i:lization ~-- ' space used /space occupied
or number of buckets having
codes / total number of buckets in

. the table. -« ' 5
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b4 -

Since the data base is static rather than dynamic, i.e.,
there are éb’changes in'data'during the execution of our CWP
system, an optimal value m could be obtained through an
experiméntal search, Figures 1la to lle give the results
for such % searching effort for time complexity and space
utilization versus . the sizes of the hash tatle for Radical
Code method, Radical and Shape Code method, Phonetic and

Radical Code method, Radical, Phonetic and- Shape Code
“ >

method, respectively.

As shown in Fig.11l, when the prime number is less than

5000, which is close to the Qalue of the total numbér of

chéracte:s, the wvalye of time complexity is’ reduced
drastically ‘with th )increaée of the value of prime number

(bucket size), and- is kept minimal decline for the values/of

prime  number greater than 5000. The value of space
utilization is mlmost linearly proportional to the value .of
the prime number. The . valué of the prime number at the

~intersection point of time complexity and sbace utilization

is very.close to the total numbgr of characters. Comparing -

the results shown in Fig.lla to lle, it can be seen that the

O

. »
tendency of: time complexity and space utilization versus

primé number and . the value of prime number  at the

o

intersection point differ slightly from oné encoding method

to another. Table 11 lists the values of the prime number

at the intersection point and the-value of the corresponding

‘time complexity and space utilization, and the maximum chain

{
\



R

.voyiezy11an @oeds pue A3rxatdwo) awil

o

-
"poy3au adeys pue oy3auoyd ‘Teorped (@) poyiswu TeoIped
pue Dy33uoyd (pP) Poyisw dT3auoyd pue TeOTPEY (D)
poy3aw adeys pue TedIpey (q) ' poylduw TeEdTPERY (e) -
103 uot13dunyg smﬂn JO uoT3e21113n 8deds pue }uwxwaasmw Swil ‘1 °8inbtg
' . N
IoqUMN QwTad (e ‘ .
2009 | 2238 . + D229 ) 208y 882 € a2
< 1 1 1 1 : c1 )
i ; 1
- P ’ . a ﬁl
: A -
N ..\\.“‘n . —
- ) o e S \\l\\\\ T\\1
- - r
UOTIBZTITTAN - - F
- “y ~ % goedg . u
- S ¢
- ' _ y ) -~ :
- ‘ xatduwo ) -
. f33xa1dwa) : ) -
) n awyy L
: . . ——1=F
. ] s/ S
L B — . _ 'q




115

» *0
LN -~ .. v
. ? \e
. ‘ \ . .
% -
JoqunN dwlad ( a) / . B
A Y L] - . i
- 0000 | goes 2829 . aeey - - BBAC 2 .
£
1 i 1 1 i |
& - e
v . ' B
D ‘ -
’l'l\"ll‘!')l ﬁll
0
& o
L \ ¢ & -
" - FY3 -
. ol
\\)\\(SS\\xk uot3ez1113N = a
aoeds / B w . v
- . » m p
L4 - S
Jw - = 2
: A3 txatdwod |- " a
( autL . ®
G. .
r = 14 -, °
— - Lo
» p— . onls
- p— Lo 3 A
. ~ o~
o ! = ot
Fe. ¢
r_-g 3. -
- ) 13 -



116

v
’
IS -
Jaquny swtad . . f)/ ( 2 ) - . a
2osa\ 2008 - .a&s.m . sooy Beac 2
] 1 L i 1
- —
"lll‘l"l’)\‘( -
(ll)u’lll-lnll\lrl; I\\.\\l\-\\.\ v P -
. - My L.
P
1/))//} n
et} o /
uoT3IEZTTTAN .://// B
aoedg / B
%
. ’ ~
¢ e
‘ xuﬁxmamsou. =
P~ [} mEﬁ'Hs pram
-~ A ‘ -
.l | i
. g ”
- -

N

™

n

¢

uotaez1113In aoeds pue £31xardwo)d suyy

. .
.@4 .
bl o



117

IaqunN Iwtad [y

voes

-

0009

[0 1 ] ] 1

ﬂ)ﬁ\\uw '

uo13eZTT13IN

\

aoedsg

e

A3 1xa1dwo) |
WYL

L

uctiezi113n 3oeds pue A3Txatdwo)y Auwil

[



¥ v‘...
v . . ‘
& A s ¢ * n
' - J\ 3 -~
. &
IaqunN SwWYad . &3 ) . v
. 3
&ﬁss_4. .0e08" . - 0OO9 ¢ ‘OO0 .oe@e a
N 3 1 i . ’
- ¢ ‘ l-
L4 p - o
w ant '
. s -
i e
Y ———— ) ’ [
r\\ / -
\\.\\\ uotT3ez TN B
T e aoedg /// [~
} . : n
. ] K3 1x31duo) | B
. awyy _ B
3 = .
4

w0

uotae211713n 9owds pue A31x31dwo) Smxm'

-

.‘Mv“r



119

&

.. . .
4
. ~ v. ’ s . .
ﬁ ’ \ m 2 . - El . «
} . o ;-
1] N < N ) - \
8¢ T SS°1T - 9 . 1SLY 0sdyd N
LS T - ss°1 L gLy oay
LI 3 -
: 66°T - pG°1 g €99 odd
TR " sttt s L9 Lvvy osy
951 ss' T | 9 . LEEy - 0¥
uotiezi11in | A3Txardwop | yibuaq (9215 32%ong) POYISH
aoedg EYIA A utey) - xew ummssz awTtad )
...,. ) - - “ -
- J uotiez1113n @deds 3 A3jrxardwo) awrl ) ’
. ., burpuodsaiion s3I pue az1S 33xong tewtadoY 1T aiqel
fo S . . |
~ . - ' ..
. a s * v - ...
7&. - dw . » * .
- \ a ~ . ! .
v, . . A < B

‘.

A

4

.‘ﬁ,“;g
B 130



: 120
length at that particular value of prime number is also
«‘ ‘b .
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4.4. " Simulation of the Chinese Character I/0 Processing

System

L
1

In this section, the simulation of the Chinese:
character I/0 processing system |is discussed.l, Fig.12
gives a detailed flowchart for the Chinese word
processing system. TQéTe are two phases in this
processing routine. One is the preprocessing phase, the

other is the processing phase.

‘As shown’ in Fig.li, when the system starts an
execution, what should be done fir§t is to éetermine‘an
encoding method which is going to be used\ by entering
the brpper code into the syétem. A folléwing procedure
is theé taken up to calculate the c;rreéponding optimal

size .of the hash dictionary. Ha&ing determined the size

-

of the hat¥h dictionary, the-processing routine proceeds

further to establish.the temporary hash.dictiénary using

-

the conversion dictionary. .Up to now the preprocessing

phase has been completed. L4

<«
0o

Subsequentiy, ~ the second phase - information

processing starts. .

The second processing routine first reads the

v

character code from the keybhoard and displays it on the

screén. As stated in the last section, the entered

+
L

character .code is then converted to its numerical

equivalent. A hash division function can then be

”
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Figure 12. Flow Chart of the Chinese Word Processing Routine. _
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applied to it to obtain a relative address of the'

character in the temporary dictionary. A éearching in
the previous built hash dictionary .is performed aiong
its main chain. if there such 3 code does not exist in
the temporary dictionary, a message is sent to inform
the use;~thae the encoding fails because the character
wanted is ‘not'stored in this data base. However, when
the code is matched in the main chain, the routine
proceeds further to determinéu;if there exists a
collision. As long as no colligion ‘is found
(multipliéity ,count'= l),r.the absongg addrgss of the
inéut character in the character pattern data base can
be obtained from the sub-chain, and the characgter
pattern is then retrieved from the pattern data base and

displayed on the screen (for screen editing system) or

-the absolute address is written in a particular file

| .
which can be used later to display the entire output’

! .
(for file editing system). Otherwise, when <collision

happens-(multiplicity gount >1), a dispiay of the whole
string‘ of collision characters- is <carried out - by
retrieQing thé abéolute addresses of these characters
from the sub-chain one by one. The desired character
can be chosen b§ specifying its cor;éséonding order in
the display list, and it is "then diﬁplayed in the
working .area of the screen. In case of the given order
is out of range, the user has to- re-enter the correct

one. If' none of the collision characters displayed is

]
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fthe right one, the user can quit from this display

process. R

In ﬁhe situations that the wanted charqcter has not
béen found, the précessiné routine terminates, or the
desired character has been displayed in the workirtg area
to ask user for further information. If there no’ more
characters are to be brocessgd, the system will stop
running. Otheryisé, it repeats.again'askihg éhe user to
input 1the>'nexb -character céde from the keyboard for

processing.
. : !

It turns out that, the process staréing from the
character codé inpﬁt till the Qesired character pattern
being retrieved from the Qata base, takes approximately
1.0 and 14 milliseconds on CYBER170/835 and VAX11/780,
respectively.; The\display speed on screen is about 200

words per minute and on hard copy unit (Vgrsatec) 500

‘words per minute. The time required to determine the

‘respectively. ~ . R

hash table size and build up-./the temporary hash.

H

dictionary in the preprocessing phase. is approximately:

6.6 and 14 seconds on CYBER and VAX systems
i

/

As far as the total efficiency is cgaferned for che

processing routine, the file editihg system is much
-~ v ¢ “
faster than the gcreen editing system. .

—

-

e o am Lo % oLt
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CHAPTER FIVE

CONCLUSIONS AND SUGGESTIONS

In this thesis, a Chinese word processing system w;ich
consists of character encodfﬁé methods, keyboard, character
pattérn data base, conversign and temporary. dictionaries,
processing procedures: and output, has been deéigned tor and
implemented on both ..CYBER170/835 and VAX11/780 computer

systems.

Five different- encoding methods based on * the
combinations of three basic schemes, i.é:: phonetic, radical
and shape, have been designed for various situatibns and

_different preferences. The results show that the Radical
and Phonetic Code method is the best among those five
encoding methods, judged from the encodind collision rate,
‘and the average and maximum code lepgtﬁs. ‘It~has a low

conflict code rate of only 2.4% and its maximum and average

code lengths are 5 and 4.5, respectively.

The number . of keysx varies sliéhtly'for the different
encoding methods. So long as the c¢haracter codes are
alphabetic, oﬁly a small modification has to be made on the
English keyboard ;o-accoﬁmodate a‘mixedﬂinput of Engiish and

Chinese texts, and to reduce the tdtql number of keys on the

" keyboard.
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In ‘the character pattern' data base, 4864 Chinese
éharacters are stored in the form of 50 by 50 binary
matrices and in the .descending order of their frequency
values. Random aqcess to such data base is permitted by CRM
on CYBER system and by RMS on VA% system. The averagg “time
in retrieving a ch;racter pattern from the data base is

about 1.0 millisecond on CYBER and 14 millisgconds;on VAX.

In order to find the abéolute address of a character 1in
the character patternudata base, two d%@&?onaries are used.
One is the conversion éictionary established prior to the
execution of processing procedure; another is the temporary
dictionary established during the execution of processing
procedure, Division hash function and chaining technique

are used in order to facilitate indexing and to solve

hashing collision problems. The static .chagacteristic of

the data base enables an attempt to find the best size of

hash table for each of the five different encoding methods,
which will give the best performance in terms of time

complexity and space utilization.

The processing -procedures in our CWP system is written

entirely in Pascal language on both computer systems. The

system- works interactively and the collision characters
resulted from an encoding method are displayed on the screen

in order to enable the user to choose the required one.

s

.
’ M N -
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)

‘"Two different editing systems, screen editing and file

' editing, are available on both computer systems. écreenA °

I3

editing is more convenient for the beginner who is not so
familiar with the encoding methods, since each inputed

N character will be displayed on the screen iq such editing
system. File editing ahly disblays collision characters and
it might be suitabie for thoée users who are more familiar
\ ‘ with the encoding meEhods, Howeverf the former editihg
gives a 1lower input speed, yhile the latter a higher input

speed. . o

? .

The results obtained from the simulation of our CWP .

system with a data base of 4864 Chinese characters, confirms

B}

the success of our design.

As suggested below, further improvements on such
o . .

designed Chinese word processing system are possible.

1). As the Chinese character data base is static, an effort

- v

to séarch for a perfect hash function might be made to
enhance the performance. In this way, the values for

both space wutilization and t ire complexity can be

brought closer to 1.

:s,, .
2). A modification on the ptesent word input format might

¢’r.’
be carried out in orden té allow line input, whlch will
finally g110w coded text ptocessxng
,

- 3). Knowledge 1nformat10n, " such as relations between

characters, may be used as a medium to distinguish

Wt



-y

128

? o

. T | ' '\.1

somonyms . It is really an attractive research area =«
which would inVolve the knowledge .in relational data ' /
base. ‘ ) ' '

Though an incorrect input character will be tejecfed by

the present system, a new kind of.knowledde'pased data

base, might not 6nly lead 'to the correct code but aiso :
reduce the chances of a code rejection. This coq}d be
_the'focus for furthe; tesearch.
S ‘
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