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ABSTRACT

Design and Validation of Multicasting in an XTP Simulator

R. D’Cruz

This report presents a design and validation of Multicasting
extensions to an existing Unicasting XTP simulator for a
transport and network level protoceol, the Xpress Transport

Protocol (XTP).

The tool on which the XTP simulator is based, is the Local
Area Network Simulation Facility (LANSF). Ethernet is

simulated as the ILAN environment.

Analysis of XTP Multicasting performance indicates that its
performance is about half of the unicasting performance for
small messages, and approaches unicasting performance for
large messages. This is because multicasting has larger
overhead than unicasting. In multicasting, for every message
sent whose size is less than or equal to 1460 bytes, one extra
control packet has to be transmitted. Two extra control
packets are required for message sizes greater than 1460
bytes. This extra overhead reduces the multicasting

performance capability.
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CHAPTER 1

INTRODUCTION

The rapid technology advancement of distributed systems
and high speed communication media requires an efficient
transport layer protocol for high media bandwidth and
throughput. Among the many protocols being studied, the

Xpress Transport Protocol (XTP) is one example.

LANSF (Local Area Network Simulation Facility), which is
a Configurable System for Modelling Communication
Networks, was developed by Gburzynki and Rudnicki (2] at
the University of Alberta. LANSF is a simulation model
for investigating the performance of communication

networks.

An XTP Simulator, which was writte. n LANSF V1.4, for
performance analysis of the Eth ..et environment at
Revision 3.3 of the XTP specification, was completed for

the master’s thesis by Jason Chen [1].

This major report presents a design and validation of the
addition of multicasting capability to the XTP simulator
at Revision 3.5 of the XTP specification. For reasons
discuszed in section 2.5.1, this report utilizes the

LANSF V2.lle. This report consists of five sections.



Section 2 presents background on the XTP Unicasting
simulation. This section basically summarizes the vi/tal
points required for multicasting from section 5 of Chen’s

thesis [1].

Section 3 introduces XTP Multicasting, and describes the
bucket algorithm, which is applied to multicast

operation.

Section 4 presents the design of XTP Multicasting mode in
the simulation program. This section also describes the

simulation plan and discusses the simulation results.

Section 5, the last section, presents the conclusion with
discussion of the results obtained from the XTP
performance simulation. This section als. proposes

future enhancements to the XTP simulator.




CHAPTER 2

BACKGROUND ON UNICASTING SIMULATION

The thesis "Design and Validation of an XTP Simulator"
(1] in unicasting mode was based on the XTP
specification, Version 3.3. This XTP Simulator is the
base that has been modified for the inclusion of
multicasting. The XTP Simulator uses an Ethernet
environment, within which a number of stations set up
virtual circuit connections to each other, and transfer

data using the XTP.

This report identifies the essential points in the thesis
and the changes required for multicasting. The essential
points derived from the simulation plan (chapter 5) of
the thesis [1], are described in the following

subsections.

Simulation Assumptions
The Simulation assumptions are that there are four
simulated "chips", each running its own task.
a) The main processor chip runs all the XTP
processes (XTP Writer process, XTP Reader
process, XTP Sender process and XTP Receiver

process).



b) The timer chip handles all the XTP timer
processes.

c) The rate controller chip does all the
separation insertion between out-going
packets.

d) The Ethernet contrnller chip performs all the
CSMA/CD operations:

- The data 1link layer service that XTP
uses is the IEEE 802.2 class 1 service,
which is a connectionless service,

- All channels (queues) between simulation
processes have unbounded length.

- Message fragmentation is not limited.

The Link and Physical Level Simulated Environment

The Ethernet transmitter initially waits for the sending
signal from the serializer process or the timer process.
The Ethernet receiver signals the XTP receiver after it
has received a packet from the link and has mapped the

packet to the input queue.

The Design of XTP Simulator
There are nine XTP processes: initialization process

responsible for setting up the virtual circuit simulation




data structures; xtp_writer and xtp_reader processes
serve as transport service accessing points (TSAP);
xtp_sender and xtp_receiver processes perform the core
operations of XTP; the serializer process simulates the
main processor, which runs the xtp_writer, xtp_ reader,
xtp_sender and xtp_receiver processes; the timer process
does timer interrupt operations for ctimer, wtimer and
rtimer; the credit control and rate control processes are

assumed to be on a different chip.

The timer process has four timers in XTP which are
maintained by the sending site: Context 1life timer
(CTIMER) which is set to sixty seconds, Wait reply timer
(WTIMER) which set to twice the estimated round trip
delay, rate control timer (RTIMER), and the credit
control timer (CRTIMER) which is set to one sixtieth
(1/60) of a second. In XTP V3.3, the rate control and
credit control were based on 1/60 sec, which is not the
case for V3.5 . Since the rate control features of XTP
have not been used in this study, it makes no difference
whether 1/60 sec is used or not. In this simulation
CTIMER and WTIMER are turned off during the no-error
simulation, since the overall performance will not be

affected.



2.4 The Simulation

The XTP

platform.

simulation was run on the SUN4/SUNOS4.0

2.4.1 LANSF Tunable Parameters

The four LANSF tunable parameters, which can vary the

rate of client level requests and which are of

interest are:

(1)
(2)

(3)
(4)

The message length (bits).

The message interarrival time (message
arrival rate in time units).

The number of stations in a network.
The number of messages that the LANSF

client should generate for a simulation run.

2.4.2 XTP Tunable Parameters

The seven XTP tunable parameters in the XTP

simulation are:

(1)
(2)

(3)

(4)
(5)

alloc (receiving buffer size in bytes).
credit (maximum number of bytes a virtual
circuit can send in a burst).

separation (minimum packet spacing on a

route basis).

wtimer (wait time value).

ctimer (context life timer value).

o R T P U



(6) copy_delay (delay caused by copying data
from and to user space).
(7) checksum_delay (on the incoming and

outgoing packets).

2.4.3 Measurements
The measurements obtained are actual throughput and the
individual average message delay time, for different
message sizes under various traffic loads. The actual

throughput is calculated as follows:

The actual throughput of the simulation

= Delivered Sequence [byte]/Last send completed [s]

The individual average message delay time is calculated

as follows:

The average message delay of the simulation
= ((Offered Load [B/s] / Actual Throughput [B/s]) *

(Minimum Message Delay))

The first round of the simulations were run without any
copy-checksunm delay to ensure that the maximum effective
throughput corresponded to the expected maximum

throughput.



2.4.4 8imulation Plan

The Simulation plan was as follows:

~ The number of stations used in the XTP frame relay
simulation was two: one sender and one receiver.
Only the case of a single virtual circuit was
simulated, because it would not make any difference
at the MAC layer.

- The XTP wtimer and ctimer were turned off, since
they do not affect the performance in the no-error
environment. The XTP rtimer was also turned off,
since there 1is no gateway involved in the

| simulation.
[ - The message sizes used in the simulation are 6,
i 128, 1024 and 8192 bytes for the following reasons:
F * The 6 byte message is the minimum number of
bytes which can represent <the terminal
accessing activity, and which corresponds with
the XTP minimum packet length criterion.
* The 128 byte message represents remote
procedure call activity.
+ The 1024 byte message represents page fetch
operations.
+ The 8192 byte message represents file

transfer operations.




There are ten different offered loads (testdata0
... testdata9 input files) used in the simulation
of each nmessage size. The offered 1load was
calculated by partitioning the expected maximum
throughput into ten equal intervals. This would
produce a linear curve. Three more offered loads
(testdatald ... testdatal2) were added to the
simaulation to determine the saturation of the XTP
performance. They were calculated by adding 10%,

20%, and 30% of extra load to the maximum expected

throughput. The maximum expected throughput is

calculated as follows:

The maximum expected throughput
= (User data length / Total packets length) *

Total bandwidth

The Simulation of each message size at each offered
load interval was run with and without copy-
checksum delay. The LANSF client generated 10,000
messages to XTP in each simulation run. To ensure
consistency of the simulation results, each
simulation was run three time with different random
number generation seeds, and the average of the

three results was used.



The unicast simulation results for the different

message sizes are indicated in figures 1, 2, 3 and
4 of this report. For the 8192 byte message size,
the messages were fragmented (by LANSF) into five
1468 byte packets and one final packet of 852
bytes. The saturation of the throughput curves
approximates with the calculated expected

throughput.

Problems Encountered

2.5.1 XTP S8imulator Upgrade for SUNOS4.1

The major problem was to upgrade the Unicast XTP
Simulator using LANSF V1.4 to run on the SUN4/SUNOS4.1

system platform.

While the upgrade of the XTP Simulator for multicasting
was 1in progress, the SUN4 SUNOS4.0 was upgraded to
SUNOS4.1. The Unicasting XTP Simulator failed to run.
Since LANSF V1.4 was not supported any more, LANSF had to
be upgraded to V2.1lle. The protocol.c file and some of
the LANSF files had to be modified, in order to get the

simuiator running.

10




2.5.2 vtilization of XTP packet size

1)

2)

XTP_packet size for 6 byte messages

In Chen [1], in the Unicast XTP simulation for
6 pyte messages, the minimum ethernet packet
size was calculated as follows:

frame_info_length + min_packet_length

464 (58 bytes) + 368 (46 bytes)

832 bits (104 bytes).

The minimum ethernet packet size should have
been as follows:

frame_info_length + min_packet_length

208 (26 bytes) + 368 (46 bytes)

]

576 bits (72 bytes).

This correction has been accounted for in the

XTP V3.5 simulation.

Fragmentation of 8192 byte messages

In Chen (1], the 8192 byte nmessage was
fragmented into five 1442 byte parts and one
982 byte part, as data sizes in XTP packets.
The maximum data size in an ethernet packet is
1500 bytes. Therefore, the largest XTP packet

size is 1500 bytes. Hence, the data size is

11



1500 - 32 (header + trailer in XTP V3.3) =
1468 bytes. Therefore, there should have been
five 1468 byte parts and one 852 byte part, as
data sizes in the XTP packets. These
corrected values have been indicated in

section 2.4.4.

For the XTP V3.5 simulation, the header plus
trailer is equal to 40 bytes. Hence, there
are five 1460 byte parts and one 892 byte

part, as data sizes in the XTP packets.

12




CHAPTER 3

XTP MULTICASTING

General

XTP Multicast is intended for media that define a
broadcast or multicast facility, i.e., where one sender
can broadcast the same data stream or datagram sequence
to multiple receivers simultaneously (one-to-many), and
only one of the many receivers need respond when
requested. The multicast service delivers data to
receivers that are active for the duration of the

multicast transmission.

Multicast Syntax

Multicast packets obey the same syntax rules as non-
multicast: Header, Trailer, Control, and Information
Segments are identical. Multicast packets differ from
the unicast ones in the following ways:

1) All nmulticast packets have the MULTI bit
turned on, and non-multicast packets clear the
bit.

2) Multicast packets utilize group addresses
rather than point-to-point addresses.

3) Multicast packets always use SREQ, not DREQ.

4) SREQ appears only in control (CNTL) packets,

13




All

not in DATA packets.

other options and flags defined for unicast

transmission are defined for multicast.

Multicast Control Packet Processing

The multicast flow and error control is same as in

unicast. The definition of how a receiver should respond

to the various options is the same as in unicast, except

for the following:

In the multicast mode, a sender must positively
associate returned control packets with past events
if continuous output streaming is desired. This
can only be accomplished by matching returned echo
values with local sync values. This in turn
requires that a multicast sender set SREQ only in
outgoing CNTL packets, not in FIRST or DATA
packets.

CNTL packets sent by multicast receivers in
response to received SREQs are multicast to the
group, not unicast to the sender. This is
necessary for the slotting and damping algorithms.
Key exchange is not possible in multicast mode.
Consequently, CNTL packets to the multicast group

that contain return keys are those generated by the

14




multicast receivers. CNTL packets containing non-

primed keys are generated by the multicast sender.

Like the unicast sender, the multicast sender obeys the
rules for flow control and rate control. When
multicasting to a large set of receivers, Damping and
Slotting techniques are supported that can be used to
limit the duplicate or redundant control messages sent by
the receivers. Even error control is supported, using
the go-back-n retransmission scheme. Selective
retransmission is not supportec. However, for this
study, error control is not handled, because the

objective is to investigate throughput limitations.

Bucket Algorithm

Control messages received in unicast mode are acted upon
without delay: dseq is used to release output buffers,
rseq is used to start go-back-n retransmission, and alloc
is used to advance the output window. In multicast mode
some additional processing and delay must be inserted
between the arrival of control messages and when action
is taken. The purpose of the delay is to allow a
reasonable time period for a multiplicity of receivers to
respond to the SREQ or to report errors. The bucket

algorithm described below manages this time delay.

15



A bucket is defined whenever the sender transmits a
control packet with SREQ. The bucket refers to all data
packets, possibly none, transmitted since the end of the
previous bucket. This includes both transmissions and
retransmissions. Each bucket is identified by the
sender’s sync value, which is computed by incrementing

the sync value by 1 for every transmitted data packet.

When control messages are received from receivers they
can be related to a particular bucket by their echo
values, since echo is the returned value for sync.
Responses are accumulated for each bucket as follows:

1) minimum of received alloc

2) minimum of received dseq

3) minimum of received rseq

4) maximum of received computed rtt.

If there are B buckets, then after a certain time period
the accumulated alloc, dseq, rseq, rtt values for the
oldest bucket are acted upon and the oldest bucket
becomes the newest bucket. The algorithm detailing how
this can be done is parameterized with respect to the
following four variables:

1) WT (same as WTIMER), the current wait timer

interval.

2) N, an implementation-selected value, which

16




must be 1 or greater, determines the number of
SREQ control messages that will be transmitted
within WT time interval.

3) ST, switching time, determined as WT/(N+0.5).

4) E, the desired multicast error tolerance,
determines the error tolerance, which is
defined as the number consecutive lost or
damaged error control packets from a receiver

to a multicast sender that will be tolerated.

A small value for E reduces nessage traffic,
but increases the total amount of buffer space
needed to run a multicast stream continuously
(i.e., without falling into stop~and-wait
behaviour) . If no more than E packets are
lost, then the retransmission algorithm will
recover by retransmitting the lost data. If E
is exceeded, then the sender’s ability to
retransmit will be exceeded and the receiver
will never be able to recapture the missing
data. Receivers must have methods for
"dropping" out of multicast conversations when

this occurs.

The details of the bucket algorithm can be stated as

follows:

17



1)

2)

3)
4)

5)

6)

7)

There are a total of N+E+1 buckets for an active
multicast output context.

A control SREQ message is transmitted every ST
seconds by the multicast sender. This is done even
if no data is transmitted.

A new bucket is created for each SREQ.

Receivers multicast control responses to SREQ.
Incoming control messages at the multicast sender
are associated with a bucket by matching returned
echo value with the sync value on each bucket.

The bucket variables alloc, dseq, rseq, rtt are
updated from the control packet, if the new values
are less than alloc, dseq, rseq, or greater than
rtt.

After N+E+1 buckets have been created, each new ST
interval will relabel the "oldest" bucket as the
"newest" bucket and the remaining buckets "age" one
ST time unit. When this happens, the accumulated
bucket variables are acted upon by the multicast
transmitter. The values that are used are minimum
alloc, dseq, rseq, over all buckets, and maximum

rtt over all buckets.
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The total amount of buffer space needed to operate the

bucket algorithm continuously is:

Space = (N+E+1) * (WT/(N+0.5)) * F
= K % WT * F
where K = (N+E+1)/(N+0.5)

WT 1is the current wait timer

(derived from rtt).

For increasing values of N, K approaches 1 which gives
the minimum buffer space with the maximum number of
buckets. If the number of buckets is reduced by setting
N=1, then K=(E+2)/1.5 which leads to maximum buffer
requirement. At both extremes for K the error tolerance

E, is the same.

Multicasting Design

The XTP simulator has been mnodified to incorporate
multicasting as defined in the XTP specification, Version
3.5. The bucket algorithm is applied in this design.
The major difference between the unicasting and
multicasting simulations is in the transmission of
packets, where the overhead plays a role in the reduction
of the performance. In multicast mode, SREQ must only
appear in the control packets, and not in the DATA

packets as it is in the unicast mode.
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The design changes, which are applied, basically affects
the xtp sender process and the xtp receiver process. The
top level blockdiagram, which is given below, shows these
processes. The modified functions are indicated modified
in brackets. The bucket_algo function is added. The

test files are also modified.

xtp Sender Process xtp Receiver Process
Xtp_sender xtp_recv
(modified)
send_packet update_x
(modified) (modified)

bucket_algo

(added)

The sequence of packet transmission is as follows:
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Unicasting:
Transmitter = --—-=-- > Data Packet
——————— >
——————— >
Transmitter  -—--—=~—=- > Data Packet
with SREQ
CNTL Packet Cmm————— Receiver
Transmitter —> Data Packet
with SREQ and EOM
CNTL Packet L= Receiver
Note: The dashed 1lines are for message sizes

greater than 1460 bytes.
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Multicasting:
Transmitter —_— Data Packet
-------- >
-------- >
Transmitter  -=—=—==-- > CNTL Packet
with SREQ
CNTL Packet Commar e Receiver
Transmitter  --=——e=-- > Data Packet
-------- >
-------- >
Transmitter _— CNTL Packet
with EOM and SREQ
CNTL Packet G Receiver
Note: The dashed 1lines are for message sizes

greater than 1460 bytes.
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CHAPTER 4

MULTICASTING SIMULATION

The same analogy of the XTP Unicasting simulation which
was carried out in section 5.4 by Chen {1], has been
summarized in section 2 of this report and applied in XTP

Multicasting.

Simulation Run Environment

The performance simulation of XTP Multicasting has been
run on the SUN4 processor with the SUNOS4.1 operating
system. The standard UNIX debugging tool dbx was used
during the upgrade of the XTP simulation program for the

inclusion of multicasting.

The LANSF Tunable Parameters
There are many tunable parameters in the LANSF software.
The four parameters which are of interest are mentioned

in section 2.4.1 .

The XTP Tunable Parameters
The seven tunable parameters in this XTP Multicasting

simulation are mentioned in section 2.4.2 .
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Measurements

The measurenents that are of interest are the throughput
and the individual average message delay for the
different message sizes under variocus traffic loads. The
strategy for measurements is the same as that applied for
XTP Unicast simulation in section 5.4.4 of Chen’s thesis

(1]. This is summarized in section 2.4.3 of this report.

8imulation Plan

The simulation plan applied for XTP Multicasting is the
same plan as was applied for XTP Unicast simulation in
section 5.4.5 of cChen’s thesis [1]. Some of these

details are mentioned in section 2.4.4 of this report.

The Expected Maximum Throughput

= (Message size x Total Bandwidth) / (Total Data

Packets Length + Total CNTL Packets Length)
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Simulation Results

The original purpose of the inclusion of XTP V3.3
simulation performance graphs was to compare the XTP V3.5
performance with the XTP V3.3 performance. The XTP V3.3
simulation was run with fixed resend pairs. In the
process of progression of this report, the simulation
requirements have changed, since it would be appropriate
to compare multicasting and unicasting performance at the
same revision level XTP V3.5. It was also of interest to

run these simulations with no resend pairs.

Hence, in this report, the unicasting and multicasting
simulations are based on XTP V3.5 and run with no resend

pairs, and the simulation results are compared.

4.6.1 XTP V3.3 Unicasting S8imulation Results

In Chen [1], the unicasting simulation was based on XTP
V3.3 and run with a fixed number of resend pairs (128
bytes). The results obtained are shown in graphs in

Figures 1 to 8.

The control packet format was redefined in V3.4, in order
to omit transmission of resend pairs where there were no
errors. This shortens the length of the body of the

control pack