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This research work -presents the design of a text

multisentence text as response to queries stated in a subset

'generator system: »The system is capable of generating -
) ] N

of the well knownl SEQUEL query language intended foi .

relational databases. A relational database designed fo: an

A

. .
R e

university envi:onment has been4«usedehes——an—fexample~tcf

i

present the various algorithmg of .the text generator. ‘ Ae

pett of the research work, a SEQUEL query language processor

‘has Been implemented\for the relational database managment"

»

system RISS. A data dictionary which contains data about
N

"the data in the database and a iexicpn whidh has 1linguistic

inforimation are also createdl as part of the design.process.
Data dietionary and the lexicon are ~stored as Trelational

taples. The third knowledge: source’ used for sentence

_generatibn is tne :aemantic infetmation. In this wo:k

semantic dnforﬁatidn is represented as entity networks and
relationship networks following the lines ‘of Entity -
Rekationship model of P.Chen.

‘

A T:anefornational grammar is used to generate a proper
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ddep :truchure-of the seng&nce(s) to . be genefated._ It
g : o .

rdqﬁiteqr £iring of the appropriate phrase‘sttué;ute rules

and iﬁseriioﬁ of the proper lexical items. In our system a
' . A S |

iét of algogitﬁms, based on the categorization of the/input
' queries, are used to generate the deep kﬁ;:ﬁcture of the -

« ) o, . v
sentences lto be generated. In order to decide upon the

structure of the sentence {o be generated,~ the algorithms

‘take ‘into’ consideration the structure of the ‘query.

Kdditionaly,,;hey make use of the: entity anhd relatidhship‘

networks and ~ the data dictionary. Moreover for the
Y ° ,
generation of the deep- structure of sentences the' database

and the lexicon are used. Next the transformational rules

:/

are applied in order and the deep structure is transformed

into a surface structure répresentdtion. Ké‘éﬁifénd,*the
results from the database search ‘are inserted at proper
places ‘and words are arranged suitably in the surface

structure to obtain the final form of sentences.
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1. INTRODUCTION

) e . -~
o

otiginally data bases were accessed by users through

prog;amé weitten in a progrgmming language; later English

like query languages such as SEQUEL, QUERY BY EXAMPLE -and
ALFA were developed. The dquery langqages are easy to learn
and consequently more people can access a data base. Yet,

.casual users of .computers find it difficult to learn a

’ formaly language. " For these people the best -way to

"y

changes. The “domain of

communicate awiéh a computer.is to use a natural language.
As a result several systems [16, 23, 24, 27, 33, 34, 43, 45]
‘have been dngloped to provide a natural lapguage inte;féce
to a data base. Some of these systems [16, 27, 33, 34,. 45]
are . highly -Aependent on tﬁe data base and have been
débeloped‘for' specific applications. Such systemé\ have
achieved a high level of ' performance in their area of
expertise. There are systems [23; 24, 43] which are data
_base :independent and the lgre portable. T?gy can be
transferred from ope appL[:z;ion to another wi;hout major
discourse for these
queséion - angwering systems is ‘the content of the data

-base. Most. of these éystems provide adequate syntatic as

well semantic coverage of English inh their restricted domain

of discourse. Yet, none of them provides a 100% natural’

language interface to a data base. They also obey the
conversatienal principles observed by native speakers of éhe

language. Such principles are:

el iy B o RS e T
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a) The’asédmpgioﬁ of pert&in common knowledge between the‘~.'
two parélcipanés. ; '

b) The Assumption of a bommon natural l#nguagé.

c).Control éassés back and forth between the pqrticipaﬁfs,

-

both making statements and asking questions. , Some

1

utterances are complete, sentences and others are jusﬁ
phrases ot words. » | .\

d) The d%albgue’takés place in context. This ;ids in the

" - Iinterpretation of Qords and phrases that WOyld be

" meaningless or ambiguous if uttered in isolation.

The natural language’ has its'owp disadvantages to serve

as a language to interact with computers as it is vague andn
» -7 -
ambiguous. Application of unrestricted natural language is

: . . . . . kY
infeasible and only subsets of natural language can:be used.”
. In the area of data bases, applications of natﬁfil‘“languagé
processing is given special emphasis due to its commercial
> - .

value.

Generally speaking a syétem'which sypports a natura}
language_inperfaée to a data base-consists of two modules.
a) The analyser of Fhe,sggtements and éuestions made by thé

user.. |
b) The generator of th statements and'questions'hade by thg

’ system.

]

In this thesis we consider just the second module. Two'

kinds of practical text gen;ration techniques ares in general

use today [29]. Fjirst thg simplest and the most common way
\“. J ’ .. rs ' .
13 -'2 - v , !
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semantic error ﬁessageg or empty data base searchﬁ

- — e e e

SUBSEQUEL :ptocessor

syntabﬁic error messageé

Data Base

v

Q.

Dictiopary

con

- - ———
+ +syntacti- +- - +
cally
(:> correct <:> :
: query \ ———
+ + N - = +
. . 1@
response for update requests structural
- b e ] information
of the quer
esponse in '
English . o ———
Algorithms
Information to
) direct the creation
! of the deep structuret_
Transformational
v component
+- +
surface : deep
L ' (:) structure| ' (:) structure
PRV B 7 ——
N sentence . |sentence
- + frm e ——— + +

h WK
[ I T I A |

firing phrase structure rules.

wn

Lexical insertion. :
Application of the cyclic ahd post-cyclic

transformational rules.

Fig. 1.1

-—3—

Syntactic analysis of the query. -
Semantic checks and processing of a correct qugry.
Database results from the processing of the query.
Values of the database which exist in the predicates.
Deep structure generation of the sentence by -

Insertion of the values in the response.

Schematic representation of the ge

nerator
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.is to be said. A transformational. grammar

-

is to decide in advance what type of English sentence ouﬁput
is required and then store it as a text 'string. The

computer simply displays the text tﬁat has been stored. - For

this type of text deneration all quéstigns and answers must

be anticipated in advance. The other approach 1is to:
. ¥ N :

generate ‘text by transl?ting knowledge structures into
English. In this case the quality of the generated text
depends to a dgreat degree on how the knowledge is
structured. Our system i; based on the second aﬁproach.
Two It&pes of problems must be consiﬁered in"the generation

of natural language response by thé computer.

af Determine the corttent'and textual shape of what is to be

.

' said.

B ‘ o
b) Transform the semantic structures representing what

should be;g‘id into English.
In our systed, aléorithms which opefate on semantic
structures (entity/énd relationship networks) determine whéé
| is used‘_to
transférm the semantic structures into Englfs " sentences.
This thesis 1is in ;he area of atural language
generation. ' The research, of this thesis involves the design
of a system which generates responses in English to requests
stated in a subset of the query language SEQUEL. The)domain
9f discourse used as an ex&mple is a gni ersity environment.
éhe various stages of the generation prdéess are depicted in

Fig. 1.1l. The user  presents a query written in a subset of

-4 -
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thl’Query language SEQUEL. The query /is iuterpreted, and

any- syntactic or semantlc error . is reported back to ‘the

user. In case of an error the processing of the query is

stopped, the user 1is expected to restate it corredtlyf A’

correct query is subsequently processed by using the RISS

g N
data base management system. : RISS which-is not shown. in

Fig. 1.1 accesses the data base and returns the results of .

the data base search. Structural information of the query
is then passed to our algorithms. The algorithms, the
networks d the data dictionary . altogether ~guide the
generation of the deep structure of the sentences to be
generated. The. deep structure of a sentence is generated in
the base component by firing the phrase structure ruleﬁ. At

that stage the lexical 1nsertion is also performed// Next

the transformational component generates the surface
/

structure of° the sentence oyxéﬁﬁlylng the transformational

rules., Finally certain values are inserted into the surface
sentence and the response is giveu back to the user.

This thesis is presented in nine cthapters. The first
and the last chapters are the introduction and the
conclusion ;respectively. The second chapter coversathe
subset . of the SEQUEL query language which has been
implemented as interface to RISS data base managment system.
The ‘third chapter .studies the design of a. database for a
university envir%nment based on the entity ; relationship

model. 1In chapter‘four the three basic grammars for natural

"5" !>' ’
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languages, namely the transformationa{, augmented tranéition
networks and case grammars, are presented. Gegerators which
‘have  been implémgnted by other researchers are also
preseﬂtéd in this chapter. They are classified into,systems
which generate single sentences and hultiple .sentences ’
(text). Chapter five describes the transformational grammar
which is used ;n our system. The phrase structure rules,
"the tranéformational rules and structure building operations

afe presented. Chapter six studies the data dictionary and
'the lexicon which have beer designed to support the
generatiop prdbess.\ Chapter seven deals with the semantif
structures which are used in our system (entity networks and
relationship netwérks). Joining of networks and generation /
of the deep structure of a sentenc; are also, cénsideied in
(this chaptér. In“?hapter eight, eight algorithms are

[

presented, one for each type of query. Several sample
\ : £ .

gueries and the response sentences: that would be generated

by our algorithmé are presented thgoughout this chapter.
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II. A SEQUEL INTERFACE TO RISS DBMS

- *

With the development of relational Data’Basg Management
Systems (DBMS),” several query languages emerged and SEQUEL
is one of thei. ‘SEQUEL, also known as SQL (Structured Query
Lang;age) (2, 3, 10, 11, 17}, is a nonprocedural relationai
query language which does not make use qf' quantifiers ¢r
other. mathematical concggts. It is based on ‘English
keywords and operates on normalized relations. It provides
the following facilities a) Data lanibulation which permits
insertion, deletion and updaék of in&;v;dual or sets of
tuples in a relational data Sase. b) Dat; definition which
allows definition of relations and various views of
relations, c) Data control "which. enablés a uggr io
authorize other u;ers to access his data. ‘SéL can be

- [ ]

embedded in a high level host programming language such as

" PL/I.

. 2.1 A Subset of SEQUEL (SUBSQL)
[ . ., p

1

‘I have implemented a subset of the Data Manipulatioh
) -

Language (DML) " of 5QL. I chose a subset of DML for the

following.two réasons a) A casual user 1is interested only

for _thé retrieval of the information and only experienced

.users may want to update the DB or use other facilities. b)

For the scope of this thesis responses dealing with

-7 -
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‘ retrieval of thefzﬁfbrmation are appropriate. The responses

on requests for the other kinds of facilities . are 1

stereotypical and they dsz‘;e prestored and just.printed out

when eacl case occurs,.

-

. , S :
The following is the BNF" syntax for the SQL subset

h N
which I have implemented. Expressions 'in square brackeEs

' "[", "]" are optional. Words with capital letters are

terminals and must be inserted as tﬁey are. The slash WA

means “or". .

.Query ::= Retrieve /
Insert /
Delete /.
Update .

Retrieve. ::= gimpleretr /
. nestedretr
Simpleretr ::= SELECT sel-list
FROM from-list
. [WHERE where-1list]
Nestedretr ¢:= SELECT attr-list .
. FROM table~name ’
[WHERE attr-list IN simpleretr
Sel-list s:= [table-name.] attr-name /
gsel-list , (table~name.] attr-name
From-list ' ::= table-name /
fotke
= '[join-term AND] boolean
= join-factor /
join=-term AND join-factor
= table-name.attr-name = table-name.attr-name
= boolean-term /
. : boolean OR boolean-term
Boolean-term ::= predicate /
' boolean~-term AND predicate
= [table~name.] attr-name comparison value
= attr-name /
attr-list , attr-name

Where-list s
Join=-term :

Join-~factor :
Boolean :

i

Predicate :
Attr-~list :

Insert " 33= INSERT INTO table-name tuples-value -
Tuples-value ::= ( values ) /
SELECT attr-list

.
- -
s 8
.
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! FROM - table-name
WHERE boolean

Values . value / !
values , value
Delete +::= DELETE table-—name [WHERE boolean]
Update " s:= UPDATE table-name
. SET pred-list
WHERE booleaw
Pred-list ::= pred-value / |
pred-list pred-val
Pred-val t:m attr-name = value .
Attr—-name ::= jdentifier Co . .
Table-name s:= jdentifier ‘
Value s:= " gtring " /
‘ integer /
real
Comparison iim = /> /<

Al

2.1.1 Sample Queries

=

~

I will give a typical example for every major type of

Queries which SUBSQL supports. "This will illustrate in an

informal way the range of acceptable queries. The gqueries

are in the context of a saﬁpie' schema of a uniﬁersity
database (DB) given below:

4 . :

® DB Schema -

STUDENTS(stud-id,stud—namel;prog-name,status,phone,sex,

_— citiznship)
PROFESSORS (prof-name, office-no, phone, sex, campus)
ADVISOR(pro -name, stud—id)

'

1. Double underlining denotes 'a secondary key. .

;9-
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. Retrieval Examples

Simple Retrieval. Get all details of all the professors.

N

SELECT prof-name, office-no, phone, sex, campus
FROM professors

There is no predicate in this type \of query.

Qualified -Retrieval: Get the names of the students and their

program who have full-time status.

~

SELECT stud-name, prog—name
FROM students
WHERE status = "F/T"

¥

Retrieval from more than one relation: Get the name of,'

professors who advise the student G.Bellos.

SELECT prof-name

* FROM students, advisor
WHERE students.stud-id = advisor. stud—id
AND stud~name = "G.Bellos"

Retrieval using ;g: Get the name and the status of students
i N .

who are advised by psggésgor J .Mylopoulos.

SELECT stud-name, status
FROM students
WHERE - 8tud-id 1IN ‘
SELECT stud-id
FROM advisor .
WHERE prof-name = "J,Mylopoulos"

In this type of queries the operator IN is interpreted
as follows. Let wus assume that processing of the inner
block results in the-nes relation RNEW(stud-id) which has

the extension (33777, 77333). The condition

[ ]

-10 -
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WHERE  stud-id IN o

SELECT stud-id

.

evaluates to TRUE if at least one value of stud-id in
STUDENTS is equal to at least one value of the RNEW
relation's extension. This is equivalent to eqﬁijoin with

double entries eliminated ( natural join ).

Update Examples

Single/Multiple tuple updates: Change the status to full
time and program name to masters of the student G.Bellos.

UPDATE students

SET -gtatus = “F/T"
prog-name = "M.Sc"

WHERE  stud—-name = "G,Bellos"

Single tuple iﬁéertion: Add &Pe professor E.Codd with office

number 962, phoneé 77336, sex male and campus Sir George

William into the relation PROFESSORS.

[}

INSERT INTO professors
N ('E.COdd', 962' 77336' 'M“' .SGW.)

Multiple ‘;uple insertion: Enter into the telatﬁbp TEMP the
student names of the students who are in the Master program
with full-time status.
INSERT INTO temp

SELECT stud—-name

FROM students

WHERE prog-name = "M.Sc."

AND .g€&tus, = "F/T" :

ap is assumed that TEMP is a defined relation with intemtion

-1l -
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TEMP (stud-name) . o

Deletion of tuples: Delete the professor with office wnumber

927 on Sir George William campus.

DELETE professors ' @

WHERE office~no = 927
AND campus = "SGW"

Deletion of a relation: Delete all the professors.
-~ )

DELETE proféssors

fix}

2.1.2 SQL and SUBSQL Differences

The subset of SQL that I have developed does not have

all the featur%f of the full SQL. My intention is not _tov

develop the full SqQL languagelbutﬂdnly that part which is

needed in this research. Some retrieval queries can not. be
’ < '

implemented because of restrictions imposed by‘RISS'whigh

are explained in section 2.3. The following types of
retrieval queriés are suppoited by -SQL but not by SUBSQL:

retrieval with ordering, (the user can specify an ordering

to the resulting tuples); retrieval involving a jo{h of a

téb}e with itself at the same nested level; nested level of
the IN type que;ies being more than 6ne;'an‘attribute from a
relation of the outer query .appearing in the inner one;

retrieval using ALL, NOT EXIST, UNION, etc.- SQL provides a

number of built-{n functions to enchance its retrieval

power, none of which have been implemented in SUBSQL. There

: - 12 -
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are also the foliowing syntactic differences in the two
&
implementations.. . a) The nested queries are not enclosed in

parentheses in SUBSQL. b) SQL does not eliminate duplicates
from the result of a  SELECT operation unless the-user
explicitly requesd®s it via the keyword UNIbUE; SUBSQL ;1ways“

- .

eliminates duplicates,

m\' \

= The implementation of SUBSQL has two distinct modules

3

-_ .which perform the following tasks: a), Syntsotic analysis of

"the query. b) Semantic checks, and the processing of the

‘query. The Second nodule uses the routines of the e
hpplication’ Levei Interface and the Naive ﬁsen interfece of.
RISS DBMS with some modifications (26, 6\32]. The
Application—User Interface level of RISS consists of 24

primitive routines which can access and modify the DB " Any
d o
application program must access its relations’ through this

interface. The Naive-User Interface is an application of
' the . application usef interface. It has 10 commands which
allows a user to access and ~modify the DB. From these

commands only -the algebraic _operators, 'SELEQT, JOIN and 1

)

¢

y PROJECT snd_the report facility REPORT , are ‘used in our

system. ‘ . ' ' -

_ a) Syntactic analysig: This module has a, set of roubines for

-r .

.each category of qugry such as retrievsl queries, insertion

queries etc, to check its\syntax. The correspondence/hf the
» o i ) e . : } . PR b ‘
t “ . » . . ) Mad 13 - , v .

. - A -
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Fig. 2.1. ~

!

. o Query Category Main Syntactic Routine

Insert 'Readinsert

: ' Delete : " Readdelete
- - Update : . Readupdate
F 3 : ' Select Processblock ¢
. {'j

Fig. 2.1 Syntactic routines and the correspondlng ,
- o query category

PROCﬁSSBLOCK calls a procedure for each clause of a
rétrieval type query. The procedures it calls are
READS;LECT, .READFRQM ‘and INJOINSEL. They check the syntax
of the cortesponding clauses. When there 1is a ‘syntactic

error control returns to the command mode after it has
’ - ’

Nt - printed an error .message.

om = o bt e A

b) Semantic checks and processing of the gquery: When the
e query’_is syntactically correct it 1s passed to other

routines ‘for semantic analysis and further processing.

Semantic analysis makes checks such as if a column has the-

required, strategy. Strategy in RISS's terminology is one of

the integer numbers 1, 3, 6, 9 assigned to each coluﬁn of a
relation. The numbers correspond to the following typee of

; values: single character, integer, real ;nd string of
characters respectively. The number asgigned to each column
‘indicates the type of“the value set for that column; if a

© eolumn beLpngs{to the relation if has been assigned; if the

/ corresponding attributes of a join are compatible, etc. If
there is not any Bemantic ertor the query is processed by

- 14 -
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the same routine. For each category of query there is a set

of -routines which performs these steps. The mapping of a

query based on its

category to the main routine which ‘
%

Query Category Main Semantic and Processing Routines

Insert
Update
, Delete
Select
Fig. 2.2 Corres
- with the

begforms these tasks i
procedures TUPLINSERT
:checkg and processing
queries, single tu
respectivelly. The pr

operators to seléﬁt

predicates. The proce

. the algebraic operator

called from any query

. ¥ROM. - WHERE. The ord

applied and which o{i:
of the query. The b

repr;sents the mappi
terms it can be consid
PROJECT if only one
followed by a SELECT. £
are }n the FROM claus

two éuerieé.

Insert <Tuplinsert, Relinsert>

‘Updatetuples

Delete
Readquery

pondence of the'guery category ..
semantifc and processing routines.

{ shown in Fig. 2.2; INSERT calls the
and .RELINSERT to perform the semantic
oﬁ‘theitwo different.gypes of insert
ple ., ‘and multiple tuple queries
ocedure RELINSERT calls the algebraic

certain tuples based on the given

dure READQUERY calls 'the -‘procedures

A .
* SELECT, PROJECT and JOIN which are the. implementations of

s. The algebraic operators are also
whicﬂ hag the block structure SELECT =~
er in which "the opérator; will be
ators will be used depends on the form
ck SELECT - FROM -~ WHERE 1in SQL
ng operation [10, 17]."In algebraic
eredﬁeither as a SELECT followed by a

relation__is involved, or as a JOIN
ollowed by.a PROJECT iF two relations

e.” It is illustrated in the following

- 15 - o
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.Query 1: Find the names of the students who are full time in

Vo 'ghé doctoral program.
7 . SELECT stud-name’
FROM! students
WHERE prog-name = "Ph.D."

AND status = "F/T"

&

The required algebraic operators in the order of
application are:

a. Select
b. .Project *

o

Query 2: Find the phone number of the advisor of the student

G.Bellos. '
¢  SELECT phone
FROM professors
WHERE  prof-name * IN
. SELECT prof-name
FROM advisor, students
WHERE students.stud-id = advisor.stud-id

. AND students.stud-name = "G.Bellos"
The required algebraic operators in the order of
application are:

. a. Join
’ b. Select
" ¢, Project
do JOin } N
e. Projectf Outer query.

’ .
. it

} Inner query

Before the application of each algebraic operation certain
semantic checks are made. ‘Thq oéératdr is applied only if
there is no semantic.error.

T

2.3 Restrictions Imposed by RISS on the Queries

- ]
. v

v .
L]

- [+
RISS [2¢, 32] is a relational DBMS which consists of

\the Apﬁ@{patibn User Interface and the Naive ﬁser Intergace.
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Three types bf operations can be performed. on relations
using RISS's Naive User Interface: a) Operations which allow
the definition and deletion of relations b) Operations which
. v
allow data in a relation to be inserted, deleted, inspected
and updated such as rows or specific columns in a row, c)
Operations which allow relational algebraic manipulations of
relations. A number of éonstrain;s are iﬁposed'on the form
of SUBSQL quefies. Some exist because of the way the abova
qperations have been implemented and some ‘depend on the

-

global design features of RISS.

/

A relation .in RISS can have a maximum of 10 attributes.

. \ :
Relations with more than 10 attributes must be split into

U -

—_—

two relations. At any time a maximum of 3 relations can be’

tres@dent in thé memory. The JOIN routine in RISS allows
only natural join) and beécause of that in a quéry which
requires the join of two relations only the "=a* relational

operatog is allowed-to be used to indicate the type of join

~

operation to be performed. Retrievals using the operators.

<=ANY, >=ANY and -1=ANY-are not allowed in SUBSQL because of

the above restriction. The =ANY can be rewritten using IN.

The predicates foflowing WHERE may include the following

comparison operators =, <, and >. The operators >=, <= and

Ti= are not allowed. The number of predicate must be less

-

than or equal to 5. ;

RISS accepts up.to 10 characters for the name of a

U

—

-17 -
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relation and up to 20 charécters for the name of a column.
The latter can be increased by changing the value of
COLSIZE. The rangé of‘acceptable values are: from -125,023 '
S to +125,023 for integer. Real numbers can have exponent
ﬁetween -62 'énd +62 and the representation of mantissa is\

accurate to 8 decimal places. y -
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ITI. ENTITY RELATIONSHIP CONCEPTS

' 3.1 The Entity - Relationship Model S

4
L]

The application of the Entity-Relationship (E-R) model
to database desigﬁ was proposed in 1976 by P.dhen [13]:
Since then E-R modeling has become very éopular. It is usgd
to model the real world at a very high level (conceptual
leQel). This' model -ingorporates some of the }mpo:t?nt
semantic information about the reai/world.‘ Many semantic
data models have been developed based on the notions of
Entity and Relationship sdch as Mcléad's [31]. The E-R
model derives its formal basis from set theory and relation
theory. In database design applications, the E~R model is

used as a tool for the intermediate stage in the design

process. From the E-R diagram a DB designer can derive a DB.

schema for any of the Qhr;e popular data’models [12, 13].\'

In the entity relat&onship model a real world is
represented by means of enfities and relationships between
such entities. Each entity is characterized by a set of
attributes. Corresponding to each attributeh there is a
value set from which that attribute may take its values. A

value set may be common to more than one.attribute.

An entity in the E-R model 1is an object such as a
specific student, course, professor etc. Relationship is an

assoclation among entities such as STUDENT~CQURSE which is a
L9

- 19 -
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relationship betwéen the entity student and the entity
course etc. Entities are grouped into entity sets such as
all the specific studentsJ make the entity STUDENT. A
telaE}onship set 1is a relation among, n entities each taken
from the entity set. °‘All the instantiations of the
relationship STUDENT~COURSE make its relationship set. The
function of an entity in a relationship is specified by its
role. Mostly, the identifications of roles are same as the
n?me of the entities and because of that they are not shown
explicitly in the formalism. .Another important concept ‘in
the E-R model is the attribute. An attribute is a Eynction
that maps an entity set or relationship set into~a value set
or a Cartesian’'product of value sets. Certain attributes
which identify entities are used as entity keysi .In ;
relational schema the entities and relationghips are
translated into entity relations and relationship relations
respectively. In these relations the entities are
identified by their keys. The key of a relationship is
formed from the key of the constituent entities. On the
other hand there are entities whose existance depends on

other entities. For example a "section" depends on a

"course". It can not stand alone ih the world of

- university. This kind of entity is mapped into a relation

called weak entity relation. Relationships which consist of
weak entity relations are called weak relationship
relations, the other type of entities and relationships are

called reqular. This distinction is useful to maintain data
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integrity:

Elévin M. [19] has augmented the E-R model to enhance

~ its powér in order to solve certain problems faced by system

analysts in the use of E-R model. The augmented E-R model

involves the new concepts of operations and regulations. An

operation is an action that changes the state of the system’

being modeled. For example the signi.ng of a contract
between two ¢companies can be represented by an operation. A
regulat;.ion is a rule thet governs the content, structure,
integrity and operational activity of the model.

The E-R model has been chosen for this thesis for two
reasons: a) By modeling real .wo‘rld problems using the E-R
model I can get a DB design which is suitable for the
selected ppMS, namely RISS., b) 'This model embodies semantic

—

information (meaning of the data) that will be used in the

-

sentence generation module of my system (refer to chapters

VII and VIII).

’

3.2 Database Design for a University Environment

¢
The E-R diagram in £ig, 3.1 represents the analysis of

R \
information in a typical university. The diagram shows the

semantics of the database such as:

- 21 -
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a)

c)

The weak entity SECTIONS depends on the entity COURSES so

it can nbt stand alone.

The roles of the entities e.g. students, professors,
classes etc, in the relationships are stated by the name
of the corresponding relations.

It distinguishes between lin and m:n mappings, there is
no 1l:1 mapping in this case. ~ The relationship set
DEPT-STUD is a 1-n.mapping, it means that a student can

be registered in only one department.

e e e o




e e

1 n .
Departments 4@' Students

Professors

ROF -SE

B

. n

Sections

Classes

'y

Days ‘ o8

Fig. 3.1 The E-R diagram for analysis of the -information
of a typical university.

3.2.2 Value Sets Definitions

—— Y

The  nekt step in the design process of the DB is to
define the value sets. A value set defines ,f“{i:he type of an

attribute and the maximum number ¥ of acceptable

characters/digits for alphabetic/numeric types etc. This is

- 23 -
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indicated by the numbers in parentheses. The range of

_acceptable values.or they values themselves, is shown in  the

P

third column of fig. 3.2. CHARACTER means alphabetic

Fig. 3.2 Definition of Value Sets

characters.
L ¢ 4
VALUE-SETS REPRESENTATION ALLOWABLE VALUES
,
Dept-Name Character (15) All.
Course-ident _ Integer (4) All
Room-no Integer (3) 0 - 999
Students " (4) 5 - 1000
Name Character (20) all
Student-ident Integer (5) 0 - 99999
Program-Name Gharacter(4) B.Sc, M.Sc, Qual,
Ph.D
B Status Character (3) F/T, P/T
: Phone Integer 10000 - 99999
! Sex Character (1)’ F, M
; . Citizenship » (10) All
§ Course-Title " (30) All
: ,  Credits Real(2.2) ' 0.00 - 30.00
o : Capacity Integer (2) 5-99
: Grade Character (7) A, B, C, F, F/A
i Audit, In prog, Disc
: Campus \ Character (3) SGW, LOY, VAN
Department-iden " . (4) All
. Day " (3) Mon, Tue, Wed, Thr,
; ' Fri
2 Time Real (2.2) 8.00 - 23.00
' Senester-Offered Character (2) F, W, FW
Ry Section , Alphanumeri
{ . Character (2 All
B Stud-registered Integer(2) 5 - 30

Wf

The next step in the design of the DB is to define the

‘attributes for ?ach entity relation and” relationship

- 24 -
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relation and to’arrive at the value sets to which they are
mapped. Finally the keys must be defined for each relation,
The key in an entity relation stands for the é’ntity, while

the key attributes in a relatfonship relation stand for the

-«

constituent entities.

Reqular Entity Relation DEPARTMENTS -~
Attribute/Value Set
Dept-id / Department-ident
Dept-name / Dept-name
FP/T-stud / Students e
P/r~stud / Students .
Chairman / Name :

ot

Primary Ke (PK)
Dept~id

Alternative Key(s) (AK)
Dept-name

Regular Entity Relation STUDENTS
Attribute/Value Set
Stud-id / Student-ident
Stud-name / Name
Prog-name / Program-name
Status / Status /
Phone / Phone
Sex / Sex
Citiznship / Citizenship

Primary Ke B /
Stud-id '

Alternative key(s)
Stud-name

Reqular Entity Relation COURSES
_ Attribute/Value Set )

ourse-no / Course-ident
Crs-title / Course-title |
Credits / Credits’ : ¥
Semofferd / Semester-Offered

-25—
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Primary Key

Course-no ‘ .

' . . Alternative Key(s)
Crs-title

Regular Entity Reqular CLASSES
Attribute/Value Set
.Class-no_ / Room-no
Campus / Campus
, Capacity / Capacity
o ' L

\ , . “‘r’i

e

Primary Key )
f(Class-no, Campus)

Regular Entity Relation PROFESSORS
Attribute/Value Set
Prof-name / Name
Office-no '/ Room-no

-Phone / Phone
Sex / Sex
Campus / Campus

Primary Key
Prof-name

~ -

™~

Attribute/Value Set ,
Dept-id Department-ident
Stud-id / Student-ident

LS

Primary Key SO
(Dept-1d, Stud-iq) -

Regular Relationship Relation DEPT-CRS
, ' Attr!%uteﬁ: ~aEue~ et
\ . Dept-id / Depaktment-ident

: Course-no / Course-ident

/

Primary Key .
» (Dept=1d, Tourse—no) .

- 26 -
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Regular Relationsh:.p Relation DBP']:-!‘R!!‘

Attribute/Value Set . i ) :
| Dept-id / Department-—ident ST .

Ptof-n‘,a-e / Name -

"Primary, Kei(s) o ) . :
(Dept-id, Prof-name)

o

+ - * ‘ . R N
’ . —o

Regular Relatlonship Eelation ADVISORQ
) Attribute/Valué Set o .

- S8tud-1d / Student-ident °
Prof-name / Name

. i’riﬁmary Key
(Stud-id,. Prof-name)

< S '

Weak Relationship Relation SEC~CLASS
' E . AttrIbute?gaIue Set
Course-no,/ Course-ident
. Section / Section"®
Class-né / Room-no

. . Campus / Campus ) N

- Existance of SECTIONS Depends on - - L -
Existance of COURSBS

‘ Prima ] 1'% : ‘
(Course~no, Section, Class—-no, Campus)

,\ N - . . L
' ~—

3 L]

Regular Relat'ionshig Relation"CRs'gPRBRBQ

_Attribute/Value_Set , P . to
Course—-no- / Course-ident < / ’
?tetegsite / Course=-ident

: Primarx Key - ' e

(Course~no, Prereqgsite) : : ; .
’ »

“‘ ' ot ' M S

Régular Relationship Relation 'SM : ,
Attribute ue Set - '. !
Stud-1d / Student-ident o T ey , .
Course~no / Course-ident . ' ) }

Grade / Grade , i
.+ ‘Instructor / Name . . P

»

:~,
- 27 = | g
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: + Primary Key
o (Stud~id, Course-no)

8 Weak Entity Relation SECTIONS
-Attribute/Value Set
\ .+ * Sectlon / Section

Primary-Key
ection -
Course's Primary Key Through CRS-SEC

N L Weak Relationship Relation CRS~SEC
. Attributefgalue Set

‘ : . ' , Course-no 7/ Course-ideft

' . .8ection / Section

o i . \ , Stud-Reg / Stud-registered .

-

. A ] . v

3 : Exisgtance of SECTIONS Depends on

. - 7 - Bxistance of couns"‘%g -
. B — .

; ' ) o o Primary Key ' R \
P N ) ., (Course-no, Section)
L~ . ' 5

/ ( , .
: ~ \ Weak Rélationship Relation PROF-SEC

Attribute/Value Set
Instructor / Name .
Course-no / Course-ident -
Section / Section

xistance of SECTIONS Depends on
-+ Existance of COURSES

. Primary Key |
(Instructor, Course-no, Section)

'Regular Entity Relation DAYS
.. : Attribute/Value Set

. Day / Day .
~ Class-hrs / Time :

frimarx key
Day 0




‘relations of the E-R model are similar tp

Weak Relationship Relation SEC-DAYS

Attribute/Value Set o ..

Course-no / Course-ident
Section / Section

Day / Day

Tine / Time .

Existance of SECTIONS Depends on
Existance of COURSBS

Primary Key
{(Course-no, Sectiop, Day) , .

s

b
3.2.4 Derivation of Relational Model

\

from the E-R Model
S:00 XUe @R Dode-

The 'final .step in the design of a DB is the mapping of

the E-R  relations into relations in the relational model.

Both models use the concept of the relation (table form).-

Value sets in E-R modgl correspond to domains in the

relational pggel, Attributes in the E-R moéél convey
semantic meaning while attributes ih the félational model
are used to distinguish domains with the same name in the
same relation. Chen [13] éhows that entity anq relationship

3rd Normal Form

relations ‘but with ciearer semantics. From\%the aboved

~

discussion we ~see that. the translation of the entity .

relations and relationship relations from the E-R modél into

.

relations in the relatione} model is a 1-1 mappiné.

Fig, 3.3 gives a description of the aﬁcﬁe schemgﬁignoring

details such as value sets, weak entities- and relationshipsrn~
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This will help the readér’ to have an overall vie& and a

.global understanding of the schema, Attributes A underlined

. N .
with double lines indicate,secondary keys.

DEPARTMENTS (De t;ig,ﬁegt—name,F/T-stud,P/T-stud,Chairméﬁ)
STUDENTS (S tud-id, Stud-name,Prog-name,Status Phone,Sex, .
Citiznship)
COURSES (Course-no, Crs-title Credits Sem—offerd)

N
CLASSBS(Claqg-gg,Campus,Capacity)

PRﬂEBSSORS(Prof-naﬁé,Office-ﬁolPhone,Seg,Campus)
DEPT-STUD'(Dept-iQ,S'tud- id)

DEPT-CRS(Dept-ld Course-~no)

DEPT-PROP(Dept-ld Prof-name)

ADVISOR(Prof-name Stud-id)

STUD-CRS(Stud-id Course—no Gradé Instructor)

-

’CRS-PRBRBQ(Coursewno Preregsite) - ;;,;

CRS-SEC (Cour se-no,Section Stud-reg) \ / t\\

.
PROF-SEC(Instructor,Course-no,Section)

SEC-CLASS(Course—no,Section,Class-no Campus) ' .
SEC-DAYS(Course—no,Section Day,Time)
SRCTIONS (Section) : .

DA!S(Daz,Class-h;s)

- " r

/fFIg. 3.3 A Compact Form of the DB Schema - °
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IV. SENTENCE AND TEXT GENERATIQN

b 4.1 Introduction -
- N\

3

The purpose -of this chapter is to introduce the
grammars for natural languages. It also gives examples of
the ' research done by other researchers in the area of

+

language generition. At Ehe’Begining of the chapter the

three basic models of grammars for natural languages are

-

illustrated. We consider the classification due to Winograd

~

[46]. There are many other grammars not covered here; some

of them are modifications of the three basic ones discussed

I3

here and some have béen developed independently from other

-

models.
Text generation is complementary to text analysﬁs. ‘It
is considered easier to generate text than to analyse. Most

systems incorporate both input sentence / text analysis and

response sentence / text generation. All qguestion answering ’

systems involve both moddles (8, 21, 23, 24, 27, 33, 34,-38,
40, 43, 45]. Much 6% the effort on these systéms is
concentrated in the apalysis module. The development of
analysis module makes the design of the generation module
easier "because the latter will use the same semantic
gtructures and almost the same gtamﬁar with a few changes.

Fof'insthﬁce, in the case of an ATN grammar the tests and

' actions must be different for analysis and generation. Of

late, researchers have started to consider text generation

.
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indeéendéntly., The developmént of a text génergtion systenm
requires the same effort as that for analysis. The same
problems as for text analysis arise if we are interested in
the generation of good quality text that looks natural and
has anaphoric refefenées and such.

\

The early systems for text genera%ion did not use any
¢

knowledge representation structure. They generate sentéhces

randomly. The generated sentences are syntacticaly correct

but most of the time tpey are meaningless. These systems do

not have much.research interest. They have been developed

just to test the descriptive adequacy of the test grammar.

A system of this type is due to Friedman [21, 22]. Its

design goals are to, test the effectiveness of
transformational grammar. Later more sophisticated programs

were developed generating sentences from semantic structures

{7, B, 30, 38, 41, 47]. These systems differ mainly on the

form of the semantic structures  they use for the

representation’ of the knowledge, and in the types of ;hq/'

grammars they are based upon.

-
7
-

The design of a natural lan&uage geqeration sjstem can

Be broken down into the following'three‘steps. |
a. Design the structures .for the . representation of the
knoyledge. This will be required to generate meaningful
text. The knowledge which is represented by the semantic

_structure will be mapped to the generated text. '

N
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L |
b. Design a grammar to generate syntactically . correct

sentences. Transformational and ATN ‘grammar are two
examplés. The grammar wi&l use the semantic structures.
It will apply  transformations on the deep structure of
the response to generate surface level s;ntences.

. c. Apply rules of text and dialogue to generate sentences

that flow together making the text dialogue "natural”.

4.2 Grammars for Najkural Languages

~

Tﬁe structure of a natural language can be adquatgly
expressed by a grammmar which has the power of the Turing
machine. Chomsky classified grammars based upon their
power. His classificgtion divided the graﬁﬁars into the

following 4 types 15].

TYPE NAME RESTRICTIONS ON RULES

0 Unrestricted -None (It has Turing machine power).
1 Context -The right side must be at‘least ;;\
Sensitive long as the left side.
2 Context free -Left side must be a single nonterminal.
3 Regular ~-Left side must be a single nontermigal
‘ and right side mgst be a single termi-
nal or a single terminal followed by a

+ single nonterminal. . -

- 33 -
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Type O is” the most powerful; as the type number !

increases the grammar becomes more restricted.

[P

4.2.1 Transformational Grammar (TG) -

Some sentences which have the same structure can give
different meaning, and 'on the other hand some sentences with.
different structure can give the same meaning. For example

<
the following two sentences have different structureg.b

o ek w.Z-..;.: fapenes

convey the same meaning. ’

The student G.Bellos is advised by Professor
J .Mylopoulos.

Professor J.Mylopoulos advises the student G.Bellos,

-

Sentences are considered to have two levels of structure.

The deep structure which conveys the meaning of the sentence l

-

and the surface structure which gives the form of the

e
]

P

sentence [25]. !

oS

Chomsky has proposed the transformational modél as a

S on i iR

model for the natural language [15]. It has two components:

i
ERLA

(a) The base component which is a context free grammar that

v
q
4
%
{
R
r it

generates deep structures, and (b) ‘the transformational
component which consists of a set of transformation rules

that operate on phraée-structure trees sometimes called

- 34 -




P(hrase)-markers [46]. The transformation rules start with

'détails will be given on chapter V.,

®

the deep structure produced by the base component and they
result in the surface structure. A transformation rule
consists of a structural description (SD) which is a pattern
to be matched against the phrase-structure .tree and  a
structural change (SC) which specifies the operations to be

made to the tree if the SD of the rule applies. Some of the

transformations are optional which means that if they are
not abplied (when their SD matches), the 'meaning of the
sentence will not change and the final sentence will still
be correct. If they are applied, only the form of the
sentence will be changed. On . the other hand, there are
obl;gatory transformations which if they are not applied,
when their SD matches, will result in incorrect \gentences.
The applicability of some transformation rules |depends on
some additional conditions. The transformations are applied
only if the condition is true no matter whethér the SD

matches a P-marker or not. The transformational rule in

Fig. 4.1 is an example of the features defined above. More
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AG Agreement

"[ (PRE) [(DET)][(asg)] X] PRES Y ¢’
: ) ‘ PAST

SD: 1 2 3 4 .5 6

SC: . 1 2 3 4<aSqg 5 6

CONDITION: 4<@ . =
Fig. 4.1 A transformational rule

Many researchers have proposed extensions and

refinements to the basic transformational grammar model. A

feature which is worth mentioning is the rule ordering [1].

The particular ordering of transformational rules affects

the final generated sentence. There are derivations in

which rule A can be applied, followed by rule B but if [rule

B is applied before rule A, A is no longer applicable.

3
4

In the transformational grammar  model, the
tranformational rqles_have augmented the context free rules
of the basic component making the grammar more powerful.
Also, these rules add abilities to copy, “delete and move
fragments of the sentence. The interaction between its two

components is illustrated in Fig. 4.2.

This model is oriented for generation of sentences
rather than for their analysis. It can be used for analys]s
but the rdsulting algorithms have been shown to be too time
consumihé espeéially when there is a large nuﬁber of
sentences [48]. Algorithms to analyse sentences. are based

on applying the transformations in reverse [34]. This may

- 36 -
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q‘8yht;ctic Coniponent

Suxface ~l ‘ Phonological -—;-——ﬁ>Sounds
Strycture component
\ . T .
Transformational
. component
Deep ' Semantic —————>Meaning
stgfcture component
Base :
; component ,
; -
i . /
f - Fig. 4.2 The transformational model
} some times result in incorrect deep structures. Another
' problem is the combinatorial explosion of the number of
? possible inverse transformation sequences that can be
, applied to a given surface structure tree; because most of
i ‘
: the . inver#e transformational rules -are optional. The
tranformational grammar provides a syntactic description of
‘ a natural language which is far superior to that obtained by
’ other grammars. , o
13 - \/.‘/" -
1
X o 4.2.2 Augmented Transition Network Grammars (ATNG) -
v In the development of ATN érammars,fresearchers have

progressed from the Pinite State Transition Graphs (fSTG)}to
the Recursive Transition Networks (RTN) and' finally to

{
- 37 -
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Augmented Transition Networks (ATNj. A RTN is a FSTG except
éhat the labels on the arcs may be a nonterminal or a
terminél symbol, thus allowing recursion. The RTNs have the
power of a context free grammar. To make them hgre
.powerful, facilities equivalent to the transformational
component of TG have been augmented. The }esultiné grammar
. has a test associated with each arc of the transition
network which must be satisfied in order to follow that arc.
If the test is satisfied a set of actions are executed’ As
the arcg. is traversed. The actions construct pieces of
structure (tree s?ructure, case structure etc) and keep them
in certain registers. As the input is procéssed on the
subsequent arcs the content of the registers may be ch;ﬁged,
copied or deleted. This formalism is called the ATN grammar’
/andgit has been shown to have the power of a Turing machine
[é, 48] . | \
v
An ATN grammar has many advantages as a model for
natural language and two of the most important advantages
are the following: '

a) It provides the power of the transformational grammars

and ‘the perspicuousness of .the context free grammar

model.

- .
I

. Vil
b) It is a model that can‘be_used both for analysis and

generation of sentences.

A simple ATN from Simmons's system [40] which generates

#
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‘Noun 'Pﬁrases (NPs) is shown in Fig. 4.3. #bové each arc

therz is the required test, below the arc | are| the actions

must be carrieé out when the test succe\s. The SNT,

, ) \
ADJ, NOUN, DEF are registers, ATOM, CAR and CDR are LISP

. functions. GETLEX is a function in that system which takes

a structure name (e.g. TOK, ADJ etc) and| a morphological

attribute (e.g. NBM, TENCE etc) and returns the word form.

CST ATOM ADd \

SNT <-- SNT-!-(GETLEX‘ ADJ NIL)

(@ sNT <-- SNT+(GETLEX (CAR ADJ) NIL)
ADJ <-- (CDR ADJ)

(@) SNT <-- SNT+(GETLEX TOK NER)
Fig. 4.3 Noun phrase generation net

NIL is a LISP atom. TST and POP are arc names.

Systems which generiﬁe sentences based on ATN grammars
1ﬂ6iﬁde Simmons' [40, 4&, 42] , wong's [47] and Shapiro's
[38, 39]. These systems genergte s?nﬁences from deep
semantic stractures using ATN grammars. The tests and the

actions must be changed in an ATN grammar which is used for

' analysis of the sentences to be used as well as for the

- 39
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generation. Shapiro [39] has proposed changes to the basig¢

model , of the ATN grammar so that both the parser and the

generator can use the same grammar. ' ‘ R
\I
4.2.3 Case Graﬁmar 1
Case grammars provide a different ~appr@ach to the 3
problem of how syntaégic and semantic interpretation of
g natural lénguages' can be combined. Grammar rules are
; written to describe syntactic rééﬁer than semantic
relationships. The structures produced by the rules (e.g.
phrase-structure trees produced by cbntek; free rules) have
.; , also semantic relations than strictly’ synéacpic ones. A
- tase grammmar is a formalism which can represent semangic ,
. T relations in these structures [36]. F;r example the
syntactic structures of the next two sentences are almost ’
identical. A o | ' -
| 1. Mosher baked for three hours.
o ‘ 2. Theléijgbaked.for three hours.
-y ’

In the sentences the relationship between mother and

baking is different from that between the pie and'?akinq({"

The following case grammar analysis of the above sentences

'distinguishes between the semantic roles of mother and the
. o -
‘*Pife. <. ‘ i t - * 2 .

e ST MU, s i i e+ e
-
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sentence no.
! | ~ l ' é
2.

5

modificatlon to the

~

m e ke e e

semantic structure

(baked (Agent mothér)

(Time three_hburs))

(baked (Object the _pie)

(Time three _hours))

-

2

The casé grammar was proposed by Fillmore (18, 37] as a

theory of Transformational Grammar.“,

¢

“,hé%ording to him, a sentence in its basic structure consists

of a Proposition and a Modallty.

f . Modality o8 Includes modalltles on the sentence such as
’negation, tense,‘mood and aspect.
',’j° Proposition : Is a set of relatlonshlps 1nvolving verbs and s
S ‘nouns (and embedded sentences, if there are
a . | : any) This constituent is expanded as a verb-
i n’ . and one or more case’ categories. Each case
7 ‘ occurs only once. . ~ .
Q‘..‘ ¢ "
N ,
) It can be expressed using contexthfreeurules as gollowsb
ls S ===> M + P where S(entence), M(odality)ighd P (roposition)
P =-==>V + Cl + Cy +.:.+Cn‘(At least one'of the Cy iyl,J.,n \
. ¢ must. be chosen)
fsi --;> K + np f( 1jqnl{,.,n, K can be a~preposition \ i
] ‘ ‘ ,«'*“'( ) ' o or empty (#). \ :
. Do S . oA | , o
C e \\\ Tne set of caaes to be used is: A(gent), Counter_Agent
(ca_p}' (Q) bject, l}(esult), I(nstrument), G(oal) and |
E (xperiencer). This set is not unique and every application
e ‘ - - \
( . N \ P 4
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can have its own set of cases. In the following sentences

[y N

John is Agent (A)

'3.’ John opened the door.
(case frame: [O(higct)+k(gent)])
- \

4. The door was opened by John.

while thé key in 5 and 6 sentences is Instrﬁment (Iz.
5. The key opened the doof. ' ‘

§. 'John opened'the door with the key.

7. The door opened. .

. ' ' ~
The insertion oi the verb depends on the case frame of

¥

L

the ‘sentence. The case frames for the verb open in the

v .

. abQve  ‘sentences are:- [_O+A] in 3 and 4; [_O+I] in 5;

[__O+I+a] in 6; and . [0l in 7 which contains only ' an
O(bject). The case O(bject) is obligatory for the verb
opeh.‘ Sentences fsi open which do not havé it| are
ungrammatical. The ‘combined case fra@e for open in a more

compact form is [__O(I) (A)] wherein parenthesés indicate

optional elements,

i

The choice of subjects for generation of # sentence
follows the following rule
~ If there 1is an A(gent), it becomes the subject;.
othérwise if there is an I(nstrument), it becomes the
subject; otherwise the subject ig,the O(bj;ct). w

% - -

Let ud take a simple example to see hovw a sentence is

- 42 -
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: : ‘ past open & the door

Fig: 4.4 Deep structure of a sentence

structure of .a sentence is as in Fig. 4.4. Since the c
sentence contains only one case category namely O(bject), it

is obligatorily moved to the front to become its subject.

| ‘ T ‘Nl | V‘ |
-8~ the - door past open

- FPlg. 4.5 The structure of the sentence after
the first transformation

The result is shown in Fig. 4.5. .

-

. »

The final surface form after the inco;poration of the °

tense into the verb is in Pig. 4.7. . /:
, { o
. L
e : ' 2
- %43 < o
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‘After the application of
- Subject-preposition:deletion
. transformation, we get

1

the door past ' open

Fié. 4.6 The structure of the sentence after

o

subject-preposition deletion transformation

A

|
R

the door opened

[ ad
FPig. 4.7 Surface structure of the sentence .

Case

order to

gréﬁmar deals with semantics of a langﬁage and in

take care of the syntax it must be embedded within

., another formalism,

After Fillmore's proposal many systems have been

designed‘
g Ehem has
systems

formalism

based on case structures [40, 47). Each one Ofign
its own peculiarities. The tendecy in these
is to use case grammmar as a representation

for the semantic relatioships among objects.
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4.3 Work Done by Other Researchers’

4.3.1 Systems Focused Mainly on Géneration

of Single: Sentences

The presentation of the systems in this section is

focused on the generation of single sentences. Some of

¢

these systems like.Simmons's [41] can generate multisentence

,
P R ST A RS

text but that is not considered in detail. The examples in

this section show specific applications of the three basic

a

models of grammars, their advantages, disadvantages and

their interactions.

4.3.1.1 Sentence Generators Based on TGs

P
2 o
e

Bate's & Ingria's Controlled Sentence Generator . X

Bate & Ingria [7] have developed a sentence generator
to provide examples of particular constructions to soﬁe
tutorial lessons. ' They will be useful to formulate

Aexerbises for people with language handicaps' such as
deafness. 1Its diffgrence from other generators is that its
focus 1is not on what to express but on how to express it in
acceptable English. They have found TG as a éoogAdeel for

a the generation of sentences that are syntactically related
!

’ (e.g. Eiizjyéive and passive forms), By examining the

derivation trees. the system gets syntactic information about

the generated sentence. This knowledge is giyen to the user

# \l-,45 -
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e ———— L W, A e e e




. . z %
N 1 o I B e e e A VPRI R

as directions, hints to help him solving the exercise.

. 1 v gadh
P et o R R

el o

Their generator consists of tree parts:

~

]

* ‘a) The base component which creates the deep structure

- ETAPIRY
ey s s

tree in the X-bar framework using context-free rules. 1Its
input is a.set of constraints that determine the type of the
base structure which will .be produced.] The choice of words

to be inserted in the base structure tree is controlled by a

e s bt A e BT P S
B g T R NP T S A PR L APIT L. T, SO, T

dictionary and a semantic network.

P

@

i R,
T e M L

b) The transformational component which applies

e A

transformational rules to the trees to derive a surface
tree. Its difference from the traditional transformational
theory is that its transformational rules are not marked as
optional' 6r obligatory. In the standard theory if an
'- obligatory rule’ does not apply, the result is ruled out as /
ungrammatical. Here obligatory Fransfornatigns are applied
when a structural desc:iptiQn matches and, optional
transformations are applied at random. 1In this system the
surface structure form of a given deep structure is
determined by external processes and not by the
transformational rules. Because of this property fhe
acceptance or rejectién of the sentence does not depend on
the transformational rudles. The operations that are

pefformed- by the .rules are the classic transformational

z
E
&
i

operations such as substitution, adjuction etc. Operations

. S

which are usually performed by post-transformational

- 46 -
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processes in the base component such as morphing of
inflected forms are performed in this component.
Tr;nSformétions are applied cyclically and within each cycle
they are ordered. After ~ all- the cyclic Qyntactié
transformations have been abplied a set of post-cyclic
transformatiens are applied whose domain of operation ranges

over the entire tree. They supply the correct morphological

'forms of all 1lexical and grammatical items (e.g. plural

form for nouns, the proper form for pronouns etc).

C) The third part is a mechanism to control the first

two. A set of constraints directs the operation of the base

component and indicates which constraints are to be applied.
According to the authors it is the most syntactically

powerful generator, and it is fast, efficient and easy to

modify and maintain.

Friedman's Random Sentence Generator

Friedman [21, 22] has developed a generator based on
the tg}nsformational grammar model as presented by N.Chomsky
in [15]. In this system the user has the facillity - to
describe the- syntax of the deep structure through what is
called a basic skeleton. A basic skeleton is an incomplete

phrase structure tree which will be filled out by the
/ .

)
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program. The skeleton has constraints which must Dbe

satisfied by the generated deep structure tree. The

expansion of each node must satisfy the constraints imposed

‘U

on it. These constraints protect the systeﬁx grom indefinite
expansions for the case of recursive productions, There are
three types of constraints, dominance (DOM): ﬁBnquinance
(NDOM) and equility (EQ). Details of this are found in [{21)

and [22]. If there are more than one valid productions

. which can be used for the expansion of a specific node of

the skeleton then one is chosen randomly. The algorithm
terminates when there is no more context free rule to be

applied. The process is recycled if and only if there are

unexpanded sentence symbols in the current string. The tree’

produced by the generation program forms an input to the
lexical insertion program.

-2

The lexical component has the prelexicon which has the
definition of. certain features such as category of the word
and contextual features, and the lexical entries. The
lexical 1insertion algorithm selects lexica; ite@s from the

lexicon and inserts them into the tree. A word is inserted

~1f the tree satisfies the appropriate contextual feature

descriptions.

After the lexical insertion the deep structure tree is
fed to the transformational component. The order by whic¢h

the transformafzons will be applied is defined by the user

%




e

with the help of a specially designed contrbl language.

4.3.1.2 Generators Using Case Stractures

and ATN Grammars

Most of the systems which make use of case analysig use
it as a representation. formalism, describing the
relationships between a verb and the other objects such as
nouns. A case str:uctt;re can stand either for the answer to
a question 1in a question-answering system or for the
semantic representation of an input sentence or text. That
semantic . structure will be used by the generaf;;\r to
interpret it into a surface sentence. Many researchers have
found ATN grammars a good model for the interpretation of
case structures into surface sentences. Grammars in many

generation systems and the ones which are described briefly

in this section'are designed on that concepts.

Simmons' Generator Based on Semantic Networks

Simmons ‘[40, 41, 42] has developed a system that
transforms English sentences into semantic structures using'_
a grammar and a léxicon. A parser built from an ATN grammar
creates semantié networks while it parses a serltenche‘. Using
a different ATN \grammar than that of the sentence analyser,
Eﬁglish sentences are generated from the semantic network.

\
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Semantic Networks (SN): Semantic networks are a

convenieﬁt formalism for represeﬁting such ideas as deep
lstrugture, underlying semantic struct&re, etc. They reflect
the iinguistic theory of deep case structures originated by
Fillmore {18]. The semantic analysis of a sentence
transforms it into an unambiguous representation. This

‘representation consists of concept nodes interconnected by

means of semantic relations.

Each sentence pas an underlying structure of a verb,
its modality (tence, aspect,‘ mood etc) and its nominal
arguments (any structure that functions as noun). The deep
case analysis for the sentence, John broke the window with a

hammer is in Fig. 4.8.

MODALITY CAUSAL_ ACTANT2 (CA2)
CAUSAL_AC T1 (CAl) EME (T)
TENCE:past '
VOICE:active . hammer
FORM:simple John window
ESSENCE:positive

MOOD:declarative

Fig. 4.8 Deep case analysis of the sentence
"John broke the window with a hammer"”

A concept node is a term such as éi (contextual meaning of a

word) or L, (a meaning in the lexicon). Semantic relations
are relations as the following
1. Connectives (OR, NOT, BUT etc)

2. Deep case relations (e.gq. T(heme)a C(ausal)-A(ctant),

N - T v

.\‘ “N
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G(oal) etc). -

'3, Modality relations (e.g. MOOD, ASPECT, VOICE etc). '

4. Token substitutiéﬂ~}TOK)en

5. Quantitative relations (e.g. NBM: '(number), COUNT,
DET(erminer) etc) -

6. Attributive relations (e.g. POSSESSIVE, SIZE, HASPART

etc)

7. Set relations (e.g. SUP (erlative), PARTOF, EQ etc)
fﬂey can be viewed ;s a set of triples (A R B) where A

and B are nodes and R a relation. The sentence dJohn broke

"the window with a hammer has the semantic network structure

in Fig. 4.9.

4

Cl TOK break C2 TOK John C3 TOK window C4 TOK hammer
CAl Cc2 DET Def DET Def DET Indef
THEME C3 NBR S (ingular) NBR S NBR S
CA2 C4 ’ ¥ PREP with

Pig. 4.9 Semantic netﬁq;k structure for
"John broke the-window with a hammer"

It can be represented in a graphical'fégm as in Fig. 4.10

FPig. 4.10 A SN in graphical.form

- 51~ - | :
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Sentence Generatfon from Semantic Networks (SN):

The

generation . algorithm is based on an ATN grammar and a SN.

The SN drives the grammar to generate meaningful sentences.

If we .generate ‘sentences using only an ATN grammar and a

lexicon the sentences can be 'syntactically correct but

semantically meaningless. The use of .the SN in

generation process make them to ﬂbe meaningful.

the

The

conditions oqsthe arcs of the ATN are tests for syntactic or

semantic agreement, or the presence or absence of lexical

features characterizing the £form, The operations

are

transformations. 1In a semantically,controlled generator the

conditions and transformations associated with an arc in the

ATN are applied to semantic nodes of the

and generating sentences from them.

SN,

transforming

Using SN, multiple sentences can be generated as well.

The generator function takes a list of nodes and a grammar

as its arguments, e.g. GEN((El,El6),GR).

process new nodes may be added in the 1list,

In the generation

and nodes

age

/remOQed as Qheir generation 1is completed. The discourse

generator stands above the sentence generator.

In order

to

select portions of the SN from which sentences are to be

generated, to exert thematic control via choice of subjects

and the ordering of sentences.

$
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Wong's Sentence Generator in TORUS 5

Knowledge Representation using Case Grammar: wbng [47]1

uses case grammar as a knowledge representation formalism,
to encode general knowledgé . for the domain of discourse.
Wfth eaéh event (verb), he has Fssociated one (Oor more) case
frames. For each case.he finds a concept (n;un, adjective)
thgt'can fit the role of that case and connects the event
and the concept with an edge labelled under thé’name of the
case. In the sentence

8. John broke the window with a baé. R
the event 'is break whose case frame is (AAO,I{. ~ This case

-

break

window bat

' Fig. 4.11 Case frame represéntation for
"John broke the window with a bat"

frame representation is shown in Fig. 4.11. Wong has

extended Fillmore's set of cases in order to describe all

the actions in his domhin of discourse.

‘SELECTOR is an important routinelin wWong's sentence
genengggf which accepts a déép case representation of an
answer to a user's questi&n. Thé griph in Pig. 4.12 which
is input to the SELECTOR represents the answer to the user's
question .

9. What is John Smith's addcess




B

ADDRESS

"staﬁtiation) H(afacterisﬁic)

ad rel,time .
CH | N V.
(. . »
John.Smith 123.Pual.st . ° . T.present T

Fig. 4.12 Input graph to the selector

The SELECTOR builds a graph fo} the OUTPUT ROUTINE
(another iﬁportant routine in Wong's - generator) to work
with. The SELECTOR'S output"grapﬁ "has a few additional
cases than the input one. Its -difference from the
SELECTOR's input graph is  that it is more"
"surface - structure" oriented." It | contains syntactit
structures, prepositions, ordinal, quantifiers, adje;tives

-

etc.

The SELECTOR's output graph for the above example

'(createdk from the graph of the Fig. 4.12) is shown in

Fig. 4.13. Clearly Wong has used case germ&r to represent

the relationships among the objects ih the domain of

discourse namely the relationships betweed events (verhbs)
concepts (nouns, adjectives) and characteristics. His list

of cases will change if the domain of discaursé changes.

.To arrive at the graéh in Fig. 4.13 various rules and

transformations have been used. . Case placement is a set of.
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M1 0_0_0_0_2 0 (Modality List)

’ _ . i SOR'N v
1 R
, (alue) /
+SING | add 123.Raul.St
: AY
GEN (itive) ’
' John.Smith
) +PN
‘ +HUM .
+MALE
* -SOR:Surface Ordering Rule . . .~

** 'CN:Common Noun

Fig. 4.13 Output graph from selector

transformations whicg map a deep case structure onto a
structure which is the same as the "deep structure”. of the
standard ﬁheory of transformational grammar. Baéically,
case ‘piacgment transformations’ have to pick a case as the
\\;ubjecif one’ to be-the object (if the ‘veéb is transitive)
’ & 'and the other, |cases become either complemerts or
‘9p6a1tional phrises. Two suéh’transformations froﬁ Wong
[47] are 9 and 10, given below:
9. If there is an Agent, it would become Subject
10. If the case Dbject were not the Subject. it would
. become the ﬂirect object. ’
Similar to case placement rules can be found 1in rillhore'
[18]. Case placemeng traneformqtionl also find thc

l

apptopriatzérrépositiansfto be associated with the cases and

]

)




two of 'them are in Fig. 4.14. Their reason is: (a) The
preposition for agent is by. ' (b) The preposition for the

instrument in by- if ?here is not agent, otherwise it is

4 , . CASE PREPOSITION
a. Agent E}f
b. Instrument with, by

. -
* .

Fig. 4.14 Case - Prepositions Association'
with. These are used by. Wong mainly to construct the
Surfaée —Ordering Rule (SOR)-case frame, which plays an
important role in the generation of a sentence. We assume
that we have the event break with £he following cases
(A,0,I,T), According to case placement trangformations,
A(gent) 1is the Subject, O(bject) is the direct object,
I(nstrumenf) and T (ime) are adverbials (prepositional
phrases) . Augmenéing the SOR with the prepositions, with

for I and at for T we get the final form for the SOR

A_O_with, I_at, and T which corresponds to the sentence

11. John broke the window with a bat at noon

? .;’f'I

ATN Sentence Generator for a Case Grammar System: Wong [47]

has implemented an ATN grammar which generates .Sentences
.Erom a deep case network. In ATN the transitions from state
to state involve testing the deep structure and the
registers peing analyzed. If the tests were positive, some
operations are performed on the deep structure and relevant
1n£ormatibn is' stored in a set 'of rogisterl.

Ay
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Transformations are carried out from state to state. ATN is
an efficient tool fsr realizing many of them. for embebbed
structures such as complements agd relati;e clauses, the
gramma} invokes other parts of the grammar to transform the
embedded structures into surface sentences. The egdges
between two nodes are ordered 1,2,3,..etc. A test attached
to eaeh edge is evaluated based on that ordering starting
from éhe first node and so on until a TRUE outcome is
obtained‘to jump to the next state. . There are three special

action functions -in the grammar namely PUSH, POP and JUMP

and three preactions before every PUSH, An interpreter-

carries out bperations of the grammar. It has three main

]
functions, the MONITOR, STEP and ACTIVATE.

The MONITOR takes two arguments. Omne is a pointer to a
state of the ATN, another tc a node in the input graph

(output graph of the SELECTOR). Initiﬁlly the two arguments

- point to the siarting state of the ATN and the event node of .

" the input graph. The MONITOR then calls fuzs}}on STEP to

|
make one transition in the network. Whgp/STEP returns, the

. MONITOR concatenates the string returned by STEP to .the

register SENTENCE. 1If the state\réturned by STEP were the

final state of the grammar and if control were now 1in the

highest level of computation, the MONITOR would return ﬁiéh

‘the sentence in register SENTENCE. If either one of the

above conditions is not satisfied, STEP is called'with a new

4

state of the grammar and a new pointer to the input graph.

14
>

»
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lled from STEP. 1t takes a~ label of a

gset of statements as argumenéland branches to it. After the

———statements are executed, it returns to the place where it is’

called. The folloﬂ;qg set of primitive'functions (actions
and forms) are used by ACTIVATE, (SETR, SENDR, GETF, SETF)
which éérform the same tasks as they have been defined by
Wood in [48]. \

The grammar has three main components: Sentence, Verb
String and Noun Phrase.
1. Sentence network is a top level network which controls
the generation of complete sentences, -
2. Verb String Network is a direct realization of Chomsky's
treatment of auxiliaries. Basicaliy the network
generates the necessary verb string based upon a set of

-

modality registers such as VOICE, ASPECT, MODAL etc.

3. Noun Phrase Network generates complements, conjoined noun

ph;aqes,~complex noun phrases and personal pronouns.

»

Shipiro'g Sentence Generator from Semantic Nets
e

Shapiro's [38];géherator generates surface strings from

semantic nodes of a semantic network. The generator accepts

as input a node from the semantic network and optionally an

ATN grammar. Calls to the generator with different nodes

results in different sentences. For example the calls ¢

- 58 - it fh‘
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A

and c, to the same network with different nodes (M0026,
M0023) result in the responses Iy and r, respectively,
Pig. 4.15. ‘)

C, (SNEG M0026)

rlléﬁggflie’ is believing that a dog kissed sweet yoqnq

c, (SNEG M0023)
r, (A dog kissed sweet young Lucy)

Fig. 4.15 Calls to Shapiro'stéenerator and
the corresponding responses. ~

)

Actually the generator expresses the concept
represented by the input node (e.g. M0023, M0026, etc) in a
natural language surface string. SNEG is the top leyel
generator function, M0026 ana M0023 are nodes in fhe SN.
The nodes in the network represent concepts which may be
rspsoned jgﬁut. The edges represent semanti& binary

relations between nodes. A difference in Shapiro's SNs .as

compared to Simmons's is that Shapiro's SN representation

does not include information considered to 'be features of'

the surface string such as tense and voice.

.
-

The generator uses an ATN grammar which differs from

that of Wood (48] on the types of actions, arcs and forms.
The form of the generated surface string (sentence, NP, etc)
depends on the ATN node vwhich optionally is passed as
parameter to the generator. If the grammar node is not

given, generation always begins from a specific node of the

ATN. Each arc of the ATN nodes has functians which examines

§
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the SN connected with the given semantic node to 'decide'
for the surface form of the sentence which will describe
that node. Different ATN nodes may generate different

surface forms for the description of the same node.

In‘ d more recent’paper [39] Shapiro lists the changes
required in the ATN grammar as it has been proposed by Wood
to be used both as a model for analysis and for generation
of sentences. He proposes new\:;pes of arcs, aétions and
forms. The benefits from such changes is that parsers and
-generators can be written using the same grammar. A single
interpreter can be written for both the parser and the
generator. He also proposes a set of conditions under whiéhk
the game 1lexicon can be used from the parser and the

v

generator.

4.3.2 Systems Focused on Multiple Seritence Generation

Most research in the area of text generation ‘has

concentrated on sentence generation which 1is a very.
, challenging research topic. .There are cases such as in
Computer ~ Assisted Instruction (CA1) where single sentences
are not adequate, It is necessary to have multiple‘
sentences or even multiple paragraphg to communicate complex

information.

There are several a&atius which generate multisentence

»
h
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teit. ‘They can be divided into two groups according to the

technique they apply to generate the text [29].

a. The simplest case is by having prestored information in
frames. The material 1in the frames usually includes
paragraphs of text to be presented. 1In the case of CAI
they can have specific questions with their expected
'correcé answers and some expected incorrect answers.
This type of generation does not have reasoning. This
type of systems are not interesting from research point

of view. ' “ " ¥

b. Text can be generated from knowledée structures. This
technique'involves the translation of the knowledge into
sentences. The qﬁality of the ' text depends on how
knowledge is structured. This kind of systems are very
important. I will present two such systems: Mckeown's
TEXT [30] and Carbonell's SCHOLAR [8]. '

\,

Carbonell's SCHOLAR

re

' SCHOLAR [8, 9] is a mixed-inftiative instruction system
which generates multiple sentences. Its database is about
the geography of the South America. A segment from a sample

aelsi&n with a user is shown in Fig. 4.16.

‘\- 6l - ' , | oo '
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: .
Student *Tell me something about Peru
) Scholar Peru is a country.
It is in South America.
The population is approximately 7000000
people.The capital is Lima.

P

Student *What is Cordoba ?*
Scholar Cordoba is a city.
’ It is located in Argetina. .
The population is 7000000 people.

Fig. 4.16 A fragment from a conversation of
a student with SCHOLAR'

In~SCHOLAR the knowledge for the domain of discourse is
represented in the form of semantic networks. Units aré the
basic components of the semantic network. Each unit is
associa;ed with a name such as Argentina, latitute, South
America etc. It has semipkiéngformation about that object
in thg form of propettie;. Units form complex networks of
facts, concepts and procedures, SCHOLAR uses its semantic
network to generate the responses, by making calculations

and inferences. The strategy adopted for the generation of

sentences is that of using short sentences with no embedded

clauses and a limited repertoire of verbs. 4

Mckeown's TEXT System

TEXT [30] is a sfﬁtcm vhich generates text_ot paragraph
lenght from a database (DB). It can anwser questions of the
following three. classes: a) questions about information

available in the DB b) rcquolts' for definitions; and ¢)

i




N R B WO T e tr s sy«

o ————————— IS S wrn

questions about the differences between DB entities. The DB

it uses is a portion of the Office of Naval Research (ONR)

which contains information about vehicles and destructive
devices. Questions must be phrased in a special notation.
For example, the questions of the first class must have the
form. ,
(definition <e>) where <e> represents an entity in the DB
TEXT's‘reaponse to the question
Wwhat kind of data do you have ?

is

A1l entity in the ONR database have DB attributes
REMARKS . There are 2 types of entities ih the ONR
database: destructive devices and vehicles. The
vehigles has DB att:ibutgs'ﬁhat provide informaﬁion on
SPEED-INDICES and TRAVEL-MEANS. The destructive device
has DB, attributes “that provide information on
LETHAL-INDICES. ¢

To answer questions about the structute of the DB, the
knouled§§ base ‘'is accessed. It has a high-levél description
of the classes of the objects in the DB, A subset of the
knowledge base 1s selected which hih information relevant to
the question, It is‘called the relevent knowledge pool.

Schemas, which encode , aspects of discolrse structure are

»

used to guide the generation process, a schema is shown in.

Pig. 4.17. " : L <
\ﬂ,///’,‘ - 63 - | i '
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attribute/identification (entity)
constituency (entity)
{attributive/identification
(sub-classl, sub-class2,..)
{evidence (sub-classl,sub-class2,..)}}+ o
{attributive/analogy (entity)} f

Fig. 4.17 The constituency schema o

There are four types of schemas each associated with
different type of questions. For example the constituency
-schema described above 'is used in situations where an object

or concept can be described in terms of its subparts or

subclasses.. , - d

Once a question has been posed to TEXT, a schema is \

selected for the response structure based on the type of '

i

question. The mapping of schemas to question types is shown

in Figl 4-18. lk

Schema name Type of Question , \
1. Identification - requests for definitions 1 \

2, Attributive - requests for available information \
- . 3. Constituency requests for definitions

-~ requests for available information
Requests about the differences
between objects.

4. Compare & contrast

Fig. 4.18 Schema - question type mapping S

FPor example in response to the question: What is a D

projectile?, the constituency schema is selected because

more information is available about sub-classes of the

guided projectile than the guided projectile itself.
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Schema Selected: Constituency

Predicates’

1. Identification

2. Constituency S
3. Identification

4. Identification

S. Evidence

6., BEvidence

7. Attributive

N Y s St AR TR S5 S st CHA) AW

Fig. 4.19 Schema selected for the request,
"wWhat is a projectile?”

After a schema has been selected, - it is filled by

matching the predicates it contains against the relevant
knowledge pool. The semantics of each predicate define the
type of information it can match in the knowledge pooi. The
following response is ‘generated from the schema shown in
Fig. 4.19. |
1) A guided projectile is a projectile that is
self-propelled. 2) There are 2 types of guided
projectiles in the ONR database: torpedoes and
missiles. ' 3) The missile has a target location in the
air or on the earth's surface. 4) The torpedo' has an
underwater target location. 5) The missile's éarget
location is indicated by the DB attribute DESCRIPTION

and the missile's flight capabilities are provided by

the DB attribute ALTITUTE. 6) The torpedo's underwater
- capabilities are pfovided by the DB attributes Qnder

| | DEPTH (for example, MAXIMUM OPERATING DEPTH ). 7) The
guided projectile has " DB nﬁtributeuﬁA
TIME_TO_TARGET _ UNITS, nonz_men;_uuxrs and NAME,

- 65 -
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The sentences are numbered to show that éhere is 1-1 mapping

of the predicates with the generated sentenges.

The schemas are implemented using a formal;sm similar

to‘an ATN. A focusing mechanisam is used to provide further
‘constraints on the  selection of ‘information to be talked
about next. The new sentence will be tied in with the
previoué discéurse in an apg;opriate way. When the response
‘ has bgen constructed, the system passes the _ response

representation to a component which uses a functional

drqmmar_to txanalafe it into Engiish.

-
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V. A TRANSFORMATIONAL GRAMMAR FOR SENTENCE GENERATION

// The requirements on the choice of a grammar are the

/ :

following.

a) To be able to generate responses for each type of valid

query expressed in SUBSQL.

b) The underlying grammai should express clearly the
\

. syntactiec — relationships of the constituents of the

{
%
i
i
:
§
i
;

K sentence such as deep structure subject, 'deep structure

object etc. This requirement is needed because of the

. way I have designed the semantic structures and because
of the way the generator creates the deep structure of
ﬁhe sentences.

c) The model of the grammar must be oriented and designed to
be usedful for sentence generation as opposed analysis.
The tgénsformatibnal model of grammar satisfies the above
requirements and our design of the generator is baséd on it,.
The first requirement will be satigfied depending on how big
the grammar is. The other two ~are mainly iphegént
characteristics of the transformational model. Many
researchers use the ATN model. Although an ATN grammaE“
could be designed to generate sentences, it can not satisfy

( the second requirement.

; 5.1 Bage Component
The base component also called phrase structure
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component gengrates the deep structure of the seﬁtenceq and

inserts
lexical

the next

The
Rules (
indicate

example T can be expanded either
T ---> PAST. Symbols in parentheses'arq optional.  How the,
derivation of the deep structure of a sentenie proceeds is .
exglaineq in chapter VII, here 4ohly 'thef?éSrtules ‘ﬁre . “ i

presented. . " B o

ithe lexical entries

[

into . this structure. The '

insertion will not be discussed hete, it is done in
chapter (VIj. X . . o

\ -

$.1.1 Phrase Structure Rules (PS-Rules) .

4

N
a
.

]

v

base component contains a set of Phrase St:uctpig

or r?arite rules) as shown in Fig. 5.1. Braces
alternative expansions of the same symbol. For

as T --=> PRES or as

o ’

'Y F

8

at




§ -i->  (PRE) NP AUX VP

“PRE =-=-> (NEG) (Q)

AUX ===>'T (M) ,
I pm} ’ ’
\ ""m\s'r ’ , -
| (PP)}
VP ---> (Have en) (bé 1ng) v (NP) (8) J(MAN)

. ITHER) .
PP ===> AND PREP NP
OR :

MAN ==-> PREP P

NP ——=> (OET) N (®P)" (S) |
({:g.ss THAN}) I . -
DET ==--> ART (S) o oy
DEF ’ \ ’
ART --~> (WH)
INDEF | .

r

Pig. S.1 Phrase structure rules

o ’ ©
! - f

chaptcx‘:‘ and the thesis. S(entence), PRE(lontcnc,), Noun

Phrase (NP), AUX(ilifary),‘ Verb Phrase (VP), Proposii:ional .
Phrase (P.P), T (ense), ﬁ(odal). NEG(ative) , * 'Q(unytion).,

V(erb), PRES(ent), PREP(osition), N(oun), ADJ(ective),

4

DEP (inite), INDEP (inite),’ ur(ultvq), m(ncz) - agentive
phrase, mu:ninor) s+ ART (icle), 8 (untcn“ bounda:y). The
upcctualu (have en)  and (bc ‘ing) are !uturu ot tho VP in
other 7Gs as in [1] they aze ttum as constituents ot th
AUX. The symbolisa som’ m t.hu the lm un be

o . ¢ TN

-".\‘ \‘“ R

b o

The £ollbwing abbreviations are used throaghout this

P SR,
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repeated one or more times.

L

5.2 Transformational Component

The transformational component converts the deep
structure into a surface structure by applying spccessive
! ~N transformational. rules (T-rules). The transformational

rules are applied on P-markers.

! B

. : 5.2.1 Structure-Building Operations , e

the P-markers to transform theml. The basic operations are
- shown in the SD of the T-rules. The operations required by
- - ' this transformational component are the following:

i _ a) Sum‘igution: This operation substitutes one s.ti*ptree by

=

f ‘ SD: A B C

Lo : ) 1 2 3
& . sc: 3 2 g

’ ]

~ ’ Co ‘
another. The above T-rule when it 1is applied on ' the

P-marker I gives\the P-marker II, as shown in Pig. 5.2, It
[ ) o7 : 1
pub}titutu constituent A by constituent C. /

' ,
v ' '
. L4

‘

! v ) ' ! u| ‘

1? . . ¢ ‘
) 4.}* . .
. \ * ! . ! !

1
I ) -’70 -
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Each T6 has some basic operétions which are applied on -
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P-marker I P-marker 11

Pig. 5.2 Illustration of the substitution operation

!

b) Deletion: This operation deletes a subtree. For example

' 8D: A E 4

\ R 1 2 3

sC: & 2 3
the above T-rule when it is applied on P-marker I gives the
P-ni:ker I1I, as shown in FPig. 5.3. It dclntci constituent

Ve N

’

P-marker I | ‘ ‘ P-nnfkot I
Pig. 5.3 Case I: Illustration of d,lation operation
In case that some constituent X is the only dauﬁhter of some
constituent Y and the del;tion of X is defined, then Y is
deleted as: well. This is shown in Pig. 5.4 by\applying
d

again the previous T-rule. The T-rule requires the 'deletion

of A but B is also deleted.

v
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P-marker I P-marker 11
Pig. 5.4 Case II: Illustration of deletion operation

c) Sister Adjunction: This operation introduces a subtree

under the immediate domination of some—constituent which has

SD: A B G
1 2 3
SC; 1+43 2 £~ "+" means sister adjunction

at least one daughter. The above T-rule when it is applied
on the P-marker I in Fig. 5.5 gives the P-marker II. G is

adjoined as sister to A.

NPV

P-marker I P-marklr II
., Pig. 5.5 Case I: Illustration of sister adjunction
If a constituent X is the only daughter' of a constituent Y,
and the sister adjunction of Z to X is defined then 2 does
not adjoin Y he above rufe when it is applied to P-marker
I Pig. 5.6 give

the P-marker II. The rule requires G to be

adjoined as sister to A, so it is adjoined as sister.

v
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f-narker I ; ) P-marker II
Fig. 5.6 Case II: Illustration of sister adjunction
If a constituent X is the only daughter of a constituent 2z,
X is to be adjoined as a sister to Y, then 2 is aéjoined to
Y. The above rule when it is applied to the P-marker I in
Fig. 5.7 gives the P-marker 1I1. The rule réquires G to be

adjoined as sister to A, but F is adjoined as sister to it.

D B L
P-marker I P-marker II

Fig. 5.7 Case III: Illustration of sister adjunction

d) Daughter adjunction: This operation introduceg a subtree

under the immediate domination of some constituent which

does not domihate any other constituent. For example the

T-rule, R
8Ds A B C
1l 2 3 o
8C: 1«3 2 4 "<" means inmediately dominates

if it is applied on the P-marker I in Fig. 5.8 results in
P--arkir II. The T-rsln requires C to be immediately
dominated by A.
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P-marker I P-marker II
Pig. 5.8 Case I: Illustration of daughter adjunction
If a constituent X is the only daughter of a constituent 2,
X is to be adjoined as a daughter to some constituent Y
which dominates no other constituent, then zI:s\adjoined as
-—_a daughter to Y. This is shown in Fig. 5.9 by applying the

above rule. D is adjoined as daughter t6:A instead‘of C.

\
P-marker I P-marker II
Pig. 5.9 Case II: Illustration of daughter adjunction

5.2.2 Structural Features of the Transformational Rules

Bcto:i presenting 6! the transformational rules some
features ot‘théit structué; are explained. '
a) A label bracketing means that a subtree either must have
\x_cottatn analysis ;z it . must dominate some .particular

-
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8D: A (B C]D E
1 -2 3 4 .
8C: 1 -8 3 4

subtree. For example the above T-rule matches in the next

tree. 1Its SD requires among other things that it must

consist of B and C. The following T-rule is also applied to

the above tree, its SD requires that the same subtree D must

dominate B followed by C.

$D: A [B C]D
2
L

= b
ww N

SC:
b) A subtree must be identical or not identical to some
other subtree, this is not expressed in the SD but in the

condition part of the rule. For example the rule

SD: A B A
1 2 4 .
8C: 1 2 4

- C
3
=
Condition: 1 = ¢
cannot be applied on the P-marker I but it can be on the

P-marker II of the Fig. 5.10.
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S AN

P-marker 1 ’ P-marketr I1

Fig. 5.10. Illustration of the use of the condition
in a T-rule. ~ -

c) A trasformational rule may include syntactic features of
a complex symbol (syntactic : feature vector). The next

T-rule in order to match a P-marker, among other things, it

sD: A [(+a)1( c
2 3
' 8C: e 3

-

requires that the symbol B must dominate a complex symbol
with the syntggtié/;;ature (+d). This T-rule matches the

above P~-marker.

/E\c .
N {

word

0 \ {ﬂd)}
g

7

d) Transformations of the following 10:5 match a ycrminal‘
8D: A (+c) B
i 1l 2 3
. 8C: 1l 2 4
string, if it can be segmented into three substrings of
which the first is an A, the second is a complex symbol with

the feature (+c) and the third is a B.
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o There are two ordered sets of transformational rules,
“lv ,

the cyclic and post-cyclic. The cyclic rules apply in

sequence first to the lowest sentence, The sentences are

seperated by the sentence boundary symbol (%). There is a

T-rule which removes the boundary symbol. It is the finally
applied T-rule. It makes the senténc; at the next level
lowest., For example if we apply the following two cyeclic
T-rules on the P-marker I of the Fig. 5.11, wé get the

P-marker II after their application in the innermost

SR T-rule 1: SD: $ A X B %
S 1 2 3 4 5
§ s SC: 1 2 3 & 5
' [
f v
4 T-rule 2: SD: $ X 8
) 1 2 3
: SC: 9 2 @&

N

S [} S

L | I
0> | A/<cz
'P-market I P-mark€¥ T1 P-~marker III

Fig. 5.11 Illustration of the application of the
cyclic T-rules,

sentence (S,). Now sentence 8, is the lowest sentence, the

application of the T-rules on it results in the P-marker .

I%I. _ ‘

Vmarn
]

After the application of the cyclic T~-rules the

-J7 -



resulting P-marker is the input to the post-cyclic T-rules.

These rules are also ordered. For the example if we apply

SD: A C
1l 2
SC: V. S

the above post-cyclic T-rule to the P-marker III of the

Fig. 5.12 Illustratiég‘of the application of £he
post-cyclic T-rules

?
£

Pig. 5.11 we get the P-marker in Pig. 5.12. The T-rules,

both the cyclic and post-cyclic are always ordered. The
symbols N1, N2 stand for specific nouns. Any other symbol

which has no corresponding abbreviation as the ones give

above, 8such as ADJ(ective), 1is assumed as variable. A

3

variable e.g. X, X1, X2, xS) 2, etc can match anything.

The symbol "a" is used to denote the alternative where both -

"+" and "-" are applicable, e.g. aHuman.

5.2.3 Transformational Rules

A subset of T-rules are presented in an order in this
section. Readers interested for more T~rules they can refer

{28} . f : ‘
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Cyclic Rules

PABéIVE Passive OB (ligatory)

SD: & (PRE) NP, AUX V (PREP) NP, X PREP P Y %
1 2 34 5 6 71° 8 9 10 1112
8C: 1 2 7 4betent5 6 o 8 9 3 1112

Condition: 3 £ 7

IV

RELPLACE Relative Placement OB

SD:r % X ART S8 N Y &
1 2 3° 4 5 6 7
§C: 1 2 3 -8 5+4 6 7

' ]

AUXFILL Auxiliary Filler OB

-

SD: & X T Jbe Y v z %
have Am ' Q
1 2 3 4 5 6 7 8
8Cs 1 2 3+4 & 5¢ 6 7 8 2
- ) ’ ’
AG Agreement ' OB
SD: & (PRE) [(DET)[(aSg)]ly Xlyp pm:s} Y 8
. ' PAST
1 2 3. 4 5 6
8C: 1 2 3 * 4<a8g 5 6

Condition: 4<9

WHAG WH-Agreement OB N »,
"‘ .

8Dt % X WH (INDEF] (ever) [(aﬁuman)j;‘ Y s
_DEF .

1 2 3 4 5 6 . . 7 8

8C: l1 2 3. 4<aHuman 8 6 7 8

Condi/tiongl <y




- PROGDEL érogtossive‘ Deletion OB

SD: 8 X N (PREP)+WH+DEF N Y §
1 2 3 4 5 6 7
SC: l 2 3 4 & 6 1
Condition: 3=5
AF Affix OB *
' T NP .
-C (+V) -
8D: $ X 1ingf J(+M) Y % .
en have
be
1 2 3 4 5 6
SC: 1 2 @ 4+3 5 6

Condition: 5 = a terminal string 8] + 8y ,..8,

such that 8, » -C, ing, en, or T and
2= 2a termil‘lal string t, , ty seerty o
such that t, > (V) or (+M). .

AGDEL Agent Deietion OP (tional)

8D: % X ([PREP+INDEF+[(+PRO)], ] Y %
. 1 2 3 N MAN 4 5
8C: 1 2 : & 4 5
DETDRL Deternix}u Deletion OB
8Dr % X [DET [(-DET)ly (¥)lyp (2) %
1 2 3 4 5. 6 7 )
8C: 1 2 & 4 -8 6 7 ¢
-

\

ISD Identical Subject Deletion OB

8D: & (DET) [N X) (DRT Y) N 2)] W- 8§
2 3],lu (‘) (5), [(6) 3 (B)N (9) 3

' 8Cs 1 2 3 4 S5 6 ‘4 8 9 10

‘Condition: 3 = 7

Ly




SDs
8Cs

SD:
8Cs

SD:

8D:
8C:s

IND1 Identical Noun Deletion 1 OB

8 (Y) [X, (DET) [X, Ny {X3)], (X4) (DET) [xs N (x6)] )| W) % >
1z gt PN IR My (XD (G4) (50 12 12 ¥ NP Y43 1,
1 2 .3 4 'S5 & 17 8 9 10 11 12 13 14

Condition: 6 = 11

IND2 Identical uoun Deletion 2 OB . - \
% X [X1 (DET) [N,], X2 (DET) [(X3) N, (X4)]1y] (X5) 8
12 3 4 stNg 8 92 10 VNP '3 12
12 3 4 5 6 7 8 -g 10 1 12

Condition: 5 = 9

PREPM Preposition nark:lng oB

(Ylypl
P xelpp
REP “”uplpp}["”"pmp [zlnplpp [““phsp "'lppl

3 4 PREPDEL X 6 7 ' 8 ’

(PREPDEL
$ X || (EITHER)WI U s
12 3 91
12 91

ANDINS AND Insertion OB

[PREPDEL [(¥Ylyplpp
{(mmnn)mpmp [Xlwelpp (W1 THppzp [Wlnplpe

v X U s
12 : 7 8
12 3 : AND s 78

PRDEL Preposition Deletion . OB

sDr % X [PREPD [¥]ypl Y
y 3 - ELp RED Slwelep
8C: 1l

2 & 4 - 5

........



e W - I
ERASE Boundary Erasure OB "
8D: $. X &
1 2 3 . x
sC: &'2 & / . ‘
Post-Cyclic luiules .
0 \ .‘ﬂ
1Y J . {
NUM Number ) .
8D X [(-89)}y Y
1l . 2 3
sc: 1 #s 3 .
AN
BE1 Be 1 ‘ . .
|
~ 8D X. be [#8g] T ( —
1 2° 3 PR x
SC: l & - is 4
A Y .
X BE2 Be 2
/ ¢ b
SD: be ['SglPREB .

[ 7S
ST
—

I ' SD:

X be [+Sg] Y . . p
12 3 FMT 4 T . o
8C: 1 & vas 4 s T N
‘ i , . . K iy
g * T ' ‘\
BE4 Be 4 " | 3
- SDt - X be ([~8g) Y i - /
1 2 3 R . 1. SR
—8Ct 1 <& were ' / o .

£
.
U




N A )
I 8D:
) SC:
¢
\
SDs
8C:
;- SD;
\ﬁ SC:s
\\
SD:
L
“ SC:
Ny i .
A \\
: N
3 .- N AN
Coo T t\\% 8D:
‘ % ~  8C:
: .s '
SD:
1 8C:
P
|
.4 “_ " * . )mu..u.

X
1
I |

e

e

ol

'HAVEL BHave 1.

Have * [+Sg]

HAVE2

HAVE3

&

Have

2.

3

3

Have PAST

2

&

3

had

WH1 WH 1

2

-

!

I-.\

.
f.

WH2 WE 2

WH+DEF Y

2

3

which 3

WH3

X WH + INDEF

1
1

.

-

W 3

2
what

.
D4 D ik sad SN v Y

_PRES

. has ,
Have 2
| ['59] PRES

Have

Bavg 3

Y.
4
4

[WE [ (+human) l&m}]

3
wyo

4

‘G
'Y

3

3

hhl{_

ke
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’ ’/ '\: ( ~ .
_ T _ e \
. . T 'BY By . | L
» N 8D: X [PREP NP] Y TN - P~
\\\ ~ 1 2 3 m 4 \ o . \ ;! i
q’ N N SCS' 1 by . 3 4 ' N ° [} *
.o " INDEF Indefinite o . \ \.\
| SD: X' INDEF Y : . s
o 1 -2 3 a , . ‘
L sc: 1 a -3° - L <
. INDPLUR - Indefinite Plural /
K §D: X INDEF [(~-8g) Y]y 3
; 1 2 37 4 s
SC: 1 Some’ 3 4 5 .
. S
finite S -
: DEF . De . oo )
- SD: X DEF Y _ _ -
C ' ‘ 12 3 g ' RN
o SC: l] the 3 . . . - v, . ! ' A -
- + . .- '
5.3 Range of the Generated Sentences
N \;\- . n - ‘ ) \ .
o .. .The responses which this system gene‘rate}s, can be
class‘ified\_intb the following four types. ‘
. A i .
\ : . ’ '
' Sentence Type . =~ . ' Example s
. ‘ ’ ’ ) S Y
: 1. Active - The cqurée Man-machine communication
‘ has the course number 772, S
- oo . - The b;ofessqr with the office . number
933 on '31)1\ George William campus is
; - a4l S L

/

. f N . P . '
. h) .
N L " o N v ey —aan e o
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AN

A ' '/ o

. et 3. Relative Clauses‘;

wé
- . N

4. Conjunction

-

N .
\

i

V.Xlagar.'

- = The student G.Bellos is registered in

2

- The,'section with identification AA of °

the bachelor program.

the course with the number 643 is

given by instructor R.Shinghal.
The courses which are.offered in the
Fall semester have the course number

772, 653, and 765..

The ' departments either with 50 full

time and 110 part time students or
with chairman professor C.Suen are
Electrical Engineering and . C‘c)mputer
Science. . ‘ . |
Tge Combutér Science ﬁépartment has
50 fﬁll time- students, '110-pazt. time

students and chajrman . professor

~

4

C.Suen- v - !

§;i The Grammar

The grammar I ' have presented in this chapter 1is based

‘on the IBM Core Grammar of English presented Sy.p.Libérman

in .[28]. That grammar has been modified and extended to-

satisfy the neéds of our éystem. The following,changgs'have

been made:

~s

L]

gngglés: The PS~rules have ‘been changed to shpport&

4
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a)'Conjghctidng such as EITHER-OR etc.

b) Prepositional Phrases in the déép subject NP.

c) The IBM CG suports
‘ N . , )

can’ handle more.'

.d) Two types of/adverbs MORE-THAN and LESS-THAN are added.

Lexicon: For the lexicon's design see the next chapgé: (VI).

T-rules: ‘§ome T~rules have been modified and some new rules

: havg been added. .

B 4

a) The AUXFILL has been changed in or@ef to be able to have

D

the verb BE and HAVE as main verbs in ahéentence.

_b).Thér following cyclic T-rules added are: DETDEL, ISD,

L}

‘IND1, IND2, PREPM, ANDINS and PRDEL. They are used ,to

improve the gquality of benerated seﬂtences, égthgr by

removing reduﬁdan£ lexical items from the P-m;rge;s or by

© -

inserting new leiiqal items into the P-markers.

‘c) A new post-cyclic T-rule is added: INDPLUR.f The new

T~rules have been ordered with the othgrs.
These new T-rules are applied in thp sequence indicated in

R
>

‘section 5.2.3. ,

.
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;o \_r}; THE LEXICON AND THE*DATA DICTIONARY |
’ o ' b ¢ ) “ N
6.1 The Lexicon )

-

' a N . ) A
The lexicon contains syntactic préperties of the words
used for seﬁtence generﬁtion. ) The possessiqn " of a
particular feature by a lexical-item (word) is in&icaéed by
the symbol "+". P;r example, to indicate that ' the lexichi
item "department" is; a noun ‘we assign to it the feature
'+N', Anf feature which is, not marked positively is assumed
to be marked‘negative. It is implicit that the lexical item
"department” has the features (=V),. (-ADJ) etc.?'The igxiéon

is stored in the DB in a relational form;“;;f; coi}éctidﬁ'of

tables. There are three types ‘of 'SYntactic features: 1)
Syntacfic categorization, 2} Inherent and 3) Strict

subcategofization. The DB schema for the lexicon is shown

" ‘l ) ‘
i

CATEGORYCL (word, category)
¢
. N .
NOUNS (noun, npdeterm, ppdeterm, inherentf).
VERBS (verb, -tra-intrn) - ' v

A

Jbove.

1

For each word the relation CATEGORYCL stores its

A

‘ayntactic category such as (+N), (~KDJ) etc. There are

words which can be classified into more than one category. .

. For éxample the word  "name” can be either’adjective or noun

~
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or verb, so it must have the featutes‘(+ADJ), (#N) and (+V).
In our system. each wérd belongs to one and only one of the
possibly many categories. This restriction does not seem'to

L} . B
be a limiting factor of the sentence generator. ‘

The relétion NOUNS is a .collection of words that could’
be used as nouns. The cofumns NPDETERM AND PPDETERM store

features about the ‘article'vpf the corresponding lexical’

titeﬁ. Certain nouns loose their article when they appear in

PPs., The commén, countable 'noun "department™, for example,
when 'is used as a constituent of a PP does not require a

determinant. This fact is- indicated in the attributel

sPPDETERM of the relation NOUNS by the value -DET. The

assignment ‘of features to a noun depends upon if the’ noun is
used in a noun phrase or in‘a prepositional‘phrase. The two
columns NfDETERM .and PPDETERM in the relation NOUNS
corresponds to . these facts. The column iNHERENTF iﬁ NOUNS
indicates whether a noun is human or noé and this is refered

to as an inherent feature. The inherent feature is useful

in handling certain cases such as anophpric references.

The last relation is VERBS. It stores information
about verbs. The column VﬁRB contains'ﬁhg root form of the
verb and thé éolumnfTRN-INTRN'haQ indications of.whebher~the
verb is ‘transitive or, intransitive. This inférmation is

needed for 'the generation of pasgsive sentences,




or verb.

" The columns NPDETERM, pp.on-mn and TRN~INTRN may ‘be

n
‘marked ;(n some cases to show that they have both features.

Por exi.mple the verb 'teach" in the column. TRN-"INTRN has ‘the
feature +TR,

these

without an object NP. In the terminology of [28, 1)

four coiunns have strict subcategorization featnres. -'l'héy

inpose restrictions on the context of the corresponding noun

*

A8 an example the restriction imposed on an

intransitive verb is that the verb must not be followed by a

NP. This tfpe_ of _features is also called coptextuai

features.

!

-

‘The Fig. 6.1 shows ‘sample extensions of the relations .

of the lexicqn. ) .. s

] , ) -

1t means that it can be in sentences with and _
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relation CATEGORYCL

(Depi:tment, +N)
{Credit, +N)
{On, +PREP) ‘
-y (Offer, +V) ' , ’
") (megister, +V) N

relation NOUNS ’

. . i ‘ 3y
(Department, +DET, -DET, -HUM)
(Credit,+DET, -DET, ~-HUM) '
(Computer Science, +DET, -DET, -HUM)
(Professor, +DET, +DET, +HUM)

4

1! relation VERBS -

(Offer, +TR)

(Register, +TR) L
(Belong_to, +TR) '
(Give, £TR) : K

-

. Fig, 6.1 Sample entries from the lexicon
£

Consider the following problem, the vérb "advice"
requires both its subject and objedt to be human (to have

the feature +HUM). Some systems as in [28] take care of

this problem by having special features in the 1lexicon for
-@ach verb called selectional subcategbrization features, . In

our system this problem is taken care of by“ the semantic-

structures in which the verb 'advice®” is the label of an arc
which associai:es nodes (attributes) whose corresponding

nouns have the feature +HUM.

»
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6.2 Data Dictionary (DD)

L3
]

6.2.1 Data Dictionary i

a Database Environment

A tool that enables one to control and'manage the
information about the data in ‘design,’ implementaiion,
! .
operation and expansion phases of a data base is called a
\ /

data dictiomary. The DD store’s information about data such

as its origin, description; relationship to other data,

usage, format, and persons responéible for keeping the data .

up to date [17, 4, 44]. | Voo
: . \
i

' The term data dictionary, the way it is used in the
égta base environmént stands for two things.  a) The stored
data discription information which is organized as a data

base by itself. We call it dati)dicﬁionary' data base for

clarification purposes. b) The software which creates and .
] .

manages a data dictionary data base. The DD (software) may

be integrated within a data base managment gsystem or it m&y

be a seperéte package. Both approaches have advantages and

disandvantages ([4].

/ The data diétionaty dgta base'suppOtt; the conceptual,

/ ’ ;
logical' and internal models. For the conceptual model it
as information about the data involved in .the design

rocess of ' this model such as dn;itics, data  elements

/ representing the entities and relationships between the ﬁ;ta.

' |
L]
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etc.

. olclegts. ‘It also has appropriate labels,q textual

’ . \\ .
descriptions, synonyms, versions, memberships etc, which
\
must have the entities, data element and the relationships.

For the log‘c;l model it has information about the

underlying-data model, the relationships of the groupings"

' based on the data model, the logicalr transactions, the

programs, etc. For the internal model it ha; information
about the physical store of ' the data such as lenght
(character), mode (character string, floating point etc),

precision for. numeric elements, access control information

~

6.2.2 A Data Dictionary for the Generator

The data dictionary in our system is a relational data
basg. It 'is used by the sentence generator. The generation
process is based also on thelinformation' de;ived Egom the
query and the E-R model. A user's query contains details
such as attribute names, valﬁes and p:ediéates. These
details are considered to be at' the 'logicil"level of a
data base accordinglto the thfee schema archit;cture of data

bases [17]. Details about entities, relationships between

entities are considered to be at the conéeptdal‘leval; The

‘DD contains information about these two levels. There is

also linguistic information in. the DD which éoes not belong

to the above types. The relation PREP~ATTR associates to

R |
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(each attribute of the data’base‘aome prepositions. ?fon the
" above discussions we see that the overall role of the DD, in

our case, is somewhat extefided.

/ The DD in our system is differ;nt in ma&& points £rdm a
N ,/ DD used in a DB environment. a) Our DD does not involves
any special ‘software. The DD is created' u;ing the
naive-user. interface level of RISS DBMS. b) It does not
have any information about the internal model. c¢) Its use
'is different, iﬁ is not used in the development process of a
' DB. The fact that our dictionary is 'different from the
.  standard DDs used in 'Dalsystems does not mean that it is
based on aiffetentydesign concepts. This dictionary as any

' DD is‘data about data contained in the data base.’

. ' . - . '

The schema of each. relation of the DD is presented next

with some sample extensions for each relation and a brief

description about the'content of that relation.

Schema: RELATIONS (rel-name, rel-type) i

, . B !
Extensions: (department, E-R) LT
(advisor, R-R) ‘\

For . each relation, the .relation RELATIONS has its type,

L

whether it is entity relation or relationship relation.

&
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Schema: COLUMNS (rel-name,col-name) : _ @

Extensions: (advisor, stud-id)
- (advisor, profshame)

P

The correspondence of each relation to its attributes is

stored in COLUMNS. ,
! 4 \ . .
Schema: KEYS (identif, rel-name, key-size, key-id, col-namel,
col-name2, col-name3, col-name4)

Extensions: (K1, department, 1, PR, dept-id, -, -, =)
(K2, department, 1, ALT, dept-name, -, -, =)
The primary and the secondary keys of each relation are-in

KEYS. .

Schema: SYNONYMS(attribute,sgnon-attr, common-mng)

Extensions: (dept-id, dept-name, department)
(course-no, preregsite, course)

SYNONYMS has synonym pair of attributes” and their common

/medning .

Schema: ABBR-ATTR (value—-get, abbr-val, com;:l—val)

Extensions: (department-ident, COMP, computer science)
(program-name, B.SC, bachelor)

Certain values in the DB are abbreviated forms from
words/expressions such as "master" is stored as "M.Sc”. The
E:onplete meaning of the abbreviated values is stored in

~ ABBR-ATTR.

' Schema: ATTR-VSETS (attribute, value-set)

Extensions: (dept-id, department-ident)
(chairman, name)

ATTR-VSETS has the value set corresponding to each

ai:tr ibute.
- o
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Schema: -ATTR-ENT(attribute, entity)

Extensions: (dept-id, department)
(stud-id, student)

The relation ATTR-ENT is a éollect;on of 'attributes each of

wﬁiéh stands for a corresponding entity.

Sc{xema: ENTITY-REL(rel-name,entity-rep) '

Extensions: (departments, department)
. (students, student) '

The entity corresponding to each entity relation 1is -stored
in ENTITY-REL. ‘

»

Schema: RELOPERATR(relop, stands-for)

i
1

Extensions: (>; more than)
(<, less than)

The meaning of eac;h relational operator such as ">" is
contained in the relation R!:?.LOPERATR. .

The last |two rel;ntions PREP-ATTR and ATTR—DbBINS have
lingquistic inform;tion. Some of ou:‘gentence generation
algorithms' require that . certain attributes must bui,l‘d

)

prepositional phrases.

Schema: PREP-ATTR(attribute, subjprep, objprep)

Extensions: (dept-id, with, with)

(prog-name, in, in) ‘

PREP-ATTR contains for each attribute the prepositions which
can be used to build A PP based on its meaning. /

ATTR-DOMNS has .the meaning of each attribute and the form it
: . ne.

|
takes when it will be used as ‘constituent (e.g. subject,

PP) in subject/object NPs. When the meaning is a composite

- 95 =




.from the column FULL-NAME respectively.

‘:Sohema' hTTR-DOHNS(attribute, full-name, used—mng, subjform,'

c subject‘ objform, d-mnouns, a~-mnouns)’

‘Extensions. (dept-id, department identification, department,

bV, -, DV, identification, =)
(prof-name, name, professor, D v, P
e A V(-or, -and),,A V), = -[ -

’

L

‘noun #t also indicates the main noun. That information is’

used by the transformational ‘component. .The columne'

'_FULL-NAME , and USED-MNG have semantic information, the

~meaning of each attrfbute. f The difference of\\the two

columns is that USED-MNG ‘has shorter description of the
meaning than‘?ULL-ﬁAME. ‘That makes the sentences in certain
cases to have more naturai form. ‘The valmes in the colnmng
SUBJFORM, SUBJECT and QBJFORM are what I call fon.’. The
symbols V, A and D are used to build the forms. .V, A and D
stand for V(alué), the meaning of the attribute taken from

the. column USED-MNG and the meaning of the attribute taken
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VII. DESIGN OF THE GENERATOR-

Z-QHETB Model: and the Engliéh Language Cy

L6
»

The entity - relationship model is a tool used to model

‘;real word. It has been applied also to modelling sentences

' written in English;_‘Basic constructs of English such _as

o et

nouns, adjectiﬁés, etc, are mapped into objects of .the E-R

model such "as attributes, relations etc. The inverse

‘3 mapping is also possibles Refer.to the relations ENTITY-REL

and ATTR-ENT of the- DD described in chapter VI. . The

ENTITY-REL maps an entity in the E-R model to a noun in

Eﬁglish. Similarly the ATTR-ENT maps those attributes which~

B v LT '
stand for certain entities in the real world into nouns in

English. The columns FULL-NAME and USED—Mﬁq’of the relation

“ ATTR<DOMNS . of the DD correspond to either a noun or &

cémposite noun. or a n?un modified by an adjective,

Consegtiently an attribute is mapped into a noun which may be

modified by some other constituen% of the English language. '

/ . .
The following three terms which are used very much in

this and in the next chapter are explained here.

Co

. a) Bntit& .ittribdte means an attribute;which stands for an

) entity. -

' \ —

b) Nonentity attribute means an attribute which does not

* o

Sy stand for an entity.

¢) Labeled arc meéng an- arc which has a verb as label. Some

v .

Y

- o !
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arcs héve two vétbs as label and either of them can bé

[

USEd. - ) . e

The relationships bet&eenA the entity attributes in'the

relationship relations (RR) are expressed by verbs. |For:

s

example the . relationship of the entity attributes STUD-ID

~apd COURSE-NO in the relationship network STUD-CRS Fié. 7.2

is . depicted by directed arcs and their labels correspond to

verbs ("take"). The same is true for the entity and

nonentity attributes of a relationship relation. -The verb

"get™ on the arcs joining the entity attribute STUD-ID with

the nonentity attribute GRADE represents the relationship

‘between these two attributes. This is depicted in the

I

‘relationship network of STUD-CRS in Fig. 7.2. In thé_case

of a weak entity, its relationship with the entiﬁy on which
it depends is expressed by a preposition. In entity
relations (ER) there are similar associations between the

entity and its attributes. For example, the verb "register"

exp:egses'th relationship between the entity "student" and .
the nonenfity 'attribute PROG-NAME, Fig. 7.1. The entity

"attribute STUD-NAME 13 related to the entity "student" by

meang of the werb "be", Fig. 7.1. In conclusion we can say
that objects or relationships among objects of the E-R model
correspond to certain categories of words in English

lanquage such as no@ns, verbs etc.
E

H

|
In [14] P.Chen has associated to each entity a noun and

\

to each telationship a transitive verb. He makes a

e . ) e ® , Sy e+
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distincgion betwéen gntiéy att:tbdteé.\and relationship .
attributés." He iilustrates several‘examples where;he sh;ws
that entity attributes cbi;espohd to adjectiveé in ‘English
and relatioﬁshié attributes correspond to adverbs in
English. In this thesis we handle entity ' and relationship
attributes uniformly. The approach of P.Chen works
perfectly in the domain he had chosen but does net' work {in
other app{icétioﬁs. For example, the relatiﬁnship attribute
f\;ggnADE in our domain does nﬁt correspond to an adverb in
English. A similar objecti&n can be raised for the
attributes PHONE, SEX of the entity relation STUDENTS with
regérd to adjectives. - P.Chen proposes - some rules
(guidelines) which can be used to translate ‘EnQ}ish
sentences }nto corresponding E-; diagrams. . This thesis does‘
the oppoéite task,[it'translates semantic struéturgs into °

English sentences. The design of the semantic structures is.

//

based on the E-R model. -

1

» - A“ : . ' ;.
7.2 Semantic Structures -

- -~

L}

Two types of semantic'strucgures are introduced ;n our
systeﬁ [35], tﬂe Entity Netuqtk and the Relationship\
‘Network. Their ¢ lé in the sentence generation ‘process is
vefy 'impqrtﬁnt. The generated sentences are considered as
translations of t;Sig'network structures. 'Furthermore the
join .operation as defined below can be pérformeé'og these
.- J ' ‘ \

, N L]
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structures. This operation enhances the power of , the

generator ‘resulting in the generation of multiple sentences
\ . ; .
or texts.

»

&

> 7.2.1 Entity Networks

‘ N o "
For each entity in‘the E-R diagram- an Entity Network is

3

created which is represented b§ a big rectanglé surroundea
by - its attribgtgs which are tpptésented by smaller
rectangles. Labeled directed arcs join the entity with its

attributes. The label of each arc is a verb a;companieﬂ by

a frame. The frame has values ‘for twd’fgatures of the verb,

the "voice" and the "aspect®. The content of each relation

either entity or relationship must satisfy some “time -

constraints”. For example the entity relation STUBENTS can

not have students who have already graduated. Because of

'this nature every relation is assigned a "reference - time”

which is the time interval over which - the responses
generated from t?at reiétion-wiil be valid. . Conseguent}y,
all the generatea sentences are with regard to tﬁe reference
time. ;kg, 7.1 shows the Entity Network corresponding to

the entity relation STUDENTS. Most of the arcs in the

entity networks have the verb HAVE, It is used in the. sence -

of possesion, that ‘the entity possesses such,and such

attribute. The association™Qf the attribute PROG-NAME with
the entity STUDENTS is expresseh by the verb "register®,

The direction on the;arcs has syntactic meaning; it means

N
[
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that the concept at the tail of the arc (entity) must appear
in the surface subject.- NP while the concept at thé head of
the arc (attribute) must appear in the surface object - NP

with the label on the arc as the main verb. The verb can be

d -

Reference Time: Present

. g entity student
|Prog~name VC: -act . . |std~nane |
ASP:-perf;-progr ;
’ Be
Register -1
vVeC: +act .-
, ASP:-perf;-progr
Entity ' ‘
VC: +act Students VC: +act ~
ASP: ~perf;-progr SP:-perf;-progr
——————— Have [ A Haven _entity student
|Citizship| ———————————
___________ — Stud-id |

|VC: +act l lVC: +act

C: +act
ASP:-perf;~progr ASP:-perf]-progr

P:-perf;-progr

. Have - Hape
| status | | Phonte | Sex |
Fig. 7.1 The entity network of the entity /STUDENTS o

used only in the indicated direction.

i

7.2.2 Relationship Networks

The Relationship Network shows the re Qtiénships which
exist between two ‘entity attributes or between an entity
attribute and a nonentity attributL. There are no

relationships between two nonentity attributes. The '
&

- 101 -‘ }
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nonjhﬁity. attributes have meaning only/with iespect to the
relationships of the entities as it is stated- by the

relationship network. For example -~the nonentity attribute

| GRADE has meaning of existance in a Telationship 'of ° a
P ~ ~student with a course. The relationship network STUD-CRS on
E ‘ 'which thisuattribnte‘a;;ears expresses that . relationship.
§ . In these networks ‘most of the attributes are connected with’
a pair of arcs pointing in the opposite directions.- That
means that a noun which stands for an attr;bute can be
either in the'surface subject -1NP of"a sentence generated
by using the outgoing arc or in the surface object - NP'of a
' sintenée generated by usiné the ingoing arc. The labels on
;3 _ the arcs may or may not be different. The\Fig. 7.2 is the
P relationsnip network = of ‘' the rel;tion S@UD-CRS
(student—courge). Inside the big recﬁangle are the entity
attributes. It is also shown that an attribute which does
not stand for .an entity is relatedﬁ only to an en;iéy
attribute.“For eximple the attribu;es GRADE and INSTRUCTOR
are related to the entity attributes STUD-ID and COURSE-NO
respectively. 'There are two no;e types'of arcs:
-a)_A)broken arc denote; the relationship of a weak entity
.and the one on which it depends. That dependence is also
' mapped in the generated sentences. The label of that arc
" is a preposition which is used to expfess the dependency
in the generated- response. The head of the arc points to

the independent entity.

b) Unlabel directed arcsa. They indioate that a NP/PP built

- 102 - .
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reference time: present
VC: +act
‘ ASP:+perf{-progr
- ) Take ‘
entity ent ity course
| Stud-id | . |Course-no| -
- rake ———yfe——r—-
. \ . vVC: -act
ASP: +per£;—progr
. Get ' ive/Teach
VC: +a VCy{ +act
ASP:+perf;-pregr . :+perf;-progr
' Get - Give/Teach
- VC: tfact VC: ~-act
ASP:pperf; -progr ASP:+perf/-progr
| Grade | |Instructor|

d

Fig. 7.2 The relationship network of the RR STUD-CRS

A . ‘.
from the’ attribute at the tail of the arc must be
followed by a NP/PP built from the atﬁglbute at the Head
oﬁ the arc.
- . S
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, reference time: present
entity course . '
e ————— /
[Course-no| ' ’
‘ F . VC: -act .
} of ASP:-perf;-progr ‘entity y
. r : PREP (in) class
‘entityjsedt Give/Teach
. - . v 14 -
| Section | : | Class-na]
o VC: -act
- . ASP:-perf;-progr
' PREP/(on)
. | campus |
. . .\ -3
™ i 3 MR )

Fig. 7.3 The relationship network of the RR SEC-CLASS
f .

Another symbolism -which we  introduce is _ the
_‘PREP(preposition;'. It can be either at éhe tail or at the

" head of an unbroken arc. It indicates that the attribute in
“that part of the arc must builé a PP with the préposition
inside the parentheses of PREP. The above symbolisms are

shown in Fig. 7.3. We can see that "section" is a dependent
entfty on the entity "course”. " The label on the broken arc

is &r. The entity CLASS must be preceded by.a preposition’

' when it is in the object NP. A NP built from the .attribute
of the node CAMPUS must always 'be preceded by preposition

s ' "on". That PP must follow the PP/NP built from the-

attribute of the node CLASS-NO.

- 104 -
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The most }ﬁgaftaﬂt differences between the entity and
relationship networks are the following:

1) There is no relationships among the attributes in an
entity ‘network. '

2) Most of the attributes in a relatioﬁship network are
connected with a pair of arcs pointing in the oppog}te
directions.ﬁ It means that the - entity and noneﬁtity‘
attributes are handled in the same way.

3) Different types of arcs have ‘been defined in the
relationship“qegyorks .to represent differept kinds of
relationships which occur among attributes.

4) The entity networks are built around entities of a E-R

diagram.‘ .

7.2.3 The Join Operation on the Networks

To answer éertain queries one needs to access more than
one relation. In that case, to generate a response mbre
than one negwork must be traversed. To make a logical
transition from one network to another these multinetworks
must be connected in some way. The definition of the join
operation allows'a logiéal trqnsit;on from one network to
another.

| _— \

Let us' consider the nodes which stand fo£ entities as

primary nodes. The ones which do not represent entities are

secondary nodes. Then the join operation on the networks is

- 105 -
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‘definea as follows. Two networks can be joined on a nodg

" that satisfy the following requiréments. e
« a) If ‘the node stands for an entity, the node in both
C relations must represent the same entity.

/} ' .~ b) I£f the node does not stan? for an entity both nodes must

!
i ' ‘
s . have the same name. /

c) The join can be performéd on more than one common nodes.
; The join operation merges. the common nodes 1leaving the
other part of the network as it is.
d) BEntity networks are not alldowed to be joined with each
| other. ‘
e) The networks to be joined must have the same reference

I'4

time.

"1061"

b

o

E‘li

T
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Reference time: present °

| status | |citizship] |Prog-name |

C: -act
ASP'-perf--progr

:‘PFngl

Have

VC: +act

ASP:-per i :
¢ +act

ASP:+perf;-progr

| Phone “eégtity/stu ‘g:”"’—_;:;;\ahtify Courses .
Have ——b——la L ————————
VC: +act Stud—id | |Course=~no|
ASP'-perf;-progr . Take -
VC: -act
ASP:+perf;-progr
VC: +act VC: -act
~ |ASP:-perf; |ASP:+perf
------- . Give/Teach
| Sex
~progr
VC: +act ct
ASP-per erf;-progr r+perf;-progr
entity sgtudent t Give/Teach

|Stud-name| | Grade | |Instructor|

- e e A - e -

Fig. 7.4 Illustration of the join operation
Fig. 7.4 shows the join of the entity network STUDENTS with
the relationship network STUD-CRS. They have been joined on
the common primary node STUD-ID whicﬁ stands for the entity
"student". .Théilcaﬁ'also be Jjoined on the primary node
STUD-NAﬁE of ?the entity network STUDENTS with the primary
" node STUD-ID of the relationship network STUD-CRS, both
stand fgt the same entity. The input query wil} be used to

decide on which nodes the selected networks must be “joined.

As a rule of thumb the nodes corresponding to the attributes

- 107 -
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on which the relations are joined are used also Eo\join the
networks. ﬁowever,'any other node which stands for the same

entity can be used for joining networks.

£
Ld

For the following two different queries the same

negwork is created and the network is shown in Fig. 8.4.

SELECT .. SELECT .. ’
FROM professors FROM students .
WHERE prof-name IN WHERE stud-id 1IN \\
SELECT prof-name - SELECT stud-i
FROM advisor,students FROM advisor,professors
WHERE students.stud-id = WHERE advisor.prof-name =
advisor.stud-id ‘ professors.prof~name

Fig. 7 5 Different queries which result in the same
. networks.‘

1.3 Sentence Generation

~ ‘ +

The sentence.generator is dependent upon the structure
of'the query and the semantic networks. The lexicon, DD and -
. the DB are .sourses of knowledge which do not affeci the form
of‘the generated sentence. The only exception 1is the
relation NOUNS of the lexicon. The basic structure of a
sentence is: Subject NP followed by Verb followed bf
Object NP. The network and the algorithm selected'based on \
the query type are used to create that basic structure.
Every arc joins just two nodes, one of the nodes at the tail
of the arc is used to build the subject NP and the other nt
the head of the arc is used for thgﬂgggsct NP. The label of

- the arc (verb) connecting them is taken as the main verb °£,

- 108 -
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the generated sentence. From which node the generatién o

piécess will start’ is deterﬁined by the églected algorithm.

The generation will stop only when all the attributes in the

. query have participated in the §ene:ation of the response aé

" gpecified by the selected algorithm. Some algorithms
™

spgcify’the generation of the first sentence only, and they

fequire ‘the network' to be traversed further in order to

generate the remaining sentences. For these algorithm; the

traversing of the network is done as follows:

a) Sentences wi;i'ﬁe generated with,referencenthé attributes

~ in the input quéry which have not already been used ih
the generation of other sentences, if Any.

b) The nearest node must bi found which has pfrtiqipated.in
the generation process to the node corresponding to the

attribute for which we want. to generate a response.

c) The network between these two nodes will be traversed

Lgenerating sentences following the outgoing arc of ‘the:

node which has been used in the generation process.

d) The node in the‘&éil'of the arc will‘be used to build éhe
subject NP (it will be a proper pronoun) and the node in
the head of the arc must be used to build the dbjéctJNP.

' These étepa specify how the transitions"td the other nodes

in the network take place. The generated . sentences (the

discoufse) are meaningful because the networks ° embed”

L]
-

gsemantic knowiedgé..

/ ‘a. i ‘ '.

J

L4 M TR
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STEP 2: a) The ' cyclic transformational:rules are applied in

¥ t : X Qc . K
STEP 1: a%?The' PS-rules are fired to generate the deep

below:

structuré' sentence. It is done ' using thg
relationship NOUNS of the'léxicon, the query, Eﬁe
' algorithm and the.ngtwork cOrreéponding to. the

" query. )
b), The lexical insertion 1s\performéa in Fhis step.

The soutses for the lexical items are: 1) the

lexicon; 2) the DD; and 3) the networks.

] {
v

order. The optional rules may be ignored.

b) The post-cyclic transformational rules are

applied .in the given order. In this step the
deep structure form of the sentence is

transformed inﬁo the surface structure sentence,.
e

STEP 3: ﬁvery ‘symbol -"V® with its values properl
u arranged either .is replaced by, the values

obtained from the DB search or from the'vqlues in
the predicates of théAquery.

“ g o

7.4 Piring PS-Rules "

9
N .

| The firing of the PS-rules and th9~ lexlcal 'inqqét;on
result in -the deep structure sentence. The algqtiihﬁé
pr;sented in chﬁp;er VIII 'ﬁirecg the structure -of“fthe
generated sentenée. ,Theseralgorithyg-aré ﬁaed to fire most

of the és-rules 3nd they also detqrmiﬁe,'in .certain cases,

3 - . o
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the lexical items to be inserted. The first PS-rule has the
initial symbol "S" on its left side. From the set, of

. possible expansions of a rule one ispselected; The rules to

be fired are determined‘by using the following sourses of

knowledge.

. a) The network which corfesponds to the query.

b) The structure of the query.

o~

, C) The algorithm which corresponds to the query.

d) The relation NOUNS of the lexicon.

1

-

.
-

The f%}lowing' example illustrates the firing of @S—rdleq;

L , : ‘ P
: K SELECT Stud-name . .

FROM Students '

WHERE Prog-name = "M.Sc"

AND Citizship = "Greek"

-The SUBSQL query is the one given aboves:
T Fired Rule Comments &

)y

"8 -=> § NP AUX VP % ' - DB search is nonempty; query well

Co. . . ‘Idefined. So thére is no need for
_ . question or intérogative sentence.
NP ' --> DET N PP PP . - The algorithm has specified the

. ‘ o " structure of ' the SUBJECT NP.

query with an entity ‘relation.

: S The corresponding =~ algorithm

' ;pecifie that the subject noun

must be the noun corrgsponding‘ to

" the  entity *atudent”. The
- 1r -

[

Namely this ‘query is one level

s i .

.

1
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-=> Student

4.5\(

: ART. --> DEF ' ()
3
PP --> PREP NP
SN
( ‘ , PREP --> in
o -
g * NP --> DET N,

predicates must build PP’

postmodifying the subject noun.

There are two predicates so two

PPs are built. K

b3
- DET: because from the lexicon the

noun "student® has the feature

‘+DET in the column NPDETERM.
- From the

‘h
the DD we get for

relation ENTITY-REL of.
the .
’STﬁDENTS the corresponding entity
which is "student". " ‘
- &he:é is no embedded sentence.
- From the relation NOUNS of 'the
lexiqah we find, "student® has the
feature +DET in  the NPDETERM
"\QPlu@n which stands for definite
determiner. | ' .
the

- This PP corresponds to

o

predicate which is after the WHERE

clause. There is no OR 1in the

query 80O there . is no need for

. ' ‘

EITHER, AND, OR;
- Frbm the relation PREP-ATTR of the
Iin-

T
SUBJPREP for the entry PROG-NAME.

. DD we get from the column

-= DET:It is used because we get the

. ' feature +DET for the noun

- 112 - .
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: 'prograxﬁ" from the column PPDETERM

of the relation NOUNS in the

lexicon.

?BT ~=> ART, .- ART:Because we are not interested

" in generating embedded sentence.
(For this example wé could also
generate a}1 embedded sentenée but
"in this case we decided no"t to

generfte embedded sentences.)

ART =-=-> DEF - DEF:The article for "program" is
definite. S ,
N - -->V_program ~ The form for the column PROG-NAME .
>

is *V_A. That is taken from the
pbl\umn SUBJFORM of the relatior'l'\
. ATTR-DOMNS; "A" has been replaced
from the 'COrrespond§ng value of
the | column  USED-MNG whi::h is
*program” .
PP --> PREP NP = This PP corresponds to thg second C
| . predicate which is joined with an
AND with the previous one; so the . s
' ' -. conjunctions EITHER, AND, OR are'
. S &é\ot needed. |
PREP --> with - Prom the column SUBJPREP of the
'_ relation PREP-ATTR of the DD we:
b : get from the entry c&rizsﬁm this

' L 3\ °

. preposition. )
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N --> V_Citizenship

-
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-

From the relation NOUNS of the
lexicon we get from the entry
CITIZSHIP of the column PPDETERM
the feature -DET.

From the column SUBJFORM of the
ATTR-DOMNS we gefk the form‘v;A for
the entry CITIZSHIP. "A" has been
repiaceé from. the corresponding
value of the column, USED-MNG.

The generated sentences do not

. involve modals -

The reference time for the
relation ~STUDENTS is "present";
‘obtained from fhe Entity-Network.
From the network for the entity
studené we get the features +ACT,
-PERF, =-PROGR from the frame
9orresponding to the ‘ node
STUD-NAME. There 1is no eﬁbedded
sentence ip the object‘NP.

The reference verb for the column

STUD-NAME is “"be"; that from the™

network of. this quefy.
The algorithm pertinent to this

query type has determined that the

- OBJECT NP must be the form in the

attribute in the SELECT clause of

- 114 -
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this query.

- From t;e column ° NPDETERM of the
relatiop NOUNS of the lexicon we
get the feature +DET for the noun
'btudeﬁt'.. ,

N.. ==> Studeﬁ;;v ~ From the column OBJFORM in the the

.relation ATTR-DOMNS we get , the
form ' A_V for the entry'STUD-NAME.

"A" has been replaced with the

" . : . . value "student" from the column
‘  USED-MNG. .

DE&~ -=> ART " = “There ié no embedded sentence.

ART --> DEF ‘ - There is no relakive‘clause. From

the column NPDETERM 'of the
relation NOUNS we get the feature
+DET for the entry "student” which
implies definite determiner.

’ 7.5 Pronouns

!
!

The pronouns bind the sentences of a text or
conversation together. The use of a pronoun in most cases '
is an act of reference. This péana that the _pronoun is
intented to stand for a pa;tisdlar concept that has come -

before in the conversation. - Consider the following

sentences. :

--The student .witbiidentigicqtién number 11000 hd? part

.. ,
' 3

. .
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time status. The student with identification number
11000, is registered in the bachelor program. ‘
- The student with identification number 11000 has part

time status., He' is registered in the bachelor program.

The pronoun he has tepléced the subject NP "The student wvith
1deqtificatipn" number 11000%, S0 prono;ns provide
abbreviated reference. Thé second set of sentences ‘appe;fs
more natural. The pronoun does not cérry much information
about the referent object and- so the burdén is on the

listener to identify the referent candidate that was either

mentioned or implied by the preceding text.

In natural language analysis the problem is to identify
the referenced items ;n' the text. = In natural languaqg
generation the problem-i;'the generation of the appropriate
pronouns for objects/concepts already mentioned. The
solution to this problem in our system is based on the
network structure and the fact that the gener;ted responses
deal with local discourse. It means that the generated
sentences do not make references outside the coné@xt of the
current query. For every query no matter what is its
structure there is a corresponding network which might have
been created by joining other networké. ’A reference list
(R-Lisat) is built  as the generation of the response

proceeds. Every time an arc is traversed a check is made in

a”d

*
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s the R-List "to decide whether a pronoun is needed to be t
generated. At the begining of the processing of a query the - ]
AR list is empty. Every entry‘of the R~1list has:
a) The node name Oof the Asde which has participated in the
ééneration process. ' )

’ b) The noun which has been used fpr the desgription of that
. node. If thé node is primary so it stands for an eﬂtity
the noun corresponding to the entity will be in the list.

S é)‘The sex of the noun. It is taken from the database..
+ d) The number (singular, plural) of the noun. The number
depeﬁds on the number of items in the V(alue) part of the
form of the attribute corresponding to that hnode. For vjfj\
example if an attribute appears in the predicates it is
associated with one value, the number of the roun 'in a
NP/PP built from that attribute will be singular. If an
attribute appears in the SELECT clause and the DB search
) ret;ieves more than one tuple then the number of the noun

in a NP/PP built from that attribute will bé plural.
Every time an arc is_tréversed the ﬁ-list is checked to see
whether that node has occured before. If it occured and the
sex and number features agree then a pronoun is generated.

If the node is new its description is stored in the R-list.

PP

-

For example in Fig. 7.6 we have shown the generated

£

sentences and the R-list for the following query.
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SELECT Caurse-no, grade
___FROM  Stud-crs

— WHERE Stud—-id = 99337 ‘
AND Instructor = "V.Alagar” , o

Resmns sentence: The student with identification number
-~ 99337 has taken the courses with the numbers 793, 653

, and.763. ‘ ;
s 18t element . 279 element \
!
; NODE NAME | Stud-id - | Course-no | j
! . y '
% NOUN | Student - | Course | ‘ :
i - —tee ’ :
; SEX | Male | Asexual | %
! .
‘ NUMBER | Singular | Plural ] ‘
Response sentence: They have been given by the instructor s
V.Alagar ) -
‘ A s L T
/-\“\3 g | Stud-id | Course-no | Instructor | S ' T
' | Student | Course -+ | Instructor | . '
| Male | Asexual | Male | '
| Singular| Plural | singular | .

Response sentence: He has gotten grades A, B and B.

)
-

| stud-id | Course-no | Instructor | Grade

mn e awe e hame W -

| Student | Course | Instructer | Grade
| Male | Asexual | Male | Asexual | '
| Singular | Plural | Singular | Plural |

Fig. 7.6 Illustration of the use and creation of the R-1list /

The relationship network for STUD-CRS is' given in
Fig. 7.2. The algorithm starts from the node STUD~ID of the

‘network to generate the first sentence. The status of the.
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R-1ist after the generation of a sentence is shown beiow the

'carredponding sentencé in Fig. 7.5. The generation of the

second sentence makes use of the node COURSE-NO which has

_already been-used, that is found from the R-list because of

' that it makes an anaphoric reference to that node. In the.

al s jedbes YL, R N e T S A

generation of the third sentence the node STUD-ID is

involved which is already in the R-list and an appropriate

anaphoric reference is made to it.

-

”
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VIII. ALGORITHMS FOR GENERATION OF SENTENCES
b 8.1 The Algorithms

In this chapter several algorithms are preseﬁteq and
they can be classified based on: ‘ , ;
a) The tfpe of the SEQUEL query, such as whether it has one
or two nested levels.
b) The number of relations in each nested level, whether it
has one or tw; relations.
c) The type of the relations such as whether it pertains to

entity or relationship relations.

There are three basic algor;phms which are used also by

other algorithms: a) The algorithm for one level queries
with one entity relation; b) The algorithm for one level
queries with one relationship relation; and c) The algorithm

for one level queries without WHERE clause.

In order to geherate p;opeé responses, the algorithms
take into consideration the following:

a) The type of attributes which exist in the query such as
whether they are key or nonkey attributes and whether
they are entity or nonentity attributes.

b) The place in the query where they appear, in the SELECT
or in the WHERE clause.

c) The type of boolean operators with which the predicates

are joined,; A

d) The network corresponding to the qdéry which shows how

’
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the’various nodes are connected their labels and frames.

e) The number of tuples which are retrieved from the DB

A

search.
Certain nodes are met when the entity and relationship
networks are traversed in the generation phase. The nodes

a4

which do not correspond to any attribute in the query
generate indefinite NPs, For example in the respénsg of the
query no.l in section 8.5 there are the indefinite NPs "a
section® and "a class'; ' They are generated because the
nodes SECTIONS and CLASSES had to participate in the

generation process b‘F their corresponding attributes are

not in the query.

8.2 Presentation of the Algorithmé

For clarity of presentation we employ the following

conventions. When we say that the attribute "A"™ .is.

connected to the attribute ¥B" we mean the nodes

corresponding to these attributes are connected by an arc in

‘the network of the query. We use attributes instead of

nodes because the algorithms operate on the query and at the
same Eime they make reference to the network of the query.
For each attribute in the query there is a node in its
network. So there is one-to-one correspondence of the nodes
in the network and the attributes in the query. We use four
different symbols for labelling the tests and the actions
}nvoived in our algorithms in the following’p:eaentationsz

4
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a) Integer numbers. - (Outer most level of nesting)
b) Upper case characters. :
c) Lower”case characters. :
d) Latin‘numbers. (Inner most level of ﬁesting} ,

o
In some algorithmis there is the expression "identifies

completely the entity”. We mean that some Entity gttributes

have the complete name of an entity e.qg. the entity
qttribute~STUD-NAME (student name) identifies completely the
entity "student"” while the entity attribute STUD-ID (student
identification) is just a unique identification of that
entity without giving any other information about the
entity. Some algorithms have requirements that the nodes on
which the networks will be 3joined must have "identical
semant&q meaning and syntactic representation”. Consider
the following two cases where the restriction applies.

a) Suppose we join the node COURSE-NO which stands for the
entity "course". The entity "course" may be used to
identify the entity "section" in one network and in the
other network the node for the entity 'course'/ may not
identify the entity "section". 1In a case like this the
two nodes do not have the "same meaning and syntactic

representation”.

b) ALl the arcs (ingoing,outgoing) on the node DAY in the

relationship network SEC-DAYS have the label PREP(onf
which means that ahNP built from that node must alw&ys be
preceded Py that preposition. The same does not apply to
the entity "day" in ‘the entity network DAY, The two

-122-
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nodes do not have "same meaning and 'syntactic
representation®. The node DAY in SEC-DAYS says about an
event ‘which happens on a specific day while the entity
DAY in the entity network says something about the days ‘

There is semantic dlfference.

8.3 Insertion of the Tuples from the DB Retrieval into . |

the Generated Response

»

v,

The.tupleé which are retrigved from the DB are inserted
in the genéfated response. They replace Fhe V" part in‘the
forms of the columns which appear in the SELECT clause of
the query. In case of nested queries the SELECT clause of
the outer subquery is used.; The following are applie§ only
when more than one tuple are,retrfeved from the DB, There

are two cases to distinguish.

a) Queries with one attribute in the SELECT“ clause: After
the generation of the sentence the "V" part of the form ;
corresponding to the attribute in the. SELECT clause ig

replaced by the values in the tuples retrieved from the DB.

The arrahgement of the values must be in an order as it is
N/
specified by @ + V4 i=1,n stands for ghe value in the i-th

tuple.

vl'-.vz’..'vn-l and‘vn @
In this case identical entries Tay be ignored without any
\ .

problem. For example let's assume that the DB search .

results in the following tuples (211, 231, 241) for this
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: : ‘ \ .
. Query no.l | : ' - '
SELECT * course-no . -
FROM ' stud-crs ’ roe - .
WHERE grade = 'F" .o " ’ .

LN

- Regponse: Grade fail has. been gotten by some students. They
have taken the courses’ with the riumbers 2ll,v231 and 241.

§ ¢
] R4 -
i .

b) gueries with more than one attributes’ fh the SELECT

clause: Again in this case the "V" part in the form of each

attribute which is in the SELECT clause will be replaced . by

© v

the set of values in the corre3ponding column of the

retrieved°rEIetion. Thleollowing rule must be applied in

L. s ° .
~order to avoid the generation of ambiguous or incorrect

wéentenceE. )
\
All the valués, no4matter whether  they appear once or

more in the set of'velues of af attribute must appear

in the generatedﬂieigpnse.

- \kpplying the*above rule there is one—to—one correspondence

oL g

-

<>

1n the values of the columns in the .SELECT clause. In this\

‘ way the listener/reader of the response\c:; undenatand the

'correspondence%of_the values. The arrangehent of the values‘

for each cpldmn will have the game form as above.

» =
e Vl, Varser Vpal and Vi '
A

" The £ollow1ng example 1llustrates the above’ condition.

YA L. a1
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Query ﬁg.g , .
SELECT class-no, course-no ' ‘

FROM sec~class )
WHERE section = "Al1" ‘
AND campus = "“SGW" ’ )

Consider that the DB search has retrieved four tuples for
the query no.2.

RETRIEVED TUPLES

class-no courge-no \
© 925 211 ' ‘}
: 925 - N\ 231 1 . .
’ 803 - 322

925 322

A

.In this set of ‘tuples each tuple is unique but in each

-attribute a value appears more than once. If we remove from
each column 'the entries which appear more than once and set

the values for each column properly in the "V? pert of its
\ ‘

form ﬁQe generated sentence will be ambiguous. It is. shown

\ .

-

in the following response.

Ambigquous Résponse . : [

| The sections with identification Al of the courses ﬁi&h
the numbers' 211, 231 and 322 are given in the classes
Yiih the numbers 925 and 803 on Sir George William
campus. |

From the above response it is.not clear which course with

it's section name Al is given in the class room 925. There

is no one-to-one -mapPing of the cousses and the classes:

But even. if we had one-to-one mapping- it would not

oorrespond to the actual res&lts. For example, oons;deri

R
'
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that the last tuple is changed to (816, 322) .then there

would be one-~to-one mapping of the classes and the courses

{ (925, 803 and 816) - (211, 231 and 322)} but that mapping

J

-
S e e s R & o Hnn I AR
.

does not correspond to the actual one ‘e.g. . 803 is mapped
f ' into 231. which is not correct. The following response is

t

precise but is awkward.

SRS

'Unambiguous'Regponse

. ‘ ‘ ,
The sections with identification:Al of the courses with

the numbers 311,‘23lh 322 and 322 are:given in the

o e R

classes with the numbers 925, 925, 803 and 925 on Sir :
) " George William campus. L : ;/

P
o . /
. f
'

8.4 One Level Queries with one Entity Relation

The algorithm for this type éf queries ﬁakes use of the -
query and the entity network. All the generated fesponses
. involve the eng}ty since all the Attribgtes are related to
it. Most sentences have PPs-émbedded into the subject NP ‘
3 postmodifying the subject _of the sentence. ‘A PP is i

generated 'using the form of the corresponding attribute from

. A
the column SUBJFORM of the relation  ,ATTR-DOMNS. The

1
[

prepoéition is taken from thé corresponding entry of the
» 4

column, SUBJPREP of the relation PREP-ATTR of the DD.

b M . -

- This research showed that most of the attributes are

associated with the preposition with, ﬁgﬁt can QE/aeen by

it RIS WTIRORE B w7 o

examining the examples presented in this seétion. This can/ﬂ~
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be explained because "with" - implies a kind of possession
,aenoted by th; verb have [20]. 1In the E-R model ., an entity
bossesses certaih attribu;es; that possession is denoted in
the Q;nerated responge.' There are a few other prepositions
. . (e.g. in, on,..) which are used to indicate other kinds of
\ relationships of the ndun éorresponding to - the predicgte
with the subject noun (entity). - The fourth example shows
- _ that‘ in cettain cases relative clauses can be used’
iﬁterchangably Qith PPs, The relative clause "who are
registeteé in the bachelor program”'can be interchanged with

the PP, "im the bachelor program"”. 'Héwever, the resgonse
with the relative clause is preferred‘because it qualifies

the subject noun in a better’ way.
R \

8.4.1 Algorithm

t

‘

v | a. Subject NP
1. If there is only one predicate whose atiribut; is ggy and
- {dentifies completely the entity then
A, SUBJECT will be the form of tha£ attfibut? taken
from the appropriate entry of the column SUBJECT
. of the relation ATTR-DOMNS of the DD;

¢ [

2, else i
A, SdﬁJECT will be the nopn‘associated to the entity
relation. It is taken from the relation

ENTITY-REL of the DD/

/ | - 127 -
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B. If there is no OR operator in the WHERE clause then

¢
a.

4

The predicates must follaw‘\fhe subject as

postmodifiers of ‘it. For each predicate a PP

_is built and is added at the end of the subject

C. else

NP. |

Optional step . ‘ o .“ .

If the frame of a verb has the Feature -ACT and
that verb belongs to a node whose attribute
is in the predicates then
i. & fglative claus; is Hui{t instead of a

PP, It must follow right after the‘

gubjectv of the sentence. The PPs must.

come after the relative clause.

A

'For each predicate a PP is built. The PPs are

joined using the EITHER OR® conjunctions as
follows. EITHER must precede the PPs built
from the predicates. which are joined in the
query with AND algebraic oﬁeraﬁérs. These

predicafes must follow right after the WHERE

keyword. The first predicate is included which

is not preceded by any algebraic 0perat6r. For
each predicate preceded by an OR operator its

PP must be preceded by an OR conjunction;

‘ (
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b. Object NP

3. If there is one column in the SELECT clause then

A. OBJECT will be the form of the attribute in the

4. Els

e

SELECT clause taken from the column OBJFORM of the
relation ATTR-DOMNS. If tﬁe corfesgonding entry
for that column in the column OBJPREP of Phe
relation PREP-ATTR of the DD is nonempty the
prepositién it has musf precede the object form of
the attributesto build a PP. '

/

A. The number of sentences depends on the number of

Lul

different verbs on which the columns on the SELECT
« N ’
clause are associated;

B. If there is a key column in the SELECT clause then

a. The object NP of the first sentence must be
. \ )

built from that column;

C. If two or more columns in the SELECT clause have the

i 'l ' . !
same reference verb then

a. Generate a sentence using one of the calumns
applying 1, 2 and 3 steps of this algorithm.  1If
there’ is a Key column in a group use it first.

b. Add at the end of that sentence the object fsrm
(taken from the column OBJFORM of the relation

ATTR-DOMNS of the DD) of the other attributes,
following the formula (:). ' Where n islthe number

of «columns with the same reference verb.
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"OFORM(1) 1is the object form qf the 1i-th
Aftr}bute. s '
B . SENTENCE (,OFORM(i))* i=2,..,n @ ’
D. The generation of the object NP of. the attributes
- Which do not have the same verb with other

N

Qttributes in the SELECT clause must follow part 3
of this algorithm.o- }

E. The subject NP of the first sentence is based on the
previous algorithm. The subject NPs of the other
sentences to be‘genetated are pronouns. They refer
to the subject of the first sentence.

In the following we present some gueries and the

generated sentences based on the above algorithm:

Query/no.1l
SELECT prog~name, status
FROM students
WHERE stud-name = "G.Bellos"

Response: The student G.Bellos is registered in the bachelor
C
program. He has part-time status.
uery no.2
ELECT status, phone, stud-name
FROM students
WHERE prog-name = “M,Sc"
AND citizship = "Greek"

Response: The students in the Master program with Greek

|
j
{
1

citizenship are S.Koutsianos and D.Katsiapi. They have
full time and full time status, phone numbers 33678 and
896790 ' . . . e
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Query no.3
SELECT stud-name

FROM'  students

WHERE prog-name = “Ph.d"

OR status = "F/T"

OR citizship = "Canadian"

Responge: The students either in the doctoral program or
with full time status or with Greek citizeship are
L.Winsor and T.Dally.

Query- no.4
SELECT stud-name
FROM students
WHERE prog-name = "B.Sc" *

AND ¢ status = "P/T"

Response 1: The students who are registered in the or
program with part time status are P.Rae and V.Wong.

(This response- is generated if the optional step is
followed)

Re nse 2: The students in the -bachelor -proéram with

rt-time status are P.Rae and V.Wong.

8.5 One Level Queries with one Relationship Relation

The algorithm for relationship relations/fg/;:;;d on

the query and the relationship network which édkieéponds to

the relation referenced in the query. It checks the place
where the key and nénkey attributes appear in the query as
well as which attributes are connected and what type of arc

jdins them and then decides about the sentence to be
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generated. Non-entity attributes are handled in the same

3!& as the entity attributes. They may be used to build the
- LI

' object NP or the subject NP of a sentence, their form is

used as subject NP or object NP. In thg casé of entity.
attributes the entiiy'corresponding to the attribute is used
to build the subject/object of the sentence.as in the case
of the entitf relations. The noun corresponding to the
entity is postmodified by a PP built from the form of Fhat

entity—aﬁtribute. When there is a dependency link between

| two eﬁiitiqg then after the PP/NP of the dependent attribute

the phrase which indicates the dependency must follow, it is

built using the next rule.

The label of the dependency arc which is a preposition
must be followed by a NP. That NP is built from the
node corresponding to the regular entity. The generated
PP must come after the NP built from the node

corresponding to the weak entity.

The following two examples illusfrate the above. The

entity "section” depends on the entity “course". This

dependency is expressed'in the generated sentence by the

prepositional phrase "of the course". The attribute
"course-no” in the WHERE clapse stands for the entity
"course". Because the "course-no" }s an entity attribute,
the PP "of the cour;e' is followed by another PP “"with the
(course) number 722", The noun "course” in the second PP is
deleted by a T-rule to make the senpence more readabie.

f
'
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Query no.l
SELECT campus
FROM sec—class
WHERE course-~-no = 722

RESPONCE: A section of the cqurse with
given in a class on ggyola.caﬁpué.
Query no.2
SELECT stud-id

FROM stud=-crs
WHERE grade = "F"

Anpaca it me e St ———— T T o, «

the number 722 {s

RESPONCE: Grade fail has been gotten by the students with

identification numbers 77660, 32733 and 60037.

The second query illustrates the generation of the subject

NP from a nonkey attribute. The subject form SUBFORM from

the relation ATTR-DOMNS of the attribute GRADE has been used

as ‘subject NP. For the subject form of the attribute GRADE

the successive steps which transform it into the final form

are: (A_V) --> (grade V) =--> (grade_fail).

A4

8.5.1 Algorithm

[}

l. If there is an attribute which stands for an entity in

the WHERE clause then

\
A. SUBJECT: .It is bullt from the attribute which stands

for the entity;

?

B. If there is an attribute which stands for an entity

in any clause (SELECT, WHERE) and it is connected

with an arc which is not a depencency arc with the

- 133 -
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’ entity of the subject then

a, OBJECT: it is built from that entity.

C. elS¢ if -there is a nonkey column in any clause

(SELECT, WHERE) and it is connected with the
subject entity attribute with a labeled arc then
a. OBJECT: It 1is the form of that nonkey

attribute.

§e

D. else if there is an entity which does not ;ppear in

the query and the subject entity is joined with it

with a labeled arc. The arc must not be

dependency arc. then

a. OBJECT: It is built from that entity.

E. élse

a. OBJECT: The form of a nonentity attribute 1is
used. The node corresponding to that

‘ nonentity attribute must be joined with a

4 labeled arc with the node corresponding to

the subject entity.

2. else if there is a nonkey attribute in the WHERE clause

a labeled arc going to an attribute which stands

for an entity and which is somewhere in the query then
A. SUBJECTz-it‘is the form of the nonkey attribute.

B. OBJECT: It is built from the entity pointed by _the

head of the arc.

3; elge if there is an entity attribute in ﬁhe SELECT clause

(Higher priority is given to an attribute which is

Joined with any'kind of link with an attribute in the
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WHERE clause) then

A. SUBJECT: It is built from that eﬂtity attribute.

B, if there is a key attribute which 1is somewhere in
the query and it is joined with the subject entity
then
a. OBJECT: It is built ffom that entity

C. else if there is a noﬁkey attribute which is in the
query aﬁd' the subject entity is joined with a
labeled arc then
a. OBJECT: It is built from the form of the nonkey

attribute. |

D. else

a. OBJECT: It gets the attribute corresponﬁing to
a node from the relationship network with
which the subject node is joihed with a
labeled arc. The attribute corresponding to

that node is not in the queyﬁiﬁz

A. SUBJECT: For the node corfespondinéiégian attribute
in the query (it 1is8 prefered attribute in the
'WHERE than in the 'SELECT clause) it finds an
entity node corresponding to a key attribute with
which {t haé any kind of link (e.g. dependent,

unlabeled arc). That key attribute is used ‘to

"

build the subject;
B. If there is a nonkey attribute in any clause

(SELECT, WHERE) with which the subject attribute

¢ =135 =

—



a, OBJECT: It is built from that attribute.

C. else if therq 1is an attribute which|is not in the

. ™

query and the subject attribute is joined with it
(key attribute has higher priority than nonkey)
then . |

a. OBJECT: It is built from that| attribute;

\
|

. |
. 5. If any column has been left out (it is in the query

but has not been used in any sentence then

A. A new sentence will be built using\$he algbrithm. in

section 7.3. ' | R

, \

The following examples illustrate some |cases of the

above algorithm.

Query no.l -
SELECT campus
FROM gec-class
WHERE course-no = 211

AND section =' "Al1"
RESPONCE: The section with identification Al of the course

with the number 211 is given in a class on|/Loyola campus.

€,
uery no.2
ECT course—no
FPROM sec-class

WHERE class-no = 309
AND ~ campus = “Loy"

RESPONCE: The class with the number 309 on Loyold campus is
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used for a section of the course with the number 211.

- Query no.3
SELECT section, campus

¥ ROM sec~-tclass
WHERE course-no = 211

"

RESPONCE: The section wiﬁh identification Al of the course

with the number 211 is given in a class on Loyola campus.

Query no.4
SELECT grade
FROM stud-crs .
WHERE course-no = 722
AND instructor = "D.Desai"

RESPONCE: The course with the number 722 haslbeen given by

the instructor D.Desai. It has been taken by some

students. They have gotten grades As, Bs and fails.

guet! !‘_q.é " | |
SELECT instructor ; ) .

FROM stud-crs _
WHERE stud-id = 52535

RESPONCE: The student with the identification number 52535
has taken some courses. They have been taught by the

instructors D.Desai, R.De Mori and R.Shinghal.’

§¢§ One Level Queries with two Relations

¢

The generation of the responses to queries with two

relations has been simplified with the definition,of.thé&(

‘ join operation on the networks. We distinguish two tfpes of

queries with two relations based on thg type ‘of the
relation,

1';) Queries with one relationship relation and one entity
. ' "

v
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~ relation. -
.- b) Queries with two relationship relations.
I T h

There are no major differences between the two. types of*i

queries; -In order to generate a response for 'queries of

A
f\’ ) this form the’ algorithm for one level queries with an entity
‘. relation or one level queries with a re}ationship relat}on
» are used. - : .
. : 8.6.1 Algorithm
\ , . | l
T 1. if ‘there 1is one entity réleti%n”and one relationship
S telation in the query then | o -
) . A. Generate a partial response using
a. The part of the network which cortespdnds,tb‘ the
- relationship network. ' | ‘
Y b.  The attributes of ghe relationship relation which.
_"'existrin the query.
';c, The algorithm for one level ‘queries‘ with ‘one ,
relationship relation. r ‘
. " B. Genarate another partial response using:
a. The part of the network which corresponds to the
. o N entity relation.
i \' b. The attributes of the entity relation which exist
0 - " in the query.
) i? ’ Cc..The algorithn for one 1level queries with one
- T .. entity relation.

' C. Make use of the common entity to join the partial

g ' .o =138 -
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s , responses generated in steps 1 and 2. The sgbject
x in the partial response generated by step 1.B must

. ) have an anaphoric reference to the ﬁP,geherated in

'step 1l.A fi;ﬁ the common'eptity node.

' 2. else if there are two reiahionship relatioﬁs in the query

then

A. Treat the new network as a rel#tionship network;
apply the algporithm for one level Queries with one

v e relationship relation.

-

N

B, If the relationship network corresponding to the one
relation has a dependency arc then
. _ a. Start the generation from that part of the

network. ‘

C. else

a, Start the genaretion from any node of the

network as ‘it is specified by the algorithm in

section 8.5.1.

13

The responses for the following queries are based on
the above algorithm to illustrate it. The first two
examples are based on the joined network presented in

fig. 7.4.

{

uery no.6
LECT stud-id, citizship
¥ ROM students, stud-crs '
WHERE students.stud-id = stud-crs.stud~id
AND instructor = "D.Desai” .

* RESPONCE: The studehts with identification numbers 77733 anﬂ
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66684 have taken some courses. They have been taught by ':

the instructor D.Desai. They have Canadian and Greek

citizenships. . !

T?e algorithm for the rela ionship relation generates the

followiﬁg partial response.. ’

- The students with identif}cation numqus 77733 and 66654
have 'taken' some courses. They have been taught by the
‘instructor D.Desai. L

The algorithm for th;.entity network generates the partial

response.: |

The students) have Canadian and Greek citizenships. v

They
Its subject is changed into a pronoun.

Query no.7 . T ~
SELECT grade, stud-name, sex
FROM  students, stud-crs
WHERE students.stud-id = stud-crs.stud-id

RESPONCE: Some students have gotten grades A and Fail. They
are the students G.Bellos and T.Dally. They have male
and male sex. . ‘

Fig. 8.1 shows the network resulted from the join of the

ADVISOR and DEPT-PROF relationship networks. It is used for

the illustration of some more examples.:

Cor
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reference time: present
pey—— .

, relationship rel.: Advisor :
: reference time: present !
+ - -+
relationship rel.: Dept-prof
reference time: present R4

+

¢ |VC: +act VC: +act
entity ASP:-~perf;-progr ASP:-perf;-progr

depattleng,,f——-en§ify profes ————-en%{fy student '
----- }p advi se P —— ’

|PROF—NAME| |sSTUD-ID |
—————— Advise

- VC: +act VC: =act
ASP:-perf;-progr ASP:-perf;-progr|.

T e . -.: __:___I

‘Pig. 8.1 The network resulted from the join of the
relationshlp networks DEPT-PROF and ADVISOR

+
+

Querz no.8
SELECT prof-name
FROM dept-prof, advisor
WHERE rdept-prof.prof-name = advisor.prof-name
AND stud-id = 77773
AND dept-id = "comp"

-\

RESPONCE: The department with department identification COMP
has the professor with the name J.Opatrny. He advises

the student with the identification number 77733.

uery no.9
LECT stud-id , i
FROM . dept-prof, advisor !
WHERE dept-prof.prof-name = advisor. prof—name " ‘
AND dept-id = *comp* ’

RESPONCE: The department with identification COMP has some
pgofeqso;s. They advise the students with Lhe

identification numbers 77766, 33377 and 33329.
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8.7 Algorithm for one Level Queries Without WHERE Clause

|
Here we consider ’é§e devel queries without WHERE

clause. ' They are classified into queries containing either

an entity relation ‘or a relationship relation.

Algorithm o

1. If the query has an entity relation in the FROM clause

then

A, If there is.an attribute which stands for an entity

and identifies completely that entity then

a. SUBJECT will be a definite NP, It is built
from the eﬁtity corresponding to the entity
relation. - The noun which stands for the
“entity is taken from the relation ENT-ATTR of
the DD.

b. OBJECT will be built from the form of that

entity.

a. SUBJECT will be an indefinite NP built from the
noun correspbnding to the entity.
' b. OBJECT will be the form of an attribute in the
SELECT clause,
i:; if there is any key attribute' in the
SELECT clause then

use it first

- 142 -
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C. if there are more than one attributes in the SELECT

clause with the same reference.verb then

v a. The forms ~of theése attributes 'are appended

after the object NP of the generated sentence
which has the same verb. This is done by

f . applying the formula (:) in section 8.4.1.

% " D. Repeat
J a. If there are more attributes in the SELECT
clause then ) , -

i
©

i. SUBJECT will be an anaphoric reference to
. ‘the entity.
> o ii.OBJECT will be the form of an attribute
from the SELECT clause followed by the
form of the attributes with the same
reference verb, It is done as it is
specified by the formula'(:) in section
8.4.1.
lggsil there is not lefﬁ‘any attribute in the SELECT
clause;
2. elge if the query has a relationship relation in the FROM
clause then : , o '
A, If the query has one attribute in the SELECT clause
| | then
a. if the attribute is entity then
generate a sentence havipg as:
j i. SUBJECT the entity attribute in the SELECT

clause.,. -
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i1.OBJECT another entity with which }t is
. linked by a labeled arc. An indefinite
NP is built.

b. else if the attribute is not an entity then
i. if that attribute has a. labeled arc 1leaving
: , ‘ from it then
SUBJECT will be the form of that
. attribute
ii. else that attribute must be connected
with an unlabeled arc with an attribute.
The two attributes must be related in a
way. SUBJECT will be the phrase which
can be built from the relation of the
attributes as it is spécified in the
network. In this case the attribute
which has the ingoing and outgoing arc
is considered as thé SUBJECT of thé
résponse.
iii, OBJECT: It 4is built from the node to
"\ : which there is an arc from the node
N corresponding to the subject attribute.
T N © B, else if there are more than one attributes in the
. SELECT clause of the query then
;3 ‘ a. If there is in the query one attribute which
' stands for an entity then

i, SUBJECT: That attribute is used to build
the subject NP.
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b. else there must be a nonentity attribute in the
query. .

i. SUBJECT: The form of that attribute is
used to build thg subject NP;

c. If there is an entity node with \ﬁhich the
subject node is joined with a labeléa\grc and
the attribute corresponding to that néée is
in the query then |
i. OBJECT: It is built /from the attribute

corresponding to that node.

d. else if there is a nonentity node with which
thé subject node is joined with a labeled arc
and the attribute corresponding to that node
is in the qguery then
i. OBJECT: It is built from the attribute

corresponding to that node.

e. elgse if there is an entity node with which the
subject node is joined with a labeled arc and
the attribute corresponding to that node is
not in the query then ’

i. OBJECT: It is built froﬁ the attribute
corresponding to that node. .
f. else

{. OBJECT: It is built from the attribute

corresponding to the nonentity node

which is not in the query. The sdbj;ct

- 145 -
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with that node.

3. If any attribute exists in the query which has not been
used in the generation of any sentence, normaly that
attribute should not stand for an entity then

A. The algorithm in section 7.3 is applied. .

In the following examples, the first three illustrate
responses to queries with entity relations while the last
three relate to queries with relationship relations.

uery no.l |
ELECT™ stud-id, phone
FROM  students
RESPONCE: Some students have identification numbers 77733
and 88833, phone numbers 77345 and -66345.
Query no.2
SELECT prog-name, citizship, stud-name
FROM students
RESPONCE: The students are G.Bellos and T.Dally. They are
registered in the bachelor and master program. 'They have
Gréek and Canandian citizenship.
uer 'no.3

ELECT prog-name
FROM students

RESPONCE: Some students are registered in the bachelor,

master and doctoral program.

Query no.4
SELECT class—-no
FROM sec~class

RESPONCE: The classes with the numbers 925 and 803 on some

~ 146 ~
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campuses are used by some sections of some courses.-

-

Query no.5 ,
SELECT grade, course—no, instructor
" FROM stud-crs
RESPONCE: The courses with the course numbers 753 and 731
have been taught by the instructors V.Alagar and
J .Opatrny. They have been taken by some students. They
have gotten grades A and A.
uery no.6 g .
ECT section, campus, class-no
FROM sec-class
RESPONCE: The sections with the section identifications AA
and AB of some courses are giben in the classes with the
numbers 925 and 923 on Sir George William and Sir George

William campus.

\ . 8.8 Nested Queries

The study of the nested queries is based on the ngmber
of relations in each level and the type of these relations.
The outer level of these queries always has.ohe,:elation.
Queries are divided into two categoriés:

1) Queries with one relation in both levels;

2) Queries Qith two relations in the innper level.

We always start to generate responses from the inner level
+ / .

(subquery) unless the algorithm explicitly changes this

order.
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We consider the following groups of queries, for every

case a different algorithm has been developed.

"a. Queries with one -relation in each level but different

type of relation. The inner subquery can have an entity
relation and the outer'subquery a ;elationship relation
or vice versa.

b. Quefies with one relationship relation in both levels.

c. Quéries with the same relation in both levels.

d. Queries with two relations in the inner level.

If we exclude the cases c) and 4), queries which belong to

other cases can always be mapped into equivalent one level

queries of two relations. Because of this feature the
nested queries with one relation in each level are handled
in a similar way as the one level- queries with two
relations. The responses they generate have small
differences. The attributes on which the Jjoining is
performed are the a;tributes in the SELECT clause of the
inner subéuery with the ZOrrégponding attributes of the
outer subquery in the WHERE clause. The following example

illustrates the above.

e
' Eguivalent )
Two Level Query _ One level Query
SELECT stud-id,sex,prog-name SELECT stud-id, sex,pro-name
FROM students FROM students,stud-crs
"WHERE stud-in 1IN WHERE students.stud-id =
' SELECT atud-id _stud~crs.stud-iad
FROM stud-crs AND grade = “\"

WHERE grade = “"A"




e
v

in Each Level

t 1. If the relation in the inner query is an ER and the
egtity nodes on‘which the two networks will be joined
have identical  semantic meaning and syntactic
-representation then

A. SUBJECT is built according to the algorithm for one

A
level queries with an ER using the attributes

which belong to the ER. )
B. If an attribute which stands for the common entity
exists in the SELECT clause of the outer query
éggg :
a. OBJECT will be built according to the algorithm
for one level queries with an ER (OBJECT will
be the form qf that attribute). a
C. else if there 1is an entity-attrfibute in the SELECT

L

labeled arc¢ from the common entity (entity on

from the joined network then

s e —————A ot

a. OBJECT will be built according to the algorithm
for relationship relations using that ‘entity.
(OBJECT will be the entity itself

J
)

. 3
v . - 49 - i

8.8.1 Algorithm for Queries with Different Type of Relations

_clause of the outer query which is pointed by a .

which the join has been done). That can be found



- postmodified by a PP built from the form of
' that entity-attribute). ‘ g

D. else if the node corresponding to the. common’
entity—-attribute is Jjoined with an outgoing
labeled arc with an entity-node whose
corresponding attribute is not in the query. then
a. OBJECT: It is built from the entity-attribute

c,orrespondling to that fenti't;.y node. The
" object NP must be an indefinite NP.

E. else there must be an attribute (not standing for
any entity) with which the subject attribute is
joined with a labeled cutgoing arc. This
attribute will be used to build the OBJECT NP.
The object NP will be an indefinite NP;

" Outer Quer ' - %““

F. If any attribute in the SELECT clause has not been
used in the response Eggg
a. Generate responses uéing the algorithm for one

level queriég with a RR.
b. Anaﬁhoric references will be made to the common
entity;

2. else if the relation in the inner query is an ER and the
entity nodes on which the two networks will be joined
have not idgptical seﬁ?ntic meaning and syntactic
,xébfésbntatibn (the nodé corresponding to the RN has
éhe restrictions on 1its meaning‘ and its syntactic

~

represenation) then

\ - 150 -
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A, Genérate responses for each subquery- seperately.
B. Start generating from the RN because it has the
| entity-node with the syntactic . and semantic
restrictions. : *
c. Since‘ the outer quer'y has a RR apply the algorithm
for queries without WHERE clause with aRR.
D. Por the"il}ner query épply the following algorithm,
a. SUBJECT will be an anaphoric reference to the
common entity on which the two netwofks have been
joined. |
b. Consider that the preaicages are attributes in

the SELECT clause with the given values.

c. Generate responses to this restructured query

applying the algorithm of ER queries without
WHERE clause. " |
3. else g_ the relation in the inner subquery’'is a RR and
the relation in the outer one an\‘,ER then
A. Generate a response for the inner subquery using:
a. The part from the Jjoined network which
corresbonds' to the relationship network (RN)
_ b. The attributes in the SELECT clause of the inner
B subquery must be in the responaé.
i. If they are in the SELECT clause of the outer
subquery then generate definite NP8 for
L these attributes, b

ii. else generate indefinite NPs.

¢. Trace the network gene},ating sentences until the
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§nt£ty (key attribute) on which the joining is
. a performgd is involved in a sentence and not
-; | " predicate has been left out.
‘ d. Use the algofithms for one level queries with a
tl o RR.’
, n B. Generate a responséAfot the outer query using:
\,. E’ o a. SUBJECT will be an anaphoric reference to the
common entity.
- b. OBJECT will be created according to the algo:ithm

for one level queries with an ER,

!

We give below some queries and the responses which are:

-

genqratéd by using the above algorithm. )

Query no.1l
SELECT grade,. course-no, “stud-id C
FROM gtud-crs -

* °  WEERE stud-id 1IN _ .
- SELECT sgtud-id
N FPROM gstudents '
L ' WHERE citizship = "Greek"”
I AND prog-name = “"M,sc"

, & RBQ?bNCE: The students with Greek citizeship in t?s_ maaégr
v program have iﬂentification numhers 77773 and 77774.
' They have taken the courses with the numbers 622 and 722.

-

They have gotten g:ades K and C. J

[
1

’ ; LI uery no. _2_ ' - " .
' ; course-no “ ?
ce N -FROM  ,stud-crs :
' WHERE  stud-id "IN . _ . :

. SELECT stud-id _
' PROM students . )
WHERE utud-nanc = *G, Bcllou“ o

>
. . . ]
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) 8.8.2 Algorithm fpr Queries with one Relationship Relation

RESPONCE: The student G.Bellos has taken the courses with

»

the numbers 622 and 722.
/- ' ' .

uery no.3 L. : :
SELECT stud-id, prog-~name ) -
FROM students .
WHERE stud-id 1IN ' . '
" SELECT stud-id
FROM stud-crs ~
WHERE grades = "A"

RESPONCE: Grade A has been §otten by the students with the
identification numbers 77773 and 88884. They are

registered in the master and doctoral program.

[y

Query no.4
SELECT status, citizship : v
FROM gtudents )

WHERE stud-id IN ¢
SELECT stud-id
FROM stud-crs
WHERE . instrugtor = "J.Opatrny"

»
»

RESPONCE: Some students have taken some courses. They have
been given by" the insrtuctor J.Opatrny. They have
full-time and full-time stitus,‘ Greek and CanadiQn
éitizeyship. ' , .

\

E

v :
‘ in each Level . ' }

«
4

1. If the nodes " on which the networks will be'joined have
the same semantic and syntactic representation é#gg ‘
A. Consider the joined network as a RN and generate
sentences using the algorithm for one level queries '

- with a RR.’
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Start generating responses from the inner subquery.

2. else if (the nodes on which the networks will be joined

have different semantic’and syntactic representation)

and (the RR which has the attributes with the

restrictions is in the inner subquery) then

A,

B.

v

Start generating responses from the inner subquery.
For each (inner/outer) subquery generate responses
.using only that part of the network which
corresponds to the RR of that subquery. The
algorithm for one level queries with a RR must be
used.

For the\oufer subquery consider the attribute in the
WHERE clause as predicate.

*

Start generating responses from the outer subquery.

Use as predicates the attributes in the WHERE clause
of the outer subquery in order to generate the
response for that subguery.

For the inner subquery cons}der the predicates as
attributes in the SELECT clause.

For each (inner/outer) subquery generate responses'’
using only the part of the ﬁetwork which corr;sponds
to the RR of that subquery. The algorithm for one
levelléueriea with a RR must be used;

SUBJECT NP for the response of the inner subquery
(at least for the first n;ntoncc) wiii be an

anaphoric reference to the common entity;
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4. If we start generating responées from thé inner subquery
then
. A. If any of the entity-attributes on whiclr the two
relations will be joiﬁ;d appears either in the
; + 'SELECT clause of the outer subquery or as
predicate in the inner subquery then
a. Generate definite NP for that attribute.
B. elge if it does not then
a. Generate 1ndefinit? NP for that attriSute.
5. else if we start generating responses from the outer
* subquery then :
A, If 'any of the entity~attributes on which the two
relationg will be joined appears in the SELECT
"clause of that subquery (outer) then
a. Generate definite NP for that predicate
'B. elge if it does pét then ‘
a. Generate indefinite NP for that attribute.
N |
The following examples illustrate'the above algorithm. They
uge the network in fig. 8.2.. The frame of each verb is
shown in fig. 8;%. The number near each arc in fig. 8.2

et

points to the frame for that arc in fig. 8.3.
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relationshig network: prof-sec
. reference time: present
/ entity Glve/Teach , :
section — ‘
. 1 e ¢
‘ : | SECTION' | | INSTRUCTOR|
. -----T;—- -Give/Teach - 3
: : \Of 2 !
‘ 1

L
-+

. Take | (

entity stMy oourses
3 —ee e -

| sTUD~ID | | COURSE-NO |

A -\-\EL/-]-..T_

' 4 +
Get ‘' Get Give/Tepch
8 6

7
. . ive/T¢ach
. ‘ s -

R R e ek A DEER s D ane

| GRADE | | INSTRUCTOR|
N

i
) relk‘ic’msh_ig network: stud-crs ’ ’
reference time: present ” ‘ i

wsnade
L 4

o=
L 4

Pig. 8.2 The network resulted from the join of the . 3
relatioship networks STUD-CRS and PROF-SEC.

‘1. |VC: -act 2. |vC: +act ‘ |

i ASP:-perf;~progr ASP:-perf;-progr|
« ‘\\

: N ‘ 3. |VC: +act 4. |VC: -act

; ASP:+perf;-progr ASP:+perf;~-progr

b 5. [vC: +act 6. |[vC: -act

i ASPi+perf;-progr ASP:+perf)-progr
;; ~ 7. |VC: ~act 8. [VC: +act:

! ASP:+perf;-progr ASP:+perf;-progr

Fig. 8.3 Frames of the verbs of the RN in fig. 8.2.
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Query no.l
" SELECT section, course-no
. FROM prof-sec
WHERE®X course—no IN
' SELECT course~-no
. . FROM stud=-crs
' WHERE instructor = "J.Opatrny”

RESPONCE: The sections with section identifications AA and

AA of the courses - with the course'qumbers 743 and 731 are

given by some instructors. They have been given by the
instructor J.Opatray.

Query no.2 -
SELECT instructor
FROM stud-crs.

‘ WHERE course~no IN

! SELECT coursegno

! FROM prof-sec

§ - WHERE instructor = "V.Alagar"”

RESPONCE: Some sections of some courses are given by the
instructof V.Alagar. They have been taught by the

instructors R.Shinghal and C.Suen.

8.8.3 Nested Queries with the Same Relation

in Both Levels

! - There are queries with two level nesting, each level
refering to the same relation. For example consider . the
! ’ request: _

*Pind the names of the students who are in the same

»

program as the student G.Bellos.”

One level queries with only the relation STUDENTS can not

Q

answer this question, but the following nested guery can’
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answer it.‘

SELECT stud—name
FROM students
WHERE prog—name IN
. SELECT prog—-name
PR FROM students
WHERE stud-name = "G.Bellos”

Nested queries/ with the same entity relation in the
inner and the outer subqueries have the following meaning.
“"They f£ind the values of some attributes (attributes in
the SELECT clause of the outer query) which have the -
same values in some attributes (attribﬁtes in the WHERE
and SELECT clauseﬂ\of tﬂe outer and inner qguery
,fespectively) with the entity which is specified in the
predicates of the inner query.”
The queries of this categor§ have the followipg common
structural features.
a. The inner subquery must have as predicate an attribute
which stands:for an entity.

b. The common attributes on whi‘*h the two subqueries will be

“~

joined must be nonkey attributes.
The noun in certain object NPs generated by the following
algorithm needs to be preceded by the adjective same. Thia'
adjective can not be inserted by the PS-rules because of

Al

that a special routine must be written to do it.
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A,

B.

g

8.8.3.1 Algorithm

!

1. If the relation in the inner and outer subquery have the

same entity relation then

Genera}e the response first for the inner subquery.

The predicates must have a key attribute which can

. identify the entity either completed or partly.

Generate the response for the inner subquery using

the algorithm for one level queries with an ER. For

the attributes 1in the SELECT clause generate

indef;nite NP, ‘

Response for the 'outer subquery:

a. The attributes in the SELECT clause will be used
to built the'SUBJECT NP.

b. The atrributes in éhe WHERE clause will be used

to built the OBJECT NP. The attributes in this

clause do not have values and hence indefinite NP
will be generated.

c. The algoritﬁms for one 1level queries with an
entity relations will be used to generate the
response with the follo;ing assumptions.

i. As predicates will be treated the attributes
in the SELECT clause with their values.

ii. The attributes which are required by the
algorithm from' the SELECT clauée of a query
are replaced by the attributes in the WHERE

clause of the outer query.

»
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iii. The noun in the OBJECT NP of the sentences
generated for the outer query must be p{eceded

by the adjective sanme.

2. elst if the inner and outer subquery have the same
relationship rglatién then- ‘ R o
A. Generate a response firs£ for the inner subquery. §

The NPs generated from the attributes in the SELECT

will be indefinite. | §

a. App}y the algorithm for one level queries with a %
RR. o | _ -

B. Generate a‘response for the outer subquery assuming : :

the following changes: 1

a. The attributes in the SQLECT clause will be ‘used
as predicates, )

b. The-. step of the algorithm which require
attributes from the SELECT clause to generate the
OBJECT NP must take the attributes from the WHERE
clause of the outer subquery. Indefinite NPs are
generated from these attributes.

c. Trace the same RN as for the inner subquery. The ;

noun in the object NP must be preceded by the

adjective same.
d. The algorithm for “RR is wused ‘assuming\thcse
changes. ‘ .

The following examples illustrate this algorithm.
!
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Query no.l .
SELECT stud-name o, ‘
FROM students - °
WHERE prog-name IN o
SELECT prog-name -

F ROM students
WHERE stud~-name = "G.Bellos"™

RESPONCE: The student G.Bellos is registered in a program,

The students T Dally and V. Molino are registered in the

——

same program.

O

o

uery no.2 ,
ECT  stud-name, phone
FROM ‘students
WHERE citizship, sex IN
T SELECT citizship, sex
F ROM students -
WHERE stud-id = 77777 '

RESPONCE: The studeént with identification number' 77777 has a
citizeship and a sex. The students with the names
V.Molino and T.Dally and the phone numbersl 77333 and
77666 have the same citizenship and sex.

uery no.3
BELECT™ instructor
FROM stud-crs
WHERE course-no IN )
SELECT course-no.
FROM stud-crs -
WHERE instructor = "C.Lan"

RESPONCE: The insrtuctor C.Lam has given some courses. The

instructors V.Alagar and T.Bui have given the same

courses,
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uery no.4

ECT  class-no, campus
FROM sec~class ~
WHERE course-no IN
SELECT course-no
FROM sec-class
WHERE class-no = 925

__RESPONCE: The class with the class number 925 on some campus

*

is used by some sections of some courses, The classes
with the class numbers.803 and 314 on Sir George William
and Loyola campus are used by some sections of the same

courses.,

8.8.4 Nested Queries with two Relations

in the Inner Subgquery

The nested“queries with two relations in the inner

subguery are divided into the following groups.

Queries with an ER in the outer subquery and with an ER
and a RR in the inner subquery.
Queries with ‘an ER in the outer subquery and two RRs in

the inner subquery.

Queries with a RR in the outer subquery and with an ER

and a RR in the inner subquery.
Queries with a RR in the outer subquery and with two RRs

in the inner subquery.

4

The algorithm for these type of gqueries uses the

concepts and the algorithms for one level queries and nested

queries with one relation in each subquery. The networks of

- 162 -

R i

PR . e et R b M-MW
TR W

s
et o e ekt e g st



R SR e

the relations' are combined into one applying the join

' operation.

-

8.8.4.1 Algorithm

a. Generation of the Response for the Inner Subgquery

1. If an attribute in the SELECT clause of the inner
subquery does not appear either in the predicates (of
the inner subquery).og in the SELECT clause~ of the
outer subquery then
A, Gene;ate indefinite NP for these attributes

2. else

A. Generate definite NP;

l. If tﬁere is no relation in the inner subquery with

dependency link then .

A. If the inner subquery consists of two RR then
a. Use the algorithm for one level queries with a

RR assuming the joined network as a RN.

B. else if (there is one ER) and (tﬂlre is one RR) and
(the ER has not attributes in the SELECT clause of
the inner query) then

s

\ a. Start generating responses from the ER.
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‘ b. SUBJECT NP: Use the algorithms for one level

- queries with an ER and the .predicates which

// . - exist in the query from the ER.

C. OBJECT NP: The common entity-attribute of the
\ : ER and RR is joined with a labeled arc with
| another entity attribute of the RR. That
entity-attribute 'is used to built the object .
NP. The algorithm for one level queries with
! ; RR must be used.
. d. If there are attributes of the RR of the query
which have not participated in thg“ggneration
process then
i. gener?te responses traversing the network
as it is specified by the algorithm in
section 7.3.
C. 2}§2~1£ (there is one ER) and (there is one RR) and ' !
(there are attributés of the ER in the SELECT
clause of the inner subquery) then

a. Start generating responses from the ER. T

b. SUBJECT NP: Use the algorithms for  one level

queries with an ER and the predicates with

P

- ~attributes from the ER. ‘

¢. OBJECT NP: Use the algorithms for one level

| queries with an ER. The attributes of the ER
in the SELECT clause must be used.
d. For the attrfbutes of the RR generate responses . H

using the ;lgorithml for one level gueries with
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a RR. Anaphoric reéferences wiil be nade to the
common entity wherever it is needed.

2, else 1if (there is a RR with dependency link in the inner

subquery) then D -

A. Start generating responses from' thew\RR with the
'Jdependeney lipk (ER do not have dependenqy link).
a. Sentences involving only' that reiation and itga
'network will be generated. “ettributes from other;
relations should not be used to generate NPs. '
The common entities in the joined network will be
used to join the sentences making anaphoric
references to them. -

3

B. If the relations in the inner subquery are RRs then
a. Use the subnetwork correSponding to the other

RR ‘snd continue to generate responses treating

all the networks as one. Use the algorithm in

section 7.3 to traverse it. .

C. else if (there is one_ﬁR) and (therf is one ER). then
‘a. Por the ER: "

i. SUBJECT NP is generated’ from the oommon
entity on which the two relation nave bee;'
joined. . Anaphoric referenoe are made to

| it. \ .o~
\ ii. OBJﬁCT NP is generated using the'predicatea
(the attributes and' their nalues) whioh,,
exist in the. gquery from the ER. The

algorithms for one level queries with an |

0 - 168.- \
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BER must be used.

b. Generation of the Response for the Outer Subquery

Lo

-, 1. Att;ibutes in the SELECT clause of the outer subquery
which have been used in the generation of the response
,  for the inner subquery are not. used in the gener;tion of
‘the response for the outer subquery.
2, If the relation in the outer subquery is an ER then
A. Generate one or more sentences using the algorithmu

L3

for one level queries with an ER.

o

B. SUBJECT NP will be an anaphoric ‘refg}ence to the

entity-attribute which is common to both

subqueries (inner/outer). It is the attribute on

which the two queries are joindﬁ. Actualy the

attributes in the WHERE clause of this subquery
are treated as preﬁicates. .

c'.} OBJECT NP: It will be buift from tpé attributﬁod in

it 1is )

\ the SELECT clause as specified by the

algorithm for one level queries with an.ER.

3. else if ((the relation in the outer susquery is a RR with’

or without dopondoncy link) and (there is a :clation in :

the inner subquery with d-pondency link)) or ((the

'relation in the outhr query in aRR and it does not

have dopondohcy-iink) and (there is not RR relation in
the {nner qui‘ry vith dependency link)) then-

B. Consider the network corresponding to the ,nutcf\
~ o ‘ : \ ‘ .

‘{Y ! ' ' a0 '
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relation as a - continuation of the network

corresponding . to the inner subgquery;

C. The attributes which 'have been used in  the
generation process of the inner subquery shoulg nbt
be used again.

D. Tranrue the requir;& network generatinjv sentences
as specified by the algorithm in section 7.3.

elgse if ‘(thgze is not RR in the inner subquery with
dependency link) and (the RR in -the outer subquery has

dependency 1link) Eggé ' ‘ . P

A. SUBJECT NP: The entity-attributes " in the WHERE

clause of the outettsubquery are ysed to build NPs
which will have the following synatax:
" NP --> DET.NOUN
DET --> This/these
—_ NOUN --> noun cprresponding to the entity.
| A NP built in this way must be the §E£JECT19£ at

ieast the f?rst sentence.

B. OBJECT NP: It will be determined from the algorithm’

N .
for one level queries with a RR,

* \ . . .
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reference time: present

v

e
-«

rolationahig relation: students

reference time: present

Status | | Phone | | Sex

6 Have| 5- 4 /Have

»e

—‘——\
[citizship| Have

4

) :

Register Sady St pat
IP:og—namer";’///

-

+
7 ntity s_?Gdent/ entity student
Stud-name|

Be II
Stud“id / 3 —————————

+

+ .

entity relation:profe
reference time: prese

entlity professor

|Prof-namejrd | BJ Campus |
, entity proflessor -
Be \\\Nr-

| Phone

|otfice-no|

"
L

.
Ay

Fig. 8.4 The network created from the join of the

. PROFESSORS , STUDERTS and ADVISOR networks.
!
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9.

11.

13.

° Pig. 8.5 Frames of the verbs of the RN in fig. 8.4.

VC: +act .
ASP:~perf;-progr

VC: +act
ASP: -perf;-progr

VC: +act
ASP: ~-perf;-progr

VC: +act
ASP:-perf;-progr

VC: +act
ASP:-perf;-progr

VC: +act
ASP: -perf;-progr

VC: +act
ASP: -perf;-progr

10.

12..

VC: =-act

ASP:~perf;-progr

VC: +act
ASP:-perf;-progr

VC: +act
ASP:~perf;-progr

VC: -act F
Asz—perf;-progr

VC: +act
ASP:~-perf;-progr

VC: +act
ASP:-perf;-progr

1
\

<



reference time: present

+

+

entity relation: courses
reference time: present

[Sem-offerd| | Credits |

011&4 Bavﬁ T —._
entity » 7 +.
course )Sg_i
tity courgh _ Have -

|Crs-title|Be 2 | >

a Course-no | |Preregsite]

5|]] ==~-—=——wg~ Require
+ - ‘ "““"']§§S“-==:::===*""’
| \ 1 |
relationgship network: crs-prereq
reference' time: present

b 4

7

+

+

of |
+ + ‘ \ | :
Give/Teach ) - .
l,,——-7--._g§tfty‘aection =
6 b ' P . ¢
|Instructor| | Section |

-------- e S

i
7 |
D

relationship relation: prof-sec
reference time: present

7 e
L v

FPig. 8.6 Illustration of the join of the networks
for PROF-SEC, COURSES and CRS-PREREQ.
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VC!

l. [VC: -act 2, +act

‘ ASP:-perf;-progr ASP:-~perf;—-progr

)

3. |VC: +act 4. |VC: -act
ASP:-perf; -progr ASP: -perf; -progr

5. |[VC: +act 6. |VC: +act
ASPs-perf;—~progr ASP: -perf; -progr

7. |vC: -act g
ASP:-p:ogr?—pe:f

FPig. 8.7 Frames of the verbs of the RN %n fig. 8.6.

The following queries illustrate this algorithm.

\ N T

no.1
ELECT phone
FROM professors
WHERE prof-name IN
SELECT prof-name - .
FROM advisor,students
WHERE ° students.stud-id = advisor.stud-id
AND students.stud-name = "G.Bellos"

uer

RESPONCE: The studerit G.Bellos is adviced by a professor.

He has the phone number 77733.

no.2 ’
ELECT prog~name, status i,
FROM students : '
WHERE stud-id IN° o
SELECT stud-iad :
FROM advisor,professors
WHERE advisor.prof-name = p:o!csso:-.prof-nnln
AND phone =. 68686

uer

RESPONCE: The professor with the phone number 68686 advises
registered in the master and
master program. They have full-time and full-time

-1 -

some students. They are
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status.

T,

uery no.3
ECT sen—ofterd,crs-title

PROM courses

WHERE course-no 1IN
SELECT course—no
FROM prof—-sec,crs-prereq
WHERE prof-sec.course-no = crs-prereq course-no
AND 1ns§£pctor = "J.Opatrny”
AND preregsite\= 652

LY

RESPONCE: Sections of me courses is given by the
| instructor J.Opatrny. They have the prerequisite course
.652., They are the courses c¢ompiler constru;tion and
language processing. They are offered ;n the Fall and

Winter semesters. (

uery no.4
ELECT instructor [
PROM prof-sec -
WHERE course-no IN .
SELECT course-no
FROM courses,crs-prereq
WHERE courses.course-no = crs—-prereq.course-no
AND sem—offerd = "F" ‘
AND prereqsite = 622

RESPONCE: The courses which are offered in the Fall semester
have some course numbers. The prereguisite course 622 is
required by them. A section of these courses is given by

°

the 1nsttuctor D Desali.
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IX. CONCLUSIONS AND FUTURE WORK

The research in this thesis is a contribution in the
area of natural lanquage interface to data bases.. Using
tools such as a query language, a data dictionary, a
lexicon, and a DBMS, a sentence generator is designed for
communicating the database search to an end user. It 1is

assumed that the input query is expressed in SEQUEL.

This research has shown me that the generation of

meaningful text requires the existance of semantic

structures which must represent the text to be generated.’

In this thesis the semantic structures designed to support
the generator are the entity and the relationship networks.
The generated response is a traﬁslation of the knowledge
reptesented 1n~such networks. The response to be generated
depends on the input query. The query conveys in some form
the question that the user has formed in his mind. We use
the quefy input to traverse the networks. As the network is

traversed sentences in English are generated.

The information extracted from the query is based on:
a) The structure of the SEQUEL query laﬁguage. The plaqa
where each attribute appears in the query.
b) The fact that the design of our data base is based on the
E-R model (we distinguish between entity relations and

relationship relations).
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In a SEQUEL query, information in the WHERE clause ' is what

.the user knows. Information ip the SELECT clause is what

the user would 1like to know. If the relation in the FROM
clause 1is for example an entity relation then the discourse
will be about the entity corresponding to this entity
relation. In this way we confine the discourse to a
specific subnet of the network corresponding to the query.
For every query there is one network. The definition of the
join operation (on networks) proposed in this thesis allows

us to have for each query a network and to logically connect

~ networks into more complex new networks.

Queries are divided into several types. For each- type
of query there is an algorithm which determines the response
to be generated. The classification of queries is based on

the structure of the query, namely the nested level of the

-query, the number and the type of the relations appearing in

the query. Moving £from simple gqueries such as “one level
queries with one relation", to more complex queries we ;ee
that the algorithms for complex queries make calls to the
algorithms of the simpler query types. This gives

modularity and simplicity to the more complex algorithms.

The design of the data dictionary and the lexicon which
are used as sourses of knowledge has greatly facilitated the
lexical insertion task. The role of the data dicticflluy is
different from the way it is generally uud‘ in data base

-
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systens. It contains among other things the mapping of the

Jé;"bjecf:s of the E-R model into groups of words of the English

language. In other words the data dictionary contains some

linguistic information.

Comparing our system with other systems we note the
following:

a) The systems [30,. 41, 47] ~can g:enetate more types of
sentences than our system. In the aevelopment’ of this
system we "did see the need for the types of sex:tences
presented in section 5.3.

b) Our system generates meaningful sentences as responses to
SEQUEL queries, Generators 1like [21] dleal with random
sentence generation.

c) Our system can generate multisentence text. Systems like
[21, 38] can genetate only single sentence responses.

d) Our systeuj does not support dialogue with the user. A
query in any query la;guage such as ALFA, SEQUEL etc is
assumed to be well defineé. The user request in such a
query language can not be vague nor be ambiguous. As a
resulg,.\of that, clarification dialogue is not considered
in our\" system.

e) Ouf system uses a transformational grammar. Different
grammars are used in other systems. The generators in
(38, 47, 41] use ATN grammars and the one in [30.] uses

functional grammar.
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[23, 24, 43]. It has been designed for a patticdlar data
base, The 1lexicon, the entity networks and the
relationship networks must be changed in order to apply

it for another data base.

A modification can be done into our system to improve

the quality of the géhe;ated responces in the following

case.

1)

When ‘ihe data base search retrieves more than one tuple
with all the entries of an attribute identical then only
one value for that attribute can appear in the generated
response. The "V" part of the form of that attribute

will be replaced with only one value,

The, present version of our system can be expanded in many

different ways: !

1)

2)

° 2

Responses to queries with OR algebraic operators in the
predicates has not been studied for certain types of
queries. Only in the algo;ithm for one level gqueries
with an entity relation OR operators have been considered
in this version.

Dialogue can be used in case that the user wants to know
something about the data base schema or the syntax of the
acceptable queries., The present sYsteé can be extended

to provide that information. Consider that the user does

not know well about the attribute names of a relation or

.the syntax of a particular clause in the query. He can

interrogate the .system to provide the gﬁécvint_
. . )

T

»
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information. - In this way he can minimize syntactic and
seiantic errors in his queries.

3) In our system response to a query is independent of the
responses to previous queries., Responses related with
the previous queries can be generated if the wuser is
allowed to put in his queries relations which have'been
created during the processing ?f the previous querieb.

4) A global expansion of our system is to make it a
question-answering system. To do this the system _must
accept requeSZs for retrieval from the database in a
natural language. A module must be designed to accept
requests in English, to analyse them, and to create a
"SEQUEL type" internal representation. It can then be
fed' to our present -system which will generate the
sentential response. In such a case, the requests of the
user may be vague and ambiguous, anaphoric references may
be unclear, abbreviated words may be given etc. Then

clarification dialogue would be required.

Aead.




1.

2.

5.

4. REFERENCES

Akmajian A. & Heny F., An Introduction to the

) Principles of Transformational Syntax, MIT press, 1975.

Astrahan M., System R: Relational Approach to Database

Managment, ACM Trans. on Database Systems, vol.l, no.2,

"June 1976, pp.97-137.

Astrahan M. & Chamberlin D., Implémentation of a

Structured Englxis'h Query Lanquade, Communications of the

ACM, vol.18, no.10, Oct. 1975, pp.580-588.

Atre S., Data Base: ~ Structure Techniques for Design,

Performance and Managment, Wiley~Interscience, 1980,

ch.3.
Barr A. & Feigenbium E., The Handbook of Artificial

Intelligence, vol.I, William Kaufmann, Inc. 1981.

Bates M., The Theory and ©Practice of ' Augmented

Transition Networks, pp.191-260, New Yo;:k: Springer,

1978.

Bates M. & Ingria R., Controlled Transformational

Sentence Generation, Proc. of the 19“h Annual Meeting-

of the Assoc. for Computational Lingustics, Stantford
California June 1981. {

‘Carbonell Jaime, AI in CAI : An Artificial Intelligence

.

Approach to Computer - Assisted Instruction, IBER

Transactions on Man-Machine Systema, vol.MMS-ll. no.4,

Dec.1970, pp.190-202.

LY

Carbonell Jaime & Collins Alan, Natural Semantics in

Artificial 'Intqll}'chlgcc, Proceedings of the 3%
B ‘\v ! l La

- 170 -

e




e e

International Joint ' Conference on Artificial
Intelligence, 1973, pp.344-351. _ ,
10. Chamberlin D., SEQUEL ' 2: A Unified Approach to Data

Definition, Manipulation and Control, IBM Jou::nal of

Research and Development, vol.20, no.6, Nov. 1976,
pp.560-575. ’
11. Chamberlin D. & Boyce R., SEQUEL: A Structured English

Qu_erx‘l’..an uage, Workshop on Data Descripti‘on, Access and
Control, ACM SIGMOD, May 1974, pp.249-264.. ‘
12. Chen P., The Entity-Relationship Model ~-- A ‘Basis. for

the Enterprise View of Data, National Computer

Conference, vol.46, 1977, pp.77-84.

13. Chen P., The Entity-Relationship ' Model -- Towards a

Unified View of Data, ACM Transaction O\i\l Database

‘Systems, vol.l, no.l, March 1976, pp.9-36.

14. Chen P

’ English ' Sentence ’ Structure and

-
-

Entity~Relationship Diagrams, * Information $cien¢;e,

L4
i

vol.29, 1983, pp.127-149.

o
15. Chomsky N., Aspects of the Theory of Syntax, Cambridge .
B /‘

.. Mass. ,‘MIT’E\ress, 1965.-

e .

1§§9C6dd E.F., Seven Steps to RENDEZVOUS with the Casual
User, in Data Base Managment edited by J.W. Klimbie &
K.I. Koffeman, North-Holland, " Amsterdam, .’ 1974,
pp.179-200. - ' |

’

Addison-Wesley_ 1981. -« ¥ . -

18. Pillmore c.,"'rho an . for . Case, In Universal in

ma——
{

=119 -

-17. Date D., . An Introduction to Database Systems,



19.

21.

[

22.

23.

26.

21.

28.

20.

‘Lieberman D., Specification and Utilization of

Linguistic Theory Editede&TEegacq and R.Harms, aoit,'

Rinehart and Winston Inc. ' 1968, pp. 1-88.

Plavin M., Fundamental Concepts of Information Modeling,

Yourdon Press New York, 1981. . . A v

Fgank—M., Modern English, a Practical Reference “Guide,

Prentice-Ball, 1972, pp.170." ’

i

Friedman J., Directed Random Generation of Sentences, -

Communications of the ACM, wol. 12, no.l, Jan 1969.

Friedman J., A Computer Model of Transformational

.

Grammar, American Elsevieyr’ Publishing Comp., New York
1971. ' '

«
.

Harris L.R., User Oriented Data Base Query with the

) <

ROBOT Natural Language Query System, International

Journal of Man-Machine Studies, vol.9, 1977, pp.697-713.

Hendrix G., Sagerdoti E., Sagalowicz D. & Slocum J.,

Developing a Natural Language Interface to Complex Data,
\
ACM Trahsactlons on Database Systems, vol.3,’ no.2, Juné

1978' pp0105-1470 y ) .

-

Jacobs R. & Rosenbaum P., English Transformational

Grammar, Baisdell Publishing Company.1968.

Jaworski W., Letournead G., & Mack G., RISS/170 Data

. a . r'
Base Managment System: User Guide, March 1981, Coocordia
University.

-

Kaplan S.J., Cooperative Responces ffom a Portable

Natural Language Query System; Artifiqia{q;ntellféence,
vol.19, 1982, pp.165-187. - - ‘

k)

- 180 - '

e

1

.
b st % Byt ey ee e il £ Fogeanat o 0 Yk N s <P e o R AL

{
}

o A BT -

StlgY, 1
1oy e

L,




]

4

30.

31.

e
p—— 2 e e et vt i o 4 pare e i &

i

‘Transformational Grammar, IBM Thomas J. Watson Research

* e a . \ a
. Center, Project 4641, Scientific Report no.l, March"
\\

1966, Air Porch Cambridge Research Laboratories,

3 <
o~

Massachuseﬁts; AN
&

‘Mann W., Text Generation, American Journal. of'

Computational Linguistics, vol.8, no.2, April-June 1982;

' pp.62-69. - s !

Mckeown K., ,The TEXT System for‘ Natural = Language

0th Anﬁual

. .
Generations QE.Overview,'Prqceedinqg/cf the 2
Conference of the Association for Computational
Linguistics, Toronto, Canada, June 1982, pp.113-120.

McLeod D. & King R., Applying a Semantic Database Model

‘ in Entity-Relationship Approach to ngtemé Analysis and

' Design, editor P.Chen, North-Holland, 1980, pp.193-210.

'32.

33.

34.

35.

Meldeman M.J., RISS: é.hglationgi Data Bgéé Managment °

System for Minicomputer, Van Nostrand Reinhoid, Tpronto;

Mylopoulos J., Bérgida A.; Cohen P., Rousopoulos N.,

Jsotsos J. and. wOﬁg H., TORUS - A Natural Language

Understanding System for Data Managment, Advance, Papers

on the f4th Int.”  Joint Conf. <Jon Artificial—

“In;elligenée, Tb{lisi, Georgia, USSR, Sept. 1975, .

P

pp.414-421. ) \

w? ) . Vo
Plath W.J., REQUEST: A Natural Language Question -

Answering System, IBM ~Journal * of - Research:. and

Development, July 1976, pp-326:3§%.
Radhakrishan T., De Mori R., Marakakis E. and Castillo

i

R., Spoken Responces to Database Queries,

-

Proceeding of.

B ~ L

"
! L AN
. o , /
. 0 .
‘
-
- . »
. \ *
. .
.
N . 4 -

~ o -

Y

e PRI

e e

e tthing




b oo A 2 " oA B (o oo Ame o g b t e v et -

the International Conference on Systems Man and

Cybernetics, vol. II Dec. l983' pp.825-829. - _ 7 ,;

36. Rich E., Artificial Intelligence, McGraw—Hill, 1983. , ?

37, Samlowski Wolfgang, Case Grammar, In Computational

Semantics: An Introduction to Artificial Intelligence

v and Natural Language Comprehension Edited by Charniak

-

LR TIPRPoies ¥, Ohet

_~ 'E., & Wilks Y., Nor th-Holland, 1976, pp.55-72. Y

-38. Shapiro S e Generation as Parsing frqm a Network into a’

e e amny

o . Linear String, American Journal ‘of Computational

Linguistics, 1975, Microfiche 33,\pp 45= 62 T .

39. Shapiro S, Generalized Augmented Transition Network

Grammars for Generation from ° Semantic " Networks, >

17*®  Annual Meeting of the O

N
v

Proceedings of the
Association for Computatiénal Lingnistics,.August 11-12,
1979, California, pp.25-29.

40, Simmons R., Semantics° Networksk'Their Computation and

Usg for Understanding English Sentences, ‘in Computer’ .

' Models _of Thought and Language Edited by Roger Schank & ~

' Kenneth Coldy, W.H.,Freeman and Company, San. Francisco,

[
)1973 pP063-;130 ’ .

41. Simmons R., & Slocum J., Generating English Discourse

.
. B
e bt kot Sabbs TRIAR o < o € e

from Semantic Networks, Communications of the ACM,
L4 b Oct.1972¢(v01.15, nO.lD, pp.agl-goso

42, Simmons R., Some Semantic Structures for Representing‘

English Meaning, in Language Comprehension' and ° the

Acquisition of Knowledge, Eddted by &ohn Carrol & Roy:
Freedle, . V.H.Winston Sons, 1972 Washington' D.C.,%..

N
- I

:,."\. "182":Q




I N 1 P DY 4
w iand

N

Y s Sy e

€ e e g T

. ) M . - -

‘45, Waltz D., An English Languaﬁe Question Answering System

.
-_—— . ‘ v m— o R TTS PA  T— — >Y—————— b1 - - R R

pP.71-79. | o

43.’Tenpieton 3. & Burger J., Problems in Natural Language -

~

Interface to DBMS with Examples from EUFID, ‘Proceedings‘

of the chference »on Applied Natural’ Language .
Processing, Pebr.‘ 1983, = Santa-Monica California,

g pp.3-1¢. ‘ ‘ N

o

44. Uhrowczik P., Data Dictionary/Directories, IBM Systems,_

J§utna1A vol.l2, no.4, 1973.

for a Large Relational Database, Communications of the

ACM, July 1978, vol.21, no 7, PP.526-539.

& e

46 Winograd T., Language as a Cognrtive Process, Volume Iz

sxntax,\Addison Wesley, 1983. o . -
v, \ . . -—

47. Wwong H.,-. Generating English‘ Sentences f;om Semantic
'Structures,.Technical Report no.84, Aug.&Q?g, University
_of Toronto. . - ) ) : Y
48, Woods, W., franéibibn ,Network _Grammars‘.fer Natural . »§
Language Analysis, Communicationg of the ACM, vol.13, i
no.10, Oct.1970, pp.591-606. ; .

S st el

-

“ [
e o g gy e mpaa e S At ) b e ) e A mede e b g Y WA A



