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ABSTRACT

ESSAYS IN OPTION PRICING AND FOREIGN
EXCHANGE RATE DETERMINATION

Joseph P, Ghalbouni, Ph.D.

Concordia University, 1989

Garman and Ohlson (1981) derive the relationship for risky asset prices
in arbitrage-free economies with and without transaction costs (TC).
In Essay one, a model is proposed to capture the effects of TC on
option prices. The most important TC-related variables are the rate of
change in the hedging rate with a change in the underlying security's
price (Y) and the option's price sensitivity to its underlying
security's volatility (A). For a sample of options on the futures of
five major currencies, a linear specification of the model exhibits
bias only for short maturity options, and a log-linear specification

exhibits no more bias than would be expected by chance.

In Essay two, simplified derivations of models to price physical and
future options are presented for various types of European options.
These options include call and put options on a single asset, options
to exchange one asset for another, and call and put options on the
maximum or the minimum of two assets. The covariance structure of the
exchange rates of nine major currencies 1is also studied. No
statistical difference in the covariance structure of returns from
holding these currencies for one, three, or six months 1s found. All
currencies move in the same direction against the US dollar only in the
short run., Currency diversification (or the use of currency baskets)
may only reduce FX risk in the long run from a US or British point of
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view.

In Essay three, an exchange rate determination model, which is
compatible with the empirical regularities found in the literature, is
developed and tested. The model is based on purchasing power parity
(PPP) in the long run. Short term deviations from this parity are due
to financial speculation caused by interest and inflation rates
expectations, and are constrained by the possibility of (costly) goods
arbitrage. The model accounts for transactions costs, and its risk
premia are related to the volume of capital involved in currency
speculation. The model satisfactorily explains the levels of exchange
rates for the German mark (DM), the Swiss franc (SF), and the Canadian
dollar (CD). The model satisfactorily explains exchange rate changes
for the DM and the SF, and it usually outperforms a random walk in out-
of-sample tests. The results for the CD are less satisfactory,
probably due to the political events which occurred in Canada during

the studied period.
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Chapter 1

INTRODUCTION




This dissertation consists of three essays dealing with optiou
oracing and with exchange rate determination. The first essay explores
the velationship between transaction costs and option prices. It
attempts to explain some of the discrepencies between prices generated
by various option pricing models and actual market prices. The second
essay deals w't 1 the pricing of complex options, such as options on the
maximum, or minimum, of two assets, and it studies the correlation
structure of foreign exchange rates. The third essay presents a new
model for the determination of exchange rates, which is based on
inflation and interest rate expectations, and where transaction costs
play a major role. In all three essays, the empirical work uses data
from the foreign exchange markets. Nonetheless, the approaches and the
models developed herein may be applied, with appropriate modifications,

to other markets.

Essay 1 attempts to explain the option pricing biases observed in
the literature by using a new approach to transaction costs., Garman
and Ohlson (1981) derive the relationship between risky asset prices in
arbitrage-free economies, with and without transaction costs (TC). To
capture the effects of TC on option prices, a class of market
participants, financial intermediaries, is assumed to have the smallest
TC in the economy, and these TC are aésumed to be nonnegligible.
Direct TC effects are captured through the costs of hedging and
rehedging the financial intermediaries option portfolios., Mayshar
(1981) shows that in a TC economy the own risk of an asset may be

priced. In this dissertation, Mayshar's definition of TC is used;



3
namely, taxes on transactions, short sale restrictions, wvarious
institutional restraints, subjective costs of managing one's own
portfolio, brokers' fees and bid-ask spreads. Indirect TC effects are
captured through the risk of options and option portfolios, and through
the prices of options which act as a proxy for the differential between

borrowing and lending interest rates.

The model developed in Essay I is tested using data on options on
foreign currency futures traded on the International Money Market of
the Chicago Mercantile Exchange. Options on foreign currency futures
are studied because they avoid some of the problems associated with
options on other assets. To illustrate, foreign currencies do not pay
discrete dividends, the probability of bankruptcy of the governments of
major industrial Western countries is negligible, and the concepts of
financial and operating leverage (which apply to corporations) do not
apply to sovereign governments. Furthermore, mno liquidaty problen is

encountered with currency futures and options on these futures.

Since the empirical tests are conducted on foreign currency
futures options, the results may not be directly applicable to options
on other securities (such as stock options). However, .y appropria.ely
modifying the basic model, the same approach can be used to incorporate

the impact of transaction costs into the pricing of stock options,

Essay I1 deals with the pricing of complex options, Since the

pioneering work of Black and Scholes (1973), other option pricing



models have been proposed to account for assumptions different from
those of Black and Scholes. Models were presented for dividend paying
stocks, for American options, for various stochastic processes of the
underlying security and of the risk free interest rate, and for the
case where transaction costs exist, Another series of models was
presented for pricing options on assets, such as foreign currencies,
futures, and bonds. Margrabe (1978) developed a model for valuing an
option to exchange one asset for another, and Stulz (1982) proposed a

model for valuing options on the maximum or minimum of two assets,

Based on the insight of Cox, Ross and Rubinstein (1779), this
essay presents simplified, intuitive and rigorous derivations of
pricing models for various types of European options, namely, call and
put options on a single asset, options to exchange one asset for
another, and call and put options on the maximum or the minimum of two
assets with the same or different exercise prices. These models are
derived for the case where the underlying securities are '"physicals"
(stocks, bonds or commodities), and for the case where the underlying

securities are forward or futures contracts.

In ordexr to assess the parameters required in these models for
foreign exchange, an empirical study of the correlation structure of
exchange rates is conducted for the major world currencies. These are
the US dollar, the German mark, the Japanese yen, the Swiss franc, the

British pound, the French franc, the Australian dollar, the Dutch



5
guilder, and the Canadian dollar. The stability of the correlation

structure over time, and for different holding periods, is studied.

Essay III presents and empirically tests a foreign exchange rate
determination model. This model is compatible wath the behaviour of
exchange rates during the early 1980's., This is a period when both the
inflation and interest rates were higher in the US than in Japan and
Germany, yet the dollar was appreciating vis-a-vis the yen and the DM.
It is also consistent with the empirical regularities observed in the

literature.

The model assumes that exchange rates are determined by relative
price levels in the long run, and that deviations from that long run
equilibrium are due to financial speculation driven by interest ane
inflation rate expectations. Excessive deviations from purchasing
power parity are prevented by (costly) goods arbitrage, Financial
speculation involves risk., Currencies are treated like other primary
assets, and the risk premia involved in the model are derived in an
economy with transactions costs, The risk premium in the model is
dependent on the volume of capital involved in currency speculation,
which, in turn, is assumed to be a function of the real interest rate
differentials across countries, The model wuses the entire term

structures of interest rates and inflation rate expectations.

The first form of the model explains exchange rate levels, and the

second form explains exchange rate changes. The empirical analysis is



conducted on the German mark, the Swiss franc and the Canadian dollar
over the period £rom 1975 to 1987 due to data availability. The model
explaining exchange rate changes is tested for changes over one, three,

six and twelve months, using both in- and out-of-sample analyses,

The approach wused to develop the model in this essay is quite
general and could be applied to any asset, though it would probably be
most useful for the pricing of assets which have two characteristics,
First, their own risk is not usually well diversified, perhaps because
of institutional restraints. Foi: example, foreign exchange traders in
a bank cannot diversify their risk by buying stocks, and futures
traders are usually rewarded for their performance in futures trading,
Second, the amount of speculative capital used for trading in these
assets must have a substantial wvariability, Both of these
characteristics are generally applicable to futures contracts and to

traded commodaties.



Chapter 2

ESSAY ONE ON

"TRANSACTION COSTS AND BIAS.:S IN OPTION PRICING"




I. Introduction

Most empirical studies that have compared theoretical prices
generated by optior »Hricing models (OPM's) with actual market prices
have found systematic biases. These biases have been related to the
volatility of the underlying stock, to the degree the option is in- or
out-of-the-money, to the maturity of the option, and to whether it was
a call or a put Several methodological and theoretical reasons have
been suggested to explain these biases. The methodological arguments,
which were particularly relevant for the earlier studies, dealt with
the non-simultaneity of the prices of options and of their underlying
securities, and with the estimation of the volatilities wused in the
JPM's. The theoretical arguments have mostly centered on the use of
European OPM's for pricing American options, on the stochastic process
governing the price of the underlying security. and on transaction

costs.,

Various American OPM's have been proposed by Roll ({1977] and
Whaley [1986], amongst others. Various stochastic processes have been
proposed, such as the constant elasticity of variance (CEV) (Cox and
Ross [1975]), diffusion-jump processes (Merton [1976a])), and compound
options (Geske [1979]). Solutions have been proposed to the
transactions cost problem (e.g., Leland [1985]). Unfortunately, none
of these theoretical contributions appears to explain all of the option

pricing biases found in the empirical literatu: 2.




The primary purpose of this essay is to determine if transaction
costs explain most of the biases in the theoretical option pricing
models by wusing the Garman and Ohlson [1981] discussion of the
valuation of risky assets in arbitrage-free economies with transaction
costs. Garman and Ohlson found that the price of a risky asset in a
transaction costs economy (E,) is given by its price in a no
transaction costs economy (P,) plus what they call a '"fudge factor",
€3, which is a function of transaction costs. The contribution of this
paper is to specify the variables which affect transaction costs for
option hedging and rehedging in a transactions cost economy (1,e., the
determinants of €, for options), to test whether or not these variables
are statistically significant, and to test whether or not these

variables explain the observed biases in a theoretical OPM.

The empirical analysis will use data on options on foreign
currency (FX) futures. FX futures were chosen because they have no
marketability or 1liquidity problems, foreign currencies do not pay
discrete dividends, the probability of bankruptcy of the governments of
major industrial western countries is negligible, and the concepts of
financial and operational leverage do not apply to sovereign
governments., Thus, the results from this study may not be directly
transferable to options on stocks. Options on futures were used
instead of options on the spot, because the former does not require the

knowledge of the foreign risk-free interest rate.
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The paper is organized as follows. In section II, the empiricel
literature is reviewed., 1In section III, the proposed explanations of
these findings are critiqued. In section 1V, a model which
incorporates the effects of transaction costs is developed. In section
V, the data and the methodology are discussed. In section VI, the
empirical findings are presented and analyzed. In section VII, some

concluding remarks are offered.

I1. The Empirical Literature

Black and Scholes (B-S) [1972] find that their model tends to
overestimate the value of options on high variance securities and to
underestindate the value of options on low variance securities., Black
{1975] fands that options that are way out-of-the~money tend to be
overpriced, that options that are way into-the-money tend to be
underpriced, and that options with less than three months to maturity

tend to be overpriced.

Blomeyer and Klemkosky [1983] compare the B-S model with the Roll
{1977] model for unprotected American call options on stocks with Kknown
dividends. They find no utatistically significant ex-post performance
difference between the two models, Both models display almost
identical biases by undervaluing out-of-the-money call options relative
to the market price, and pricing fairly well at- and in-the-money

options. According to the authors, their results suggest that the




1]
systematic pricing bias observed in the B-S model is not a dividend

bias.

Brennan and Schwartz {1977] develop a numerical algorithm which
uses a finite difference approach for the pricing of put prices with a
finite life, and which may or may not be protected against dividend
payments on the underlying stock. They find that if the model prices
are accepted as equilibrium prices, then put prices on high variance
stocks are systematically underpriced relative to put prices on low
variance stocks. This result is consistent with the B-S findang that
call prices on high variance stocks are underpriced relative to those

on low variance stocks.

Bodurtha and Courtadon {1987] test an American OPM on the foreign
currency options traded on the Philadelphia stock exchange, They find
that out-of-the-money options tend to be underpriced by the model
relative to at- and in-the-money-options, and that the model, on
average, overprices put options relative to call options. In addation,
they find the degree of mispricing to decrease as time to maturity

increases.

Some conflicting results exist in the literature. MacBeth and
Merville [1979] find that: (1) The prices predicted by the B-S model
are, on average, less (greater) than market prices for in-the-money
(out-of-the-money) options; (2) With the exception of out-of-the-money

options with less than ninety days to expiration, the extent to which
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the B-S model underprices (overprices) an in-the-money (out-of-the-
money) option increases with the extent to which the option is in-the-
money (out-of-the-money), and decreases as the time to expiration
decreases; and (3) For out-of-the-money options with less than ninety
days to expiration, the B-S model prices are, on average, greater than
market prices. However, no consistent relationship appears to exist
between the extent to which these options are overpriced by the B-S
model and the degree to which these options are out-of-the-money or the

time to expiration.

For American options on futures, Whaley [1986] finds that the
moneyness bias for calls is the opposite of that reported for stock
options. Specifically, out-of-the-money options are underpriced
relative to the model, and in-the-money options are overpriced. He
finds the reverse for puts; namely, out-of-the-money puts are
overpriced relative to the model, and in-the-money puts are

underpriced.

Brenner and Galai [1981] examine the properties of the estimated
risk of common stocks implied by option prices. They find that ‘the
implied standard deviations of longer maturity options tend to be
higher than those of shorter maturity options. This implies that
options with a long 1life are overpriced relative to short maturity

options.

g
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Other studies find a systematic bias which changes over time.
Rubinstein [1985], wusing non-parametric tests on paired observations,
tries to distinguish which pricing formula seems to provide the better
explanation for the observed biases from the B-S values. He examines
the following models: the displaced diffusion model of Rubinstein
[1983]), the pure-jump model of Cox and Ross [1976]), the diffusion-jump
model of Merton [1976a}, the compound-option model of Geske [1979]), and
the constant-elasticity-of-variance model of Cox and Ross [1976].
Using transactions data for the period August 23, 1976 to August 31,
1978, Rubinstein concludes that no model captures all the biases, and
that the models that capture the time to expiration biases are disjoint
from those that capture the striking price biases, He also finds that,
while the striking price biases from the B-S values are significant and
tend to go in the same direction for most stocks at any point 1n time,

the direction of the bias changes from period to period.

Finally, Trennepohl [1981] compares listed option premiums and B-S
model prices for the period 1973-1979. He finds that studies comparing
model and market prices, using different time periods, may produce
inconsistent results. His analysis indicates significant underpricing

by the model only for out-of-the money options.
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1I1I. Possible Sources of Bias Considered in the Literature

II1.1 The Use of European OPM's for Evaluating American
Options

The argument that the biases found in studies using European OPM's
could be due to the fact that most exchange-traded options are actually
American does not seem to be supported empirically. Indeed, Blomeyer
and Klemkosky [1983] find the same biases in the Roll [1977] model for
unprotected American call options as in the B-S model. Rubinstein
{1985]) finds that no model explains all the biases in the B-S model.
Brenman and Schwartz [1987] find the same biases for their American OPM
as occurs with the B-S model. Whaley [1986] and Bodurtha and Courtadon
{1987] fand systematic biases for options on futures and foreign

exchange, respectively, when using American OPM's,

The only exception is Whaley [1982], who finds that the moneyness
and the maturity biases disappear when the correct American call option
valuation model 1s used. However, Whaley's results on maturity bias may
be due to his empirical technique. He computes different implied
volatilities for options on the same stock which have different
maturities. Since this procedure will absorb any maturity bias in the
implied volatility, the residual error will be left with little baas,
As to the moneyness bias, he finds that none exists when the B-S model
is applied to the stock price net of the present value of the escrowed
dividend. This finding is probably due to the fact that too few

options were priced with each estimated implied volatility (1.67 r~
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average). The volatility bias found by Whaley may be due to the
movement of volatilities from their extreme values towards their long
term trend values. Although this does not invalidate Whaley's American
OPM, it does question the evidence concerning the capacity of that

model to eliminate all maturity and moneyness biases.

111.2 The Underlying Stochastic Process

Several alternative stochastic processes are suggested in the
literature for the underlying security. Merton [1976a] proposes an OPM
where the underlying stock returns are discontinuous. He specifically
assumes that part of the variance could be attributed to a continuous
diffusion process and part to discrete price jumps which follow a
poisson process. Based on a series of simulations, Merton [1976b]
concludes that the general level of the magnitude of the errors is
surprising, in that the effect of specification error in the underlying
stock returns on option prices will generally be rather small. Beckers
[1980] presents an interesting approach for estimating the parameters
of the diffusion-jump model. He finds that the resulting differences
between the B-S and Merton models are insignificant and confirm the
simulation results obtained by Merton. Rubinstein [1985] finds that

Merton's model cannot explain the biases observed with the B-S model.

The empirical evidence suggests that the wunderlying stock's
volatility is inversely related to its price, Christie [1982] finds

that equity volatility is an increasing function of financial leverage,
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that financial leverage is sufficient to induce a negative elasticity
between equity volatility and the value of equity, and that interest
rates have a strong positive impact on volatility., If the variance of
the return on the assets of a firm is assumed to be constant, then the
variance of the return on equity will increase as the value of the
leverage of the firm increases. Leverage can increase if more debt is
issued, if the market value of shares drops, or if interest rates
increase, Ceteris paribus, an increase in interest rates, can increase
the leverage of the firw since the value of equity can be viewed as the
present value of the future income stream minus the debt service. The
discount factors diminish as interest rates increase, while the cost of
debt service increases.? Other factors used to explain the negative
relationship between volatility and stock prices are the increasing
probability of default with decreasing stock prices, and operating
leverage which affects the volatility in the same manner as financial

leverage.

Geske [1979] addresses this problem by considering the stock of
the firm as an option on its assets, and the option on the stock as an
option on the option. While Geske's model is conceptually interesting,
it has not ©been very successful empirically (see, for example,

Rubinstein [1985]).

1. This would indicate that the level of interest 1rates should be
incorporated in the modeling of the volatility of an option,
However, it has not been included because the variance of interest
rates has usually been considered small with respect to the
volatility of stocks.




17
Cox and Ross [1975] present an OPM where the stock price follows a
constant elasticity of variance (CEV) stochastic process. This process

can be written as:

dS = u Sdt + o §=/2 dz 0 s ac<?2 (1)
where S = stock price
¥ = expected return on the stock

02/82—~ = ijnstantaneous variance of relative price change
(volatility squared).

When @ = 0, the volatility is inversely proportional to the stock
price. This case is often referred to as the absolute model. Waen
o = 1, the volatility decreases with the square root cof the stock
price. This case is ouften referred to as the square root model. When
o = 2, we simply have the B-S model where volatility is independ- .t of
the stock price, If the true stock return generating process is a CEV
with @ < 2 and the B-S model is used to evaluate option prices, out-of-
the-money options will be overpriced by the model, while 1n-the-money
options will be underpriced by the model. This is consistent with the
bias found by MacBeth and Merville [1979,1980] and by Whaley [1986],

and inconsistent with most of the other empirical results,

Empirical testing of t.,z CEV models has not been very successful.
MacBeth and Merville [1980] find that the CEV model gives better
results than the simple B-S model with values of & ranging between
-4,16 and 3.84. Unfortunately, values of « outside the 0 to 2.0
interval are not very meaningful economically, An & < 0 means that the
variance of the stock price increases when the price of the stock

drops. Thus, as the price of a stock goes towards zero (for example,
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if the firm is liquidating its assets or is about to go bankrupt), the
variance of the price of the stock would tend to infinity. The
empirical observation that the variance of some stocks have increased
after a drop of their prices, (for example, after the stock market
crash of October 1987 (see Leland and Rubinstein (1988)) should not be
considered as being evidence that a« < 0, An a > 2 mnmeans that the
volatilities of stock returns increase when stock prices increase,
Thus, the variances of stock returns could increase without bound as
the stock prices increase, This 1is not a very satisfactory
characterastic of the price diffusion process. Although increases in
return volatility have been observed after increases in stock prices,

this was probably caused by factors other than «,

MacBeth and Merville find that their estimate of & was not stable
over time., For example, it wvaried from around +5 to around -3 for
options on Eastman Kodak within a three month period in 1976, Such
results violate the assumption of the CEV option pricing model that o
and o are fixed over time. According to Manaster [1980], the empirical
superiority of the CEV model over the B-S may be due to the fact that
the former contains the 1latter as a special case, and has an extra
parameter, &, to fit the data, rather than due to its more sound

theoretical underpinnings.

Hull and White [1987] present an OPM with stochastic volatilities.
As they note, their results can be used to explain the empirical

observations of Rubinstein [1985], only if the questionable assumption
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is invoked that the correlation between volatilities and stock prices

reverses from year to year.

111.3 Transaction Costs

Transaction costs have usually been studied in the literature in
terms of the Black and Scholes hedged portfolio (BSHP)., The derivation
of the B-S formula is based on the construction of a portfolio whose
instantaneous return is risk free. Such a portfolio would contain on~
call option and would be short 6 (= 9C/3S) units of the underlying
security, S. To ensure that this portfolio is risk free, an investor
needs to continnously adjust the hedge portfolio as &6 changes,
Transaction costs would be incurred for each readjustment, In the

limit, these costs tend to infinity,

One approach includes transaction costs in the differential
equation of the option pricing formula. Unfortunately, this yields a
complicated partial differential equation with no known solution. An
alternative approach (see Leland [1985]) 1is to readjust the hedge
portfolio at discrete intervals. This approach yields a pricing
formula similar to that of Black and Scholes, with the exception of a

modified instantaneous variance of return given by:

82 =02 [1 +Y2/7n k/o YAt] (2]

where k round trip transaction cost; and

At revision interval.
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For either of these approaches to be valid, the price setters in
the options markets have to hold the BSHP, or at a minimum, the BSHP

should represent the most efficient way to hedge an option.

While each of the proposed theoretical OPM's have not been able to
explain all the biases found in the literature, these models should not
be rejected. The inclusion of all the relevant omitted factors may
remove all the baises of these models.

1V. A New Approach to Incorporating Transaction Costs into Option
Pricing

Mayshar's [1981) definition of transaction costs is used

herein, namely:

Transaction costs are often narrowly interpreted as including
only brokers' fees and losses due to the bid-ask spread.
Taxes on transactions and various other obstacles to trade,
however, may also be usefully considered as a form of
(sometaimes prohibitive) transaction costs. These impediments
to trade may include the nondivisibility of assets, short-
sale restrictions, various institutional restraints, and even
cubjective costs of managing one's own rortfolio.

1v.1 General Effect of Transaction Costs

OPM's are derived from arbitrage arguments in a transaction-costs-
free economy. In such an economy, the creation of derivative
securities such as options provides no social benefit. In real
markets, the dynamic replication of an option with a portfolio
containing the underlying security and the riskless asset may not be

feasible and transaction-costs-free. Hence, OPM's derived in a no
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transaction cost (TC) framework are used to price options which only
exist because of TC's, Merton (1988] addresses this problem by
assuming that, while many investors cannot trade costlessly, the
lowest-cost transactors (by definition, financial intermediaries) can.
Merton shows that in this environment a set of feasible contracts exist
that permits all investors to achieve optimal consumption-bequest
allocations as if they could trade continucusly without cost. Although
financial intermediaries are likely to be the lowest-cost transactors
and the price setters in the economy, they still face some non

negligible transaction costs.

Garman and Ohlson [1981] examine the valuation of risky assets in

arbitrage-free economies with and without transaction costs. In a TC

economy, they show that no portfolio y,, j =1, ..., J, exists such
that:

f ys P; <O
and Ly,a,; (8) 20 for all 6.

3
where P, = the pre-transactions-costs price of security j at the

beginning of the period;
® = the state at the end of the period which is random and

unknown at the beginning of the period. A finite number
of states is assumed so that 8 = 1, ..., u;

a,(8) = P,(0) + D,;(6) is the (exogenous) pre-transactions-cests
gross end-of-period payoff of security j given state 0,
vhere P,(8) and D,(6) denote the end-of-period price and
dividend across different states, respectively,
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Using Farkas Lemma, this leads to:

n

P, E V() a,(8), for all j =1, ..., J;

(V(1), ¢us, V(B), ... V(n)) is a non-negative vector and is
gene. .11y referred to as the implicit price system.

[}

vhere V

If markets are complete, then V(8) is unique and equal to the price of
an Arrow-Debreu security which pays off one unit if aa: only if state ©
occurs., For a transactions-costs economy, Garman and Ohlson show that

no portfolio y,, 25, § =1, ..., J, exists such that:

E yy, [Py +c8] - L 2z, [Py -c3] <O
3
and Iy, [a;(6) - c3(8)) - L z,[ay(8) + c%(B)] 20 for all 6,
3 3
such that vy, z4 2 0 for all j,
where c%(9), c%(6) are the transaction costs incurred if one unit
of security j is sold or bought, respectively,
at the end-of-the-period in state 63
and c%, c% are the transaction costs dincurred if one unit of
security j is sold or bought respectively, at
the beginning-of~the-period.
This leads to:
P, = L V(8) a,(8) + ¢4,
L.}
where P, and V(6) are the transaction cost economy counterparts of
Py, and V(8) in the no transactions cost economy.
The bounds for €; are given by:

DERACEE IRV R

where €y = c3 + L V(B) c5(6), and
[}

n

3= cy+l V(8) c3(8).
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Given a fixed implicit price system (i.e., one where V-G), the
relationship between | .ices in the perfect and imperfect markets
becomes:

~

Py =Py + €, [4)

Stated more simply: if transaction costs are permitted to
"perturb" individual asset (e.g., option) prices, but do not affect the
economy at its most fundamental level (i.e., either the values of iihe
underlying security or th° risk-free interest rate), then the value of
a risky asset in a transaction costs economy is equal to its value in a
no TC economy plus a "fudge factor'", which depends on the size of
transaction costs, In the partial equilabrium framework in which OPM's
are usually developed, the assumption that the implicit price system is
insensitive to transaction costs is not very restrictive. While these
findings indicate that the required modification to the no TC option
price depends on the size of transaction costs, they do not prescribe

how the "fudge factor" should be computed.

Iv.2 Accounting for the Pricing Effects of Transaction Costs

As noted above, financial intermediaries are assumed to be the

setters of option prices because they are the lowest cost transactors,?

2. It is further assume? that TC's are the same for all financial
intermediaries (since they all are the lowest cost transactors by
definition), and that there are no economies of scale to TC's
(i.e., the average TC's do not decrease with volume, a reasonable
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They are assumed to be maximizers of mean-variance utility,
U(E(y), Var(y)). They maximize their wealth by minimizing the volume
(cost) of hedging transactions, and by minimizing their risk by hedging
and diversifying. Since the costs of hedging and diversifying can not
be measured directly, they can be proxied by a number of variables.
First, as shown by Mayshar [1981], the own variance of a security (or
portfolio) may be priced, and not only its systematic risk, in the
presence of transaction costs, Hence, transaction costs will affect
option prices directly through the volume of hedging and indirectly

through the own risk of the financial intermediary's portfolio.

The option portfolio of a financial dintermediary could contain
both 1long and short positions of puts and of calls with different
maturities and different exercise prices for each underlying security
represented in the intermediary's portfolio. The intermediary can then
adjust its bid and ask prices for selected options so as to induce its
customers to buy (or sell) the options that reduce the overall need for
hedging transaction. and/or decrease the risk of its portfolio, or so

as to compensate for its TC's and risk.

assumption for financial intermediaries which are usually large
institutions), These assumptions satisfy the restrictions imposed
by Garman and Ohlson on TC's,
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1v.2.1 Direct Transaction Costs Effects

The first transaction cost incurred is the fixed cost of
initiating or transacting ar option contract. Transaction costs are
also dincurred when an option is initially hedged, and when the
financial intermediary's portfolio (FIP) is rehedged due to changes in
the hedge ratio, 6. Such changes are caused, for example, by movements

in the price of the underlying security.

The initial amount of hedging depends on the § of the option if
each option trade is immediately hedged, or on the net § of the options
traded since the last hedging transaction. The FIP may be long for
some calls and puts, and short on others, vince the 6(=9C/9S) of a
call is always positive while that of a put is always negative, the net
§ that needs to be hedged may be positive or negative at any point in
time. Thus, at some points in time, financial intermediaries may
prefer to write calls (buy puts), while at other times they may prefer
to write puts (buy calls) so as to decrease the required amount of
hedging. Consequently, financial intermediaries may attach positive or

negative premia to positive (negative) & options over time.

Since the transaction costs of the initial hedge are probably
small compared to the costs of rehedging which has to take place
continuously (or at more or less short time intervals) over the life of
the option, 6 can be expected tn explain only a small part of the

difference between market prices and OPM prices in a TC economy.
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The amount of rehedging depends on the change in the net § of the
FIP as time passes, as the value of the underlying security changes,
and as r and 0 change., Although most OPM's (particularly, the B-S
model) assume that the risk free rate and the volatily of the
underlying security are constant, r and 0 do actually change over the
life of an option. Thus, the direct transaction costs effects of
changes in S, T, r and o are due to the changes they cause in §-induced

hedging. At the individual option level, these effects are proxied by:

26 96
T =35 ' =37

26 .28
A= ¢ =5 (5]

The dafferential Letween borrowing and lending costs in a TC
economy can also cause a TC effect on option prices. Buying an option

is equivalent to buying § units of S and borrowing B dollars so that:

C=6S~-8B [6]

As C increases in [6], it is easily shown that B decreases. Hence,
buying a more expensive option is somewhat similar to giving up part of
a loan. Thus, if borrowing 1is more expensive then lending, more
expensive options would be less desirable to hold in a TC economy than

in a no TC economy.
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Iv.2.2 Indirect Transaction Costs Effects

Most OPM's derive option prices in no TC economies on the basis of
arbitrage arguments, where a risk-free hedged portfolio is formed
containing the option, a fraction (-§) of the underlying security (US)
and the risk free asset, Since this portofio is risk free, the return
on the option must be a function of the return on the US. It follows
that (e.g., see Cox and Rubinstein [1985]):

Expected rate or return of an option - riskless interest rate

= Q (expected rate of return of US - riskless interest rate).

In the context of the Sharpe-Lintner Capital Asset Pricing Model,

the relationship is given by:

Beta of an option = @ (beta of the US),

In the context of Ross's Arbitrage pricing theory:
Beta; of an option = Q (betay of the US),
where i refers to the i*" risk factor, and § = § S/C is the elasticity

of the option.

As noted earlier, the own risk of a security may also be priced in
a TC economy. Unexpected changes in an option's price (and thus its
own risk) may be caused by unexpected changes in S, o0, and r. While
the risk related to £ can be hedged with the wunderlying security, the
risk related to 0 can only be hedged with other options, and the risk

related to r may be hedged with some debt instrument. All these types
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of hedges require additional TC's. The net (excluding financial
intermediaries) market demand for options would wusually be such that
the FIP is not ‘'naturally" neutral for 6. The financial intermediary
may then pay a premium to make its position neutral, or it may accept
the risk and demand a reward for bearing this risk. The measures of

risk related to 0 and r are defined as:
A = 3C/90 and ¢ = 9C/9r [7]

Ceteris paribus, the value of an option decreases with the passage
of time, so that:
aC
0 =—=«<0
ot
A hedged portfolio is compensated for this deterioration in value by
gaining from any upward or downward movement in S. To illustrate,
suppose that the value of the underlying security increases so that §
increases from say §; to 6., Since the investor is only 6; units short
of the wunderlying security, the investor will profit since the gain on
the option will more than cover the 1loss on the short position.
Similarly, if the value of the underlying security drops, the gain on
the short position will more than offset the 1loss on the option. The

amount of the gain is proportional to the rate of change of 6§ with

respect to S (i.e., to Y),

In a world where rehedging is continuous and costless, the gains

due to Y and the losses due to 6 are such that the return on the hedged
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portfolio used to derive the theoretical option price is riskless.

Such is not the case in a TC economy.

When rehedging is only done at discrete intervals (At), Boyle and
Emanuel [1980]) shew that the return on a hedge portfolio, which is long
a call option, short 9C/3S of the underlying security and with

(S 3C/8S - C) invested in a risk~free security is:

HR =[38C/dt +(1/2) 32C/3S? 0252u? +r(S 9C/9S - C)]At + 0(At?/2) (8]

where: u is a random variable drawn from a random distribution with
zero mean and unit variance,

If higher-order terms in [8] are ignored, [8] becomes:
HR = (1/2)0252 32C/9S2? (u2-1) At, [9]
In the context of options on forwards or futures, [8] becomes:

HR = (9C/3t + (1/2) 392C/352% 03S%u? - rCJAt + 0(At?72), {10]

because the proceeds from selling a fraction of a futures contract

short are nil.

Replacing the variables in [10] with the variables defined earlier

yields:

HR = [ -6 + Y(02F?/2) u? -rC] At + 0(At3/?)

&

[ rC - Y(03F2/2) + Y(0?F2/2) v* -rC] At

(02F2/2) Y(u3-1) At. (11}
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Since u is drawn from a standard normal distribution, HR will have an
expected value of zero and will be negative approximately 68% of the
time. Hence, the decrease in the wvalue of the option with the passage
of time will more than offset the benefits of ¥ 68 percent of the time,
For the other 32% of the time when there are larger price movements in

the underlying security, the gains are, on average, more substantial.

I1f one hypothesizes that financial intermediaries are, on average,
short on options, then they would gain 28% of the time,3 If financial
intermediaries believe that they have better access to the markets, so
that they can react before large price swings take place, these
financial dintermediaries would rather write high 7Y options. As a
result, options with higher Y's would be cheaper than would be expected
in a no TC market. On the other hand, if financial intermediaries are
overly cautious about the market (i.e., 1f they fear being wunable to
react before large price swings), higher ¥ options may become more
expensive. Thus, while it may be hard to assess the exact mechanism
through which ¥ affects the price of an option, or whether its positive
or negative aspects will prevail, Y is probably an important factor in

option pricing.

3. This is especially likely in the foreign exchange markets where
there is a demand for options for hedging purposes.
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Iv.3 Simulations for Y

Y appears to be one of the most important factors discussed
above.* Since the biases found in the literature were related to
moneyness, to the volatility of the underlying security, and to time to
maturity, the relationship between 7Y and each of these variables is

examined.,

Figure 1 illustrates the relationship between Y and the moneyness
of a call option.® For in-the-money calls (out-of-the-money puts), Y
always decreases as the call is more in (out-of) -the-money. Except
for vory short maturity options, 7Y does not drop significantly as the
option reaches 10 to 15 % out-of-the-money. Exchange-traded options,
especially those with short maturities, are seldom more than 15 % out-
of~the-money. If Y is assumed to be the principal factor wused to
proxy the price effects of transaction costs for an option, the

following observations result.

The moneyness bias implied by Y in Figure 1 is the same as that
found by Black [1975], Blomeyer and Klemkosky [1983), and Bodurtha and

Courtadon [1987] if financial intermediaries (i.e., the price setters)

4, This is supported by the empirical results presented below.

5. The parameters used for the figures are the same as those used by
Cox and Rubinstein (1985) in their simulations.
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would rather write low 7Y options.® In order to entice financial
intermediaries to write high Y options, investors would have to give
them a premium. Conversely, if financial intermediaires would rather
write high Y options, Figure 1 would imply the moneyness bias found by
MacBeth and Merville [1979,1980] and by Whaley [1986]. Thus, the
contradictory biases found by the various studies, and the bias
reversals observed by Rubinstein [1985], could be explained if the net
position (long or short) of financial intermediaries changes over tinme,
or if their confidence in their capacity to react quickly to large
price changes, changes over time., Such changes in the net demand for
options by end users (excluding financial intermediaries) and in market

psychology are not implausible,

In Figure 2, Y decreases with increasing volatility as long as the
annual volatility exceeds about 0.15, This could explain the bias found
by Black and Scholes ([1972] if financial intermediaries preferred
writing low Y options during the period of their study. Their maturity
bias can also be explained with Y, 1In Figure 3, Y decreases as time to
maturity increases, except for deeply in- (or out-) of-the-money
options with very short maturities, Consistency with their other
results would require short maturity options to be overpriced. The
opposite results found by Brenner and Galai [1981} can also be

explained by Figure 3. Such results would occur, if during the period

6. Based on the assumption that financial intermediaries are, on
average, short on options (i.e., their FIP has a negative Y)., A
parallel argument can be made if financial intermediaries are
assumed to be lolig on options.

e s snra o
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studied, financial intermediaries preferred, on average, to write high
Y options. The decrease of ¥ with time to maturity could also explain
why Bodurtha and Courtadon [1987] found that mispricing decreased as
time to maturity increased. The relationships between ¥ and each of

the biases reviewed above are summarized in exhibit 1.

A potential problem with Y for very short maturity options is
depicted in Figure 4. For example, the maximum ¥ of the three month
options in Figure 1 is 0,056, while ¥ can increase by 0.065 (i.e., from
0.294 to 0.359) when the maturity of the option goes from ) days to 2
days. As the volatility decreases, these changes become even more
important. Thus, to avoid the empirical problems associated with
intraday changes of Y, options maturing within short periods (e.g., a

week) need to be excluded from empirical analysis.

IV.4 The Model

As discussed earlier, Garman and Ohlson [1981] show that the

prices in a TC economy (P,) are related to those in a no TC economy

(P,) as follows:

-

P, = PJ + 9_1 [4]

Thus, all the factors which are directly or indirectly related to
transaction costs, are determinants of €,. If TC's are linear in

volume traded, and if the "risk premia" increase linearly with ¥, A and
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¢, a 1linear model would be most appropriate. But there is no
compelling reason why these rigk premia would be linear. For example,
the optimal rehedging interval, At, used by financial intermediaries
may be different when ¥, = Yo from when Y2 = 10 Yo. Hence, the impact
of Y, may not be ten times larger than the impact of Y,. Thus, a log-
linear model may be more appropriate. Unfortunately, with a
logarithmic specification, the dinterpretation of the estimated
intercept is not possible. Therefore, a square root model is also

evaluated.

The full model, incorporating a linear specification of the

determinants of €, in [4], is given by:

Con =Cc* (Bo* By Ce* B2 8 Ba T+By AtBs A' + Bg 0+ B8, 6
+B80 +Bs ') +tuw
or:
Co =Bo+ By Co + B8+ Ba Y+ BoA+Bs A + BB+ B, 0 + Bgd
+Bs @' + W [12]

where: C,, is the market value of the optiong
C. is the theoretical price of the option in a transactions-
costs-free economy
8., are parameters to be estimated;
w 1is an error term, and all the other variables have been
defined previously.

Log-linear and square root versions of a reduced form of [12] were

also tested,
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C. was proxied by Black's [1Y76] no TC OPM, which is given by: j

Ce=e~=T[F.N(d,)-X.N(da)]

. - In(F/X)+(02/2)T
where: d, o7 T H
da = dg - ovT H
N(.) = is the cumulative standard normal probability
distribution;

futures price;

exercise price;

volatility (daily);

time to maturity (in days)g; and
risk-free iaterest rate (per day).

There are three reasons for using this model. First, according to
Ramaswamy and Sundaresan [1985]}, this model is a useful approximation
of the value of American options on futures?. Sccond, more than 90 %
of the options in our sample were between 5 % out-of-the-money and
7.5 % in-the-money. Third, transaction costs greatly reduce any early

exercise premiums attached to American options,

Black's model was preferred to other Eurcpean models because it
has the fewest parameters to estimate, and no other European model is

superior a priori.®

An American OPM was not used because it would have made it

7. In their study, Ramaswamy and Sundaresan consider options on SP
500 futures and assume g 5 % dividend yield. This is similar to
the interest rates on the foreign currencies studied herein,

8. The leverage effects or the bankruptcy risks which could justify
the use of stochastic processes other than a geometric Brownian
metion (e.g., a constant elasticity of variance) do not apply to
the currencies of major industrial countries,
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prohibitive to calculate implied volatilities using numerical methods
for a sample with more than 175,000 observations. The huge increase in
computation costs did not seem justified given the very small potential

gain in accuracy.

The thearetical wvalue of a put was obtained using the put-caill
parity equation for European options on futures. Specifically:
C=P+ (F ~-X) e >t

where C and P are the prices of a call and a put, respectively,

V. Data and Methodology

V.l Data

The raw data for this study are drawn from the '"Quote Capture
Report" of the Chicago Mercantile Exchange (CME). The data bank covers
all the transactions, bids and offers, on all the FX futures and
options traded on the CME between February 1, 1986 and March 31, 1987,
Options on the German mark (DM), the Swiss franc (SF) and the British
Pound (BP) were traded during the entire period. Options on the
Japanese Yen (JY) started to trade in March 1986, while options on the
Canadian dollar (CD) only started to trade in June 1986, Only the data
relating to actual transactions was kept. For each transaction, the
date, the time to the nearest second, the maturity and the price of the
contract were available. The exercise price and the nature (put or

call) of each option was also specified, The yields on T-Bills
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maturing closest to the maturity of the option contract, in most cases
within a day, as reported in the Wall Street Jourral, were used. To
avoid the problems associated with intraday changes of Y, the data for
the days when options with fewer than seven days to maturity were

traded were removed from the data set,?

Each option transaction was matched with the transaction on the
underlying futures which immediately preceded it. The maximum time
interval allowed between matching transactions was 30 minutes. The
resulting data set contained 176,166 observations, with 81,105 igr the
DM, 46,887 for the SF, 34,216 for the JY, 11,919 for the BP and 2,039
for the CD.!° The mean time interval between matching transactions
(dt) is 66.5 seconds and the median is less than 20 seconds. In more
than 75% on the cases, dt does not exceed 1 minute. This matching of
transactions should, for all practical purposes, eliminate any non-
simultaneity bias.

Since Whaley [1986] found that the moneyness biases of puts and

9. The time to maturity of the options is measured in d.vs. Thus, an

10.

option traded at the opening of the trading day 1s ausumed to have
the same time to maturity as an option traded at the close of the
trading day, provided both options have the same maturity date.
This approximation does not cause major difficulties 1in most
instances, However, it induces large errors in estimating the Y
of options with very short maturities, as discussed in Section
Iv.3. Moreover, the heaviest transaction volume is usually for
options with the shortest maturity which are near the money.
Thus, if the options with the shortest maturaity are eliminated
from the data for a given day, then all the data for that day
should be eliminated to alleviate potential biases.

Puts represent about 35 percent of all DM and SF option
transactions, about 50 percent of all JY and BP option
transactions, and about 21 percent of all CD option tramnsactions,
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calls are of opposite sign, a variable, M, in addition to the standard

definition of moneyness, M,, is used. They are given by:

M, = (F-X) (-PC) / X. {13}
where PC = 0 for calls, and 1 for puts.

M= (F-X) / X. (14]

Based on the detailed statistics given for this data set in Table
1, M ranges from -0.25 to 0.37 for the DM (mean of 0.006). This
reflects the sharp drop of the dollar vs the DM during the studied
period. The range for M for the SF 1s fairly similar to that for the
DM. The range 1s narrower for the JY and the BP, -0.17 to 0.15 and
0.13, respectively. This reflects the greater stability of these
currencies versus the dollar. The distribution of M, for the CD is

almost symmetrical.

The true moneyness of the options, M;, indicates that options
were, on average, slightly in~the-money. More than 90% of the options
have a moneyness of between -0.05 and 0.075. Most of the statistics

were similar for the DM and the SF, and for the JY and the BP.

V.2 Methodology

The estimation of eq.[12] requires the estimation of 11
parameters, namely, o0 and Bo to Bs. Since all of its variables are

computed using o, equation {12] must be estimated wusing a non-linear
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regression procedure,.®?

Non-linear regression procedures require starting values for the
estimation of the parameters. To minimize the computations required to
estimate equation [12] and to reduce the risk of finding local minima,

finding starting values close to the global minimum is desirable.

A three step estimation procedure was used. First, a non-linear
procedure was used to estimate an implied starting value for ¢ from the
Black model. Since the error term for this model may not be white

noise, this initial starting value estimate of Y may be biased.

Second, using this estimate, a linear regression for eq.[12] was
run assuming 0 was known and fixed. Since the market value of options
should be constrained to be positive, this estimation should
theoretically use a Tobit rather than an Ordinary Least Squares (OLS)

procedure. Since no fitted market values estimated in the pilot study

11. Four non-linear regression methords, which minimize the sum of the
squared errcrs (SSE), were used initially. The "steepest descent’
method varies the parameter estimates in the direction of steepest
descent of SSE. The "Gauss-Newton'" method uses a truncated Taylor
series to minimize the SSE The Marquardt [1963] method is a
compromise between the Gauss-Newton and the steepest descent
methods. Finally, the '"DUD" (Ralston and Jennrich [24]) method 1s
like the Gauss Newton method, except that its derivatives are
estimated from the history of 1iterations, rather than being
supplied an: ytically. All of these four methods are available on
the statistical package SAS. In the preliminary analyses, all of
the methods yielded fairly samilar results. However, since DUD
converged most often and was the least sensitive to the initial
values provided ain the procedure, only the results using DUD are

reported below.
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were negative, the Tobit procedure was not used,?2

Third, using the estimate of o in step 1 and of Bo to Bo from step
two as initial values, a non-linear regression was run to get the final

estimates of the eleven parameters.

To check whether the various biases were removed from the error

term, the following linear regressions were run:

W = Bo"+B1'Ce*B2'M+B,'T+B, 'PC+e’ [15]
W = Bo' 4B 'CetBa’' "My +B;5 " 'T+B,' "PCre"! [16]
where w 1is the residual error from the model,

These regressions were run to determine whether all the moneyness and
maturity biases were eliminated, and whether systematic differences
existed for the pricing of calls and puts. If biases remain in either
equation |15} or [16}), then factors other than the dimpact of
transaction costs (as specified) have a significant effect on option

prices.

In the pilot study, the third-step estimates always improved
relatave to the second-step estimates in that they reduced the SSE and

they tended to decrease whatever bias existed. When the step-two

12, A pilot study was conducted on all options on DM futures
which were traded on the CME during November and December,
1984, The sample contained 7,553 observations.
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residuals exhibited no bias, neither did the step-three residuals.
Thus, when the results from step two were satisfactory, step three was
not used. A single non-linear regression of eq.[12] for one month of
data for onc currency took up to eight hours of CPU time on a VAX

11/785 computer!

VI. Emzirical Findings

VI.1 Full Model Estimations Using Data Pooled Monthly

Ideally, empirical tests should be conducted on a daily basas,
since the volatility of a currency may change from day-~to-day.
Unfortunately, problems arise when daily estimation is attempted
because very few series of options (di.e., options with different
exercise prices and/or different maturities) are traded on any given
day. Since options from the same series may differ in price by a few
hundredths of a cent, while options from different series may differ in
price by several cents, and since several variables are highly
correlated (see Table 2), the daily data do not contain enough
dispersion for the precise estimation of the parameters. To resolve
these problems, the data were pooled on a monthly basis. For the
pooled regressisas, the volatilaty was estimated daily, while the other
paramaters were estimated monthly., The underlying rationale was the
belief that volatility is more variable than the parameters of the
other variables,

The daily volatilities ranged hetween 0,00153 for the CD aon




November 19, 1986, to 0.00915 for the DM on April

23, 1986
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(see Table

3). The standard errors of the volatility estimates are of the order

of 5 x 10-5,

Estimations of equations [15]) and [16],

first

significant biases for all but two months for the CD
sample sizes were extremely small).

the error term (R?) explained by C., M or M,,

Table 4,

the finding of Whaley [1986] that

step of the empirical

procedure,

using residuals

T and PC are

Generally, M resulted in a higher R2 than M,.

the moneyness biases

from the

revealed the presence of
(months where the

The percentage of the variance in

given in

This supports

of puts and

calls on futures are of opposite sign, when models are used that assume

the absence of transaction costs.

Eq.[ 12} was then estimated and its residuals were tested for bias.

The root

significance of the regression are presented in Table

significant biases

February 1986
April 1986
May 1986
August 1986
October 1986
November 1986
February 1987

mean squared error (RMSE)

remain for:

for DM and SF,

for SF,

for DM, SF and BP,

for DM, JY and BP,

for DM,

for DM, SF and JY, and
for DM, SF, JY and CD.

of the model, and the R2 and the

5. Statistically

A number of tests were then run to determine the source of these

biases.

European options

First, since the

difference

in value

between

American and

is largest for deep-in-the-money options, options
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which were more than 15 percent in-the-money, were eliminated from the
estimations., This had no effect on the biases. Second, because of the
discrete nature of option prices, the biases could be attributable to
very cheap options. Option prices are quoted in cents per currency
unit, and the smallest tick is 0,01 cents (except for the BP were it is
0.05 cents). Thus, options with a mark2t value of less than 0,05
cents, then 0.10 cents, were removed from the estimations. This had no

effect on the observed biases.

Because of the very large sample sizes (up to 9,844 observations),
even small R? may be statistically significant in Table 5. For
example, the statistically significant bias regressions for the months
of April 1986 (SF) and October 1986 (DM) have extremely small R? values

of 0.0023 and 0.0057, respectively.

All of the other months with biases (namely, February, May, August
and November 1986 and November 1987), precede option maturity dates
(referred to herein as pre-maturity months). In other words, short
maturity options are traded during these months, Thus, eliminating
options with only seven or less days to maturity may not be sufficient
to remove the problem of intra-day changes in the parameters, or other

difficulties which may be associated with short maturity options.
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VIi.2 Reduced Model Estimations Using Data Pooled Monthly

While the use of the full model removed all the biases except for
some pre-maturity months, the estimation of the parameters was not
satisfactory because of multicollinearity between the independent
variables, As is illustrated with the July 1986 correlation matrix for
the DM variables (see Table 6), the correlations between the variables
are typically high. A good estimation of the parameters 1is necessary
in order to infer the relative importance of each factor and to

understand how the market actually values options,

The principal criteria used in the selection of variables for the
reduced form model were the frequency with which a variable was
statistically significant, and its degree of correlation with the other

variables. The first reduced form model that was estimated was:

Cm = Ce = Bo + ByCe + B28 + B2Y + BLA + BsO + Bed + W [17]

Based on the results presented in Table 5, the model's explanatory
power (as measured by the RMSE) is very similar to that of the full
model. Any biases that were found in the full model were generally

slightly amplified.

When options with up to 21 days to maturity were eliminated, about

one-half of the biases in the pre-maturity months were eliminated,??

13. Rubinstean (1985] eliminated all options maturing within 21 days.
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This supports the conjecture that pricing problems are associated with

very short maturity options.

The parameter estimates and the standardized parameters for
eq.{17] are presented in Table 7.** The parameters of Y and © are
usually the most significant economically (i.e., they usually have the
largest standaruized estimates), and they appear to move in opposite
directions. Specifically, when the parameter of Y 1is large
(algebraically), 0's parameter is small. The reason may be that Y and
® are highly correlated. To 1llustrate, the average correlation
between Y and 6 is 0.935 for the DM and 0.928 for the SF (see Table 8).

Due to this high correlation, any non-linear estimation of eq.{17]

could not converge.

Since Y appears io be more economically significant than 6, a

series of runs was conducted on the following more reduced model:

Cm = Ce = Bo + ByCo + Ba8 + B2Y + BLA + Bsd + € (18]

The results of this estimation are presented in Table 5, and the
parameter estimates and their standardized estimates are presented in
Table 9. Although the estimated model for eq.[18} has a very similar
explanatory power to that for eq.[17), the varameter estimates of Y are

significantly different. These results may indicate that 8 is

14. Only options maturing within 7 days were eliminated 1in the sample
used for these estimations.
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unimportant, and that its relative importance in eq.[17] may have been
due to its correlation with ¥ and the well-knoun problems associated
with multicollinearity, On the other hand, 6 may actually be
important, but its removal does not decrease the explanatory power of
eq.(18] becaunse all of its impact is captured by 7, Since no
unambiguous conclusion is possible about 0's importance, the results of

both models have been presented.

Some multicollinearity remains among the independent variables for
even the most reduced model as can be seen from the condition numbers
(the square root of the ratio of the largest eigenvalue of the matrix
of the independent variables to its smallest eigenvalue) presented in
Table 9. They range from 9.8 for the JY in February 1987 to 40.9 for
the CD in June 1986. Thus, the percentage of the wvariance in the
independent variables explained by the smallest eigenvalue is between 1
and 0.06 percent of that explained by the largest eigenvalue, In most

cases, only the first eigenvalue was larger than one.

The condition numbers exhibit a quarterly pattern; namely, they
are usually largest on the maturity months and smallest on the pre-
maturity months. During maturity months beyond the maturity dates, the
closest maturity options expire after about three months. Few
transactions occur for options with longer maturities. For the pre-
maturity months, series of options maturing within one and four months

are fairly heavily traded. Unfortunately, the months with the smallest
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condition numbers (i.e., the pre-maturity months) exhibit the problens

associated with short maturity options.

If the criterion for considering a bias significant is taken to be
a statistically significant regression and an R? of at 1least 1
percent,!® the number of non-pre-maturity months with biases is reduced
to 3,2,0,2 and 1 for the DM, SF, JY, BP and CD, respectively.?® These
biases are not necessarily due to a misspecification of the model.
Since the parameters of the model are estimated monthly, these biases

may bte due to within month non-stationarity in the parameters.

VI.3 Reduced-Foyrm Linear Model Estimations Using Data Pooled
Daily

With the reduced number of parameters in eq.[18], daily estimation
is possible, but feasible only for the DM and the SF. For the other
currencies, the number of daily transactions and the number of option

series traded daily are tooc small.

Of the 170 days in the non-pre-maturity months, only six and five
days exhibited bias at the 5% level of significance for the DM and the

SF, respectively (see Table 10), Since 5 percent of the days would be

15. This criterion is used to avoid the somewhat artificial situation
where a bias regression is statistically significant (due to large
sample size) although its variables explain less than 1 % of the
variance in the residuals.

Vd
H

16. All currencies have nine nou-pre-maturity months in the sample
except for the CD wbich has seven,
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expected to be significant at the 5% level (i.e., 8.5 days) if all the
residuals were random, the observed results could be attributed to
chance. However, such is not the case since several of these biases
are significant at the 0.01% level, and the days with bias occur during
the same periods (April 1986 and January 1987) for the DM and the SF.
These biases may be related to real economic events. The standard
deviations of the daily DM and SF exchange rates were the largest

during these time periods (see Table 11).

The problems caused by the short maturity nptions are clearly
depicted in the lower part of Table 10. The 39 and 15 days in the
pre-maturity months which had bias in their residuals for the DM and

the SF are listed in the table,

The daily estimates of the parameters of model [18] are presented
in Tables 12 and 13 for the DM and the SF, respectively, and can be
summarized as follows. First, the daily estimates are non stationary,
which could explain at least some of the bias remaining in the monthly
estimates. Second, the first-order autocorrelations of the parameter
estimates given in lable 14 seem to be quite high. This indicates that
the changes arce not random but result from market pressures which
evolve relatively slowly. These autocorrelations are highest (above
0.7) for A, Y and the intercept. Third, the parameter estimates are
highly correlated (see Table 14), vhich suggests that the DM and the SF
follow the same pattern vis-a-vis the US dollar. Fourth, the estimated

parameter for Y has a positive value, or 1is close tu zero for
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relatively prolonged periods during two time intervals; namely, from
the end of March to the beginning of April 1986, and January 1987. The
uncertainty about exchange rates was at its peak during these time
periods. This supports the conjecture that '"financial intermediaries"

demand a positive premium for Y only when market uncertainty is high.!?

The importance of a variable can be determined from the product of
its standard deviation and its estimated coefficient (B'). This
statistic is similar to a standardized B, except that it is not divided
by the standard deviation of the dependent variable. The B', which are
reported in Tables 15 and 16, provide the actual importance of a
variable in terms of dollar and cents. The B' for gamma for the DM on
870324 is -0.0311, which indicates that an increase of one standard
deviation in gamma would decrease the option price by approximately
0.03 cents per DM. This 8' is 4.3 percent of the median market value

of 0,72 cents for a DM option (see Table 1).

Based on Tables 15 and 16, the most important wvariable is Y,
followed by A (=9C/90), ¢ (=39C/?r), C. (the tieoretical no TC option
value), and § (=9C/9F). The means of the absolute values of the B's
are:

Ct é Af A ¢

DM 0.0075 0.0026 0.0190 0.0155 0.0080
SF 0.0084 0.0035 0.0200 0.0179 0.0091

17. Alternatively, the direct impact of TC for rehedging as measured
by Y may more than offset the "positive" feature of Y when markets
are volatile.
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The mean values of the intercepts are 0.071 cents for the DM, and
0.083 cents for the SF. The most important variables, 7Y and A, have
high first-order autccorrelation, and cross-currency correlations. As
expected, the risk associated with changes in the volatility of the
underlying security is more important than the risk associated with

changes in interest rates.

Thus, transaction costs may affect option prices indirectly
through: (1) Y, which is negative or positive depending on whether
"fipancial intermediaries" are confident about their timing abilities;
(2) A and ¢, which are measures of the own-' .sk of options; and (3)
C., the no TC theoretical option price. The parameter of C. is usually
negative, The reason may be that, since borrowing and lending do not
occur at the same interest rate, more expensive options are less
desirable to hold, or, conversely, more desirable to write. (4) The
antercept 1s positive in more than 99 ¥ of the cases indicating that
financial intermediaries incur an initial fixed TC to write any type of

option.

V1.4 Non-Linear Estimations of Rediced Form Models Using Data
Pooled Daily

As discussed earlier, the 1linear form of the model may not be
appropriate if the actual effects of the variables on the fudge factor
are non-linear., The praoblem can be expected to be especially acute for
very short maturity options since Y, A and ¢ can have quite different

values for short and long maturity options (for example, Y may vary
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between 0.01 and 0,40). The log-linear version of model [18] was

specified as:®

Cm =80 +8,Ce +B2 8+ B85 1In (Y) + B, 1In(A)+ 85 1In (-¢) + € (19]

For this model, biases remained in the residuals for only three
days (in pre-maturity months) for the DM (86 02 26, 86 05 12 and
86 08 29). The significance of these bias regressions are 0,0423,
0.0121 and 0.0117, respectively. The rejection of the null hypothesis
of no bias at the 5 Z 1level three times in more than 200 tests a1s,

however, hardly significant.?®

Thus, a log-linear model explains all the systematic deviations
between market and theoretical option values. Unfortunately, the
estimated regression coefficients of the log-linear model are very hacd

to interpret economically.

The following square root, reduced-form model was also estimated

for the days when the linear model did not eliminate the biases:

Cm=Bo‘*Bnct"'826+83”+84/A+85/“0*3 [201

18. A negative sign was attached tc¢ ¢ because 1it is always negative
and the logarithm of a negativ: value is undefined.

19. The non linear regression procedure did not converge for the DM on
86 02 24,
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Model [20] exhibited less biases than the linear model but more biases
than the log-linear. Specifically bias remained for 7 days for the DM
(namely, 86 02 12/13/24/25/27/28 and 86 11 21), and for 8 days for the
SF (namely, 86 02 12/13/18/21/24/25/27 and 86 03 18) for pre-maturity
months. Since the® log-linear model was most successful in bias
reduction, the appropriate power of the model is probably closer to 0

than 1.

Vil. Concluding Remarks

The biases identified in the option pricing literature were shown
to move with the second derivative of the option price with respect to
the price of the underlying security. A model was proposed to account
for the effect of transaction costs on option pricing based on the
valuation framework provided by Garman and Ohlson [1981] for risky
assets in arbitrage-free economies with transaction costs. The direct
effects of transaction costs were incorporated through the costs of
hedging and rehedging, and the indirect effects through measures of the
own risk of options and optaon portfolios, and through the price of the
option which acts as a proxy for the differential between borrowing and

lending interest rates.

The model was estimated on data pooled monthly for options on the
futures of five currencies, and pooled daily for two currencies. The
monthly estimations indicated that ¥ and the time decay of options (6)

are the most 21mportant transaction-costs-related variables affecting
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option pricing. Because of the very high correlations between Y and 6,
it was impossible to ascertain whether 6 is really important by itself.
Estimation on a dai.y basis for the DM and the SF confirmed that Y is
the most significant variable, followed by A and ¢ which measure the
sensitivity of an option's price to the volatility of its underlying
security, and to interest rates, respectively, Thus, the effect of
transactions costs may be mostly indirect through its impact on own

risk.

The only biases which could not be explained by the linear model
were those for short maturity options. In contrast, a square-root
model specification exhibited less biases, and a log-linear model

specification exhibited no more bias than would be expected by chance.
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APPENDIX

where f(.) is the standard normal density function,

aCt
— = e=*T (N(d,) - PC)
oF
33Ct e~*%
= f(d,)
9F? Fo/T
aCt
— = F2 oTY
20
36 92Ct -lnF/X VT
— = e = e~FT f(d1) ( + —)
30 dFdo oT 2
act F202
—_— = —rCt + Y - r (X-F) e~*T (PC)
oT 2
96 92Ct e~*T
— T cae— 5 —r6 - f(d;)d.z
9T  9FaT 2T
3Ct
— = =TC -« T (X-F) e~** (PC)
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EXHIBIT 1

Biases in the Literature and 7'

Black and Scholes {1972]

Black [1975]

Blomeyer and Klemkosky
[1983])

Brennan and Schwartz [1977]

Bodurtha and Courtadon
[1987]

Brenner and Galai [1981]

MacBeth and Merville

(1979, 1980])

Whale