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ABSTRACT

Fault Tolerance Approaches For

3-Data Flow Systolic Arrays

Tarek Rizkallah Boulos

This thesis presents techniques to achieve fault tolerance for three directional data
flow (3-data flow) systolic arrays both at run-time and at compile-time. Two run-time
schemes are suggested. The first one is based on space-time mapping. This scheme,
named 3DFT (three directional fault tolerant), is a fault tolerance approach based on fault
masking, and it is applicable to a class of rectangular 3-data flow systolic arrays of latency
greater than or equal to three. The main advantage of the scheme is its tolerance to the
occurrence of multiple faults (permanent and transient). In addition, the overhead in
hardware is minimal. A processing element (PE) supporting the concept is suggested. The
fault assumption is that only one PE out of the three involved in doing the same
computation can be faulty. The technique is not applicable in all cases; however, in the
specific cases where it applies, fault tolerance can be achieved with a very low overhead.
The technique can be easily extended to linear systolic arrays.

Another run-time fault tolerance scheme based on reconfiguration for
unidirectional 3-data flow systolic arrays is also proposed. This distributed
reconfiguration algorithm enables the cells of a processing array to dynamically
restructure themselves based on local information. No a priori cell programming is
required. The approach ailows the reconfiguration of the three data flow paths (horizontal,
vertical and diagonal). Transient faults can be tolerated provided there are sufficient spare

processors to replace the faulty ones.
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For compile-time fault tolerance, an extension of the RCS-cut approach (static
reconfiguration) is presented to cover the case of unidirectional 3-data flow systolic
arrays.

The RCS-cut approach may be used to reconfigure the array before applying any
of the run-time techniques. The 3DFT approach can be applied to computational problems
that map naturally on hexagonal arrays (matrix multiplication, transitive closure, etc.).
The dynamic reconfiguration approach is more general and can be applicable at run-time

on any computation that require 3-data flow systolic arrays.
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Chapter 1

INTRODUCTION

Systolic arrays [KuHT82] are most desirable for VLSI implementation because of
their regularity and locality of data communications. As the integration scale increases
dramatically, it is inevitable that there are faults (permanent or temporary) in the system.
Hence fault-toierant design is necessary. Yield and reliability are the two major concerns
for fault-tolerance: in VLSI. The fault-tolerance schemes should not only improve the yield,
but also ensure correctness of the computation performed.

Faults in VLSI can be classified into two categories:

1. Production faults: faults introduced during the manufacturing process.

2. Operational faults: faults that arise during the operation of the circuit. These include
aging, soft-error caused by alpha particles, coupling of signals, and hot electrons, etc.
These can be further divided into two sub-classes, namely, permanent faults and
transient faults.

One consequence of the scaling down of device dimensions is that V1.5I circuits are more

susceptible to operational faults. Hence, fault-tolerance schemes that can tolerate

operational faults are desirable.

Fault-tolerance (FT) schemes can be classified as:

1. Fabrication-time FT: Yield is the major concern.

2. Compile-time FT: When faults occur after installation, the array is reconfigured to
function properly, very often with degraded performance.

3. Run-time FT: In this case, the emphasis is on dependable computation. The effects of
faults should be masked off or compensated with minimal time delay.

There are two fault-tolerance approaches proposed in the literature, namely,

reconfiguration which is used for fabrication-time and compile-time FT, and fault-masking




or concurrent error dctection and correction for run-time FT.

1.1 Run-time FT
1.1.1 Fault-masking

Fault masking stands for immediate recovery without noticing the occurrcnce of
faults. In this approach, extra components are used to mask off the effect of a fault
instantaneously. A common technique employed is the Tripte Modular Redundancy (TMR)
[Ball69]. Three copies of the same computation are performed by three processors. Voting
among the three will determine the correct result if only one of the three processors can fail.
Direct implementation of this method often requires expensive duplications. Kim and
Reddy {KimJ85] proposed a scheme that can reduce the number of processors required by
a factor of two while tolerating only a limited class of fault distributions and presented the
design of a linear array to perform matrix (A = [aij]) vector (X) multiplication. The vector
X is duplicated over two consecutive time instances and the matrix A is triplicated spatially.
Three copies of the computed result can be obtained at the same time by proper design of
the interconnection links between the processing elements.
1.1.2 Concurrent Error Detection and Correction

Chan and Wey adapted the approach of recomputation with shifted operands in
their design of fault-tolerant systolic arrays for band matrix multiplication [ChSW88].
Gulati and Reddy [Gula86], and Cosentino [Cose88] proposed another approach based on
temporal redundancy. Gulati and Reddy presented a concurrent error detection (CED)
scheme using ‘Comparison with Concurrent Redundant Computation’ (CCRC) which is
based on a more appropriate cell level functional model, and its basic theme is to duplicate
(and compare) the (sub) computaticns done in every cell of the array. The area overhead in
CCRC is limited to one computational unit of the array and some additional error detection
logic in every cell. Application of CCRC reduces the throughput io half, if the original

implementation is capable of delivering one result every cycle. Cosentino presented a




concurrent error correction scheme for systolic arrays in which the cells retain partial
results rather than pass them to the neighbors.

Abraham et al [Huan84] proposed an algorithm based fault-tolerance scheme for
matrix operations employing the row and column checksum technique. The algorithm is
redesigned to operate on the encoded data and produces encoded output. The result vector
also preserves the weighted checksum property which is used to cormrect error(s).
Discrepancy in the checksums produced by the algorithm and calculated from the output
data indicates an error. The located error can be easily corrected based on the checksum
produced by the algorithm.

All of the above fault tolerance schemes are ad ho~ designs. Recently, Li et al
[LiHF89] characterized the CED capability of a systolic array in terms of the latency of
computation which is determined by the space-time mapping. Latency is the time delay
before a processor performs a computation after it has just completed one. They also
proposed a way of achieving CED in systolic arrays by incorporating redundancy
systematically.

1.1.3 Transient Faults

It is worth mentioning that transient faults are tolerated mostly at run-time. It is
reported in [Siew82] that the occurrence of transient faults, mainly due to temporary
environmental changes, is ten times more frequent than that of permanent faults. In
addition, with the present possibility of reduced voltage levels for VLSI devices and the
subsequent reduction in noise margins [Barb81], susceptibility of dense VLSI circuits to

transient faults also increases.

1.2 Reconfiguration
A common approach for fabrication-time and compile-time fault tolerance is
reconfiguration. Reconfiguration is equivalent to finding an embedding of the logical array

onto the physical array such that faulty PEs do not participate in the computation. Several




reconfiguration algorithms have been proposed. Leighton and Leiserson [Leig85] proposed
a reconfiguration algorithm for wafer scale integration of systolic arrays based on divide
and conquer method. The interconnection wires are programmed by laser beams. In
Rosenberg’s method [Rose83], the processing cells are fabricated with uncommitted
interconnection wires and controllable switches. Processing cells which are non-faulty are
connected together to obtain the desired array.

Kung and Lam [KuHT84] proposed a systolic fault-tolerance scheme (RCS-cut)
which maintains the original data flow patterr. and wire length. In this scheme, data move
through all the cells. At faulty cells, data items are simply delayed with bypass registers for
one cycle and no computation is performed. The processor array is modelled as a directed
graph, with the nodes denoting the processing cells and the edges denoting the
communication links. A cut is defined as a set of edges that “partition” the nodes into two
disjoint sets, namely, the source and the destination sets, with the property that these edges
are the only ones between these sets, and are directed from the source to the destination set.
Two designs are equivalent if given an initial state of one design, there exists for the other
design an initial state such that (with the same input from the host) the two designs produce
the same output values (although possibly with different delays). The restructuring of the
faulty array is carried out by choosing a sequence of cuts whose edges cover all the faulty
cells in the array.

Koren [Kore81] presented a distributed reconfiguration algorithm to restructure
two-dimensional processor arrays. Restructuring is done by distributing the following type
of structuring messages:

M (structure code, level within the structure, direction).

The header of the message M is the code of the desired structure, such as LA for linear
array. The level number indicates the position of the processor receiving the message M in
the array. The direction d (d is an element of {N, E, S, W}) indicates the neighbor to which

the next structuring message should be transmitted. A processing cell receiving a



structuring message will transmit either another structuring wessage or an
acknowledgment (a positive acknowledgment if the construction is completed or a negative
acknowledgment if it is impossible to complete the construction) to its neighbor(s). As the
structuring messages percolate through the physical array, the corresponding data switches
are programmed accordingly. To avoid using a faulty cell, the cells in the row and column
containing faulty cell(s) are programmed to function as connecting cells. In case of
unsuccessful reconfiguration (receiving a negative acknowledge), backtracking is required.
There are two drawbacks to this method.
1. Even though the reconfiguration algorithm is distributed, setting of the data switches
cannot be changed without interrupting the computation.
2. Utilization of non-faulty cells is low because each faulty cell may cause the removal of
one whole row and one whole column of cells.

All of the above mentioned reconfiguration schemes are “static” in the sense that
the interconnection links are externally enforced (laser programmed or controllable data
switches). Once the array is reconfigured, the setting of the interconnection links cannot be
changed without interrupting the computation. Hence, they cannot tolerate transient faults.
A review and more details concerning the previous two approaches will be given in chapter
3.

A special type of the 3-data flow systolic arrays is the hexagonal array where the
processors communicate with each other through a hexagonal array network [KuHT79,
Rote86]. The hexagonal array structure enjoys the property of symmetry in three directions.
An example of algorithms that use the hexagonal array as the communication geomeiry is
the matrix multiplication problem [Mead80]. It is worth mentioning that algorithms
employing multi-directional data flow can realize complex computations without violating
the simplicity and regularity constraints. Moreover, these algorithms do not require
separate data loading or results unloading phases. Notice that hexagonal connection

supports data flows in more directions than square connections and the two structures are




of about the same complexity as far as implementation is concerned.

Gordon et al [Gord87] extended the concept described above [Kore81] in order to
achieve fault tolerance in hexagonal arrays. Kumar [Kuma91] proposed two
reconfiguration designs for hexagonal systolic arrays, one for compile-time and the other
for fabrication-time.

Pao [PaoD87, LiHF87] presented a run-time fault tolerance scheme based on
reconfiguration, for uni-directional 2-data flow systolic arrays. In this approach, the data
paths are set up dynamically during the computation and faulty PEs are bypassed
systolically.

This thesis presents techniques to achieve fault tolerance for 3-data flow systolic
arrays both at run-time and at compile-time. Two run-time schemes are suggested. The
first one is based on space-time mapping. This scheme named 3DFT (three directional
fault tolerant), is a fault tolerance approach based on fault masking and it is applicable to a
class of rectangular three directional data flow systolic arrays of latency greater than or
equal to three. Informally, latency characterizes the rate at which data of a problem
instance can be bumped into the systolic array. The main advantage of the scheme is its
tolerance to the occurrence of multiple faults (permanent and transient). In addition, the
overhead in hardware is minimal. A processing element (PE) supporting the concept is
suggested. The fault assumption is that only one PE out of the three involved in doing the
same computation can be faulty. The technique is not applicable in all cases; however, in
the specific cases where it applies, fault tolerance can be achieved with a low overhead.
The technique can be easily extended to linear systolic arrays.

Another run-time fault tolerance scheme based on reconfiguration for
unidisectional 3-data flow systolic arrays is also proposed. This distributed
reconfiguration algorithm enables the cells of a processing array to dynamically
restructure themselves based on local information. No a priori cell programming is

required. Transient faults can be tolerated provided there are sufficient spare processors to




replace the faulty ones.

For compi’z-time fault tolerance, an extension of the RCS-cut approach [KuHT84,
LamC89] (static reconfiguration) is presented to cover the case of unidirectional 3-data
flow systolic arrays.

Chapter 2 reviews the space-time approach and the conditions to get a systolic
mapping. The notions of latency, concurrent redundant computation (CRC) and
concurrent error detection (CED) are presented. The conditions of applicability of the
3DFT approach are explained. A processing element (PE) supporting the design is
suggested. The effects of different mappings are discussed. The fault model and the types
of tolerated faults is covered. The advantages of using the 3DFT, followed by a
comparison with Kim and Reddy’s technique [KimJ87a] for getting a fault-tolerant
systolic array to the LU decomposition problem is presented. Also, a comparison with
Cosentino’s approach is discussed. Chapter 3 discusses the extension of the application of
the RCS cut approach to unidirectional 3-data flow systolic arrays. It also includes a
comparison of restructuring techniques for hexagonal arrays, like Gordon’s approach
[Gord87], Kumar’s technique [Kuma91] and the RCS-cut approach. Chapter 4 presents a
dynamic, distributed algorithm for unidirectional 3-data flow systolic arrays which
restructure the processing array based on local information only. Chapter 5 is the summary

of the thesis.




Chapter 2

RUN-TIME FAULT TOLERANCE FOR
THREE DIRECTIONAL DATA
FLOW SYSTOLIC ARRAYS

2.1 Mapping Data-flow Computation Into Systolic Arrays

Systolic arrays have been used to implement iterative data flow computations
successfully. A three-dimensional data flow computation involves a set of computation
sites {Cp = (i,j,k)} such that at each site s = (i,jk) €Cp a set of computations
f1(i,j,k)....f(ij.k) are performed. In order for a computation structure to be implementable
in a systolic array, the conceptual computation sites { Cp = (i,j,k) } must be mapped into Cg=

(txy) < 73 (where Z denotes the 1-dimensional integer space, t denotes time and

(x,y) represents the two-dimensional space normally available for VLSI systolic array

embedding). The general idea of space-time mapping is as follows:

1. The algorithm is formulated as a system of linear uniform recurrence equations. If a
variable propagates without being modified, it is called a used variable, otherwise it is
called a generated variable.

2. Data dependency vectors derived from the loop indices are organized as a dependency
matrix D = {dI, d2,...,dr}.

3. A linear transformation T is then applied to the dependency matrix D to obtain a new
dependency matrix (systolic matrix) A = TD whose first row is strictly negative while
the elements in the other rows are one of {0,1, -1} in case of a universal systolic array.

When D is mapped into a systolic array using a one-one transformation, T = [t), it
yields S = (A, Cg), written A = TD, where Cg = {(t,x,y)} is spanned by
t i

x=Tj.
k



Systematic procedures to derive valid transformations have been proposed in
[Mold83; Fort85; LiGJ85], which involve an exhaustive search. Zhang and Li
[LiHF89b]studied the problem of mapping a general iterative algorithm with non-unity
increment/decrement steps onto a systolic array using a space-time transformation. They
have developed the following necessary and sufficient conditions for the existence of such

a space-time mapping;:

Transformation T = [tj;} correctly transforms D into a systolic computation §
[LiHF89b] if and only if
LITI = 0,
2. 51j <Oforaltj,1 < j < r(where“r” number of dependency vectors), and
3. lem (p13.p21.p3)! AL Iem (p12,022.p32)! Aj; lem (py3,p23.p33)! Ak (“lem”  denotes *
least common multiple”, “I”” denotes “divides relation and Ai, Aj and Ak are the step

sizes) where t;; = q;/ p;j, and gy, p;; are relatively prime.

They also presented a heuristic procedure to determine T.

It is possible to verify if there is a transformation matnx T = [t;;] that correctly
transforms D into a specific systolic computation A in cases where D is a non-singular
square matrix of integers since T=A D1, where D1 is the inverse of D and T should satisfy
the conditions stated above. It is worth mentioning that in this case the nansformation

matrix T is unique.

2.2 Latency

Latency is one of the most important parameters in embedding a data flow
computation into a systolic array. Informally, latency characterizes the rate at which data of
a problem instance can be bumped into the systolic array. Consider the case of mapping a

3-dimensional iterative computation D = (D, Cp) with Cp = {(i,j,k)} into a systolic array S
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= (A, Cg) with Cg = {(t,x,y)}. Conceptually, latency is the time delay Atp;, beforea
computational site (x,y) will be used again to perform another operation after it has just
completed one. We know that a computation in \(1,j,k)} is mapped into corresponding sites
in {(t,x,y)}. In [LiHF89b] the latency of a systolic computation At,;, was characterized in

terms of the linear transformation T and the increment/decrement step sizes Ai, Aj, Ak as

_ IMAiIAjAk
min — - - — 1)
gcd(ITl 1|AjAk, |T12|AiAk, | T13]AiA))

where [Tijl is the (i,j)-th co-factor of T.
Using the concept of latency, Li et al developed the following theory for concurrent error

detection (CED) in systolic arrays using concurrent redundant computation (CRC).

2.3 Concurrent Redundant Computation (CRC) in Systolic Arrays
Suppose (D,C’p) is a redundant version of (D, Cp). Consider
(D, Cp) ------ T-----> (A, Cg) where Cg = {(t, x, y)} and
(D, C'p) -=--T-----> (A,C’g) where C’g = {(t + dt, x +dx, y +dy)}.

We have
dt di
dx =T d_] . (2)
dy dk

The computations (A,C’g) and (A, C”g) are concurrent redundant computations
(CRC) of (A, Cg) in a systolic array implementation if and only if

+C'g ¢ ZPandC’y c 23,

+Csgn Cg Nn Csg=0,and

* dt, dx and dy are constants.
Note that in general

«dt # 0 original computation and the corresponding redundant computation
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are performed at different time,

* dx = 0 and dy = 0: original computation and the corresponding redundant
computation are performed at the same PE,

*dx # 0(y =# O} the distance between original computation and the
corresponding redundant computation in x (y) direction is dx (dy)- additional rows of PE’s
(columns of PE’s).

Concurrent error detection (CED) using concurrent redundant computation (CRC)
was first proposed by Gulati and Reddy [Gula86]. This approach is algorithm independent
and can be applied to a class of systolic arrays. Wu [WuCC87] preserited a similar
approach which is applicable to unidirectional data flow linear systolic arrays. Cosentino
[Cose88] proposed a concurrent error correction scheme which is based on the CRC
approach. The latter scheme is restricted to a class of systolic arrays whose latency is 2 in

which the generated varigbles must stay in the cell.

2.4 Conditions of applicability of the 3-Directional data flow fault tolerance approach
(3DFT)

Our technique (3DFT) is based on space-time mapping to achieve run-time fault
tolerance for three directional data flow systolic arrays. Many computational problems fall
into this category and map naturally on hexagonal systolic arrays [KuHT79,Mead80}, e.g.
matrix multiplication, LU decomposition, transitive closure [Rote85], etc. The scheme is
based on fault masking and hardware redundancy under the assumption that the latency of
computation is equal to or greater than three. The main advantage of the scheme is its
tolerance to the occurrence of multiple faults (permanent and transient). The 3DFT
technique is applicable to a class of rectangular three-data flow systolic arrays whose
latency is equal to or greater than 3 (every processor will be idle for at least two cycles)
and where the generated variable is non-stationary. Two redundant computations can be

done concurrently with the original one. The fault assumption is that only one of three
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computation sites can be faulty.
2.4.1 Min-Overhead CRC

If Atgin 2 3, then there are two CRCs (A, C’g) and (A,C) of (A, Cg), both
with (dt=0,dx =+ 1, dy =0) or with (dt =0, dy = = 1, dx = 0). As from the definition
of latency above, every processor on the array will be idle for at least two cycles. The two
redundant computations will take place during these two cycles.

This is equivalent to doing the three computations concurrently in three neighbor
processors. The execution timie will be the same as that of the original algorithm plus two
extra time units due to the increase in array size. The array size will increase by only two
extra rows (columns) of PEs. Hence this configuration, which results in having the
minimum increase in the number of processors, is named Min-Overhead CRC. Notice also

that this choice will result in minimum communication between the processors.

Example: Matrix multiplication
FOR i:=0 TO N STEP 1 DO
FOR j:=0 TO N STEP 1 DO
FOR k:=0TON STEP 1 DO

BEGIN
AL,k = A(1j-1,k);
B(i,j,k) := B(i-1,j,k);
C(,j,k) = C(,j,k-1) + A@i,j,k) * B(i,j,k)

END

For this computation, A and B are the used variables, while C is the generated variable.

0-10 111 -1-1-1
D={-10 0 T=|-110 A=1-11 of
0 0 -1 -1-11 11 -1

Using this transformation matrix Tand Ai= Aj= Ak =1, the latency At;, can
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be calculated using (1) to be Aty = 4.

It is advantageous to solve this problem using a hexagonal array rather than a
rectangular array [KimJ87a]. Table 1 gives a summary of the comparison. The size of the

hexagonal array depends on the bandwidth of the matrices A and B.

Table 1. Comparison of PE complexity and time taken to solve matrix multiplication

problem (C=A x B)

A = Full Matrix A = Band Matrix A = Band Matrix
B = Full Matrix B = Full Matrix B = Band Matrix

Rectangular #PE(A) NxN NxN NxN
Amay Time (T) ~ O(4N) O(4N) O(4N)
AxT O(4N?) O(4N3) O(4N°)
Hexagonal #PE(A)  (2N-1)x (2N-1) Px (2N-1) PxQ
Array Time (T) O(3N) O(2N) O(N)
AxT O(12N3) O(4PN?) O(QPN)

A and B are NxN matrices.
For band matrix A (B), assume that bandwidth is P (Q) << N.

In our example, let us assume that both A and B are full matrices of size 3. This results in
a hexagonal array of size 5x5. Fig 1.a shows the original data flow in the hexagonal array.
Note that in any row or column of the network, only one out of three consecutive processors
is active at any given time.

Choosing the Min-Overhead CRC dt =0,dx = 1,dy = 0 (di =-0.5, dj = 0.5, dk = 0) the first
redundant computation is as in Fig 1.b; and withdt=0,dx =-1,dy =0 (di =0.5,dj = - 0.5,
dk = 0) the second redundant computation is as in Fig 1.c.SinceC’g n C’g n Cg=

0 and the three input sequences do not overlap, a fault tolerant systolic amray can be
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constructed by merging the three computation sites. Two snapshots (at time =2 and time =3)
showing the computations performed by the processor is presented in Fig 2.a and Fig 2.b,
respectively. The new hexagonal array size is 7x 5.

Note that a hexagonal array can be remapped to a rectangular array with diagonal
input and output. For the hexagonal array in Fig 1.a, the equivalent rectangular array is

shown in Fig 3.

111 -1-1-1
ForT=|1 0 -1 A=|{0 -1 1/|,and Atp;, =3.
01-1 =101

We can choose the Min-Overhead CRC such thatdt =0, dx = 1,dy = 0 (di = 2/3, dj =-1/3,
dk = -1/3) for the first redundant computation and dt = 0, dx =-1,dy =0 (di =-2/3,dj = 1/
3, dk = 1/3) for the second.

2.4.2 Different Mappings

It is easy to see that with the Min-Overhead CRC a cluster of radius one cannot be
tolerated since that will result in having two or three of the PEs involved in doing the same
computation being in the faulty cluster. Assume that the center of the cluster is the PE at
(x,y), then for a cluster of radius 1 the following PEs are assumed faulty:

(x-1,y - 1), (x-1,y), (x,y-1), (x,y+1), (x+1,y) and (x+1,y+1)

as shown in Fig. 4.
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Fig 1.a Systolic Array for matrix multiplication (C = A x B)
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Fig 1.b CRC Systolic array of a redundant computation (S’)
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Fig 1.c Systolic array of another redundant computation (S”)
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Fig 3. Rectangular array of size 5 x 5 with diagonal input
and diagonal output showing the data fiow for the matrix
multiplication problem (N = 3).
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In order to choose a mapping other than the Min-Overhead CRC, equation 2 in

section 2.3 has to be solved for the values of (dt, dx, dy) such that the conditions of CRC

in section 2.2 are satisfied for the two redundant computations. To have the three

computations done concurrently, dt should be equal to zero as discussed in section 2.3. The

effects of choosing different mappings are:

longer communication lines,

array size will increase drastically,

types of tolerated faults will change depending on the locations of the redundant
computation sites, and

ifeitherldxl 2 R+ 1lorldyl 2 R+ 1,then asingle fault cluster of radius R may

be tolerated at run time,

EXAMPLE

In the matrix multiplication problem given previously, other possible redundant

computation sites that satisfy the conditions described in section 2.3 can be found by

choosing (dt=0,dx =% 2,dy==% 1). Note that this will result in having an array of size

11x7. Fig. 5 shows a snapshot (at time = 3) of the computation that can tolerate a cluster of

radius 1 with this mapping.
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2.5 PE Design and Functionality

Each processing element (PE) can be considered to have two parts: a Computation Unit
(CU) that includes both the necessary elements to do the computation and the latches, and
a Voting Unit (VU) which includes three identical voters, a decoder and an OR gate. Fig.6

shows a block diagram of the processing element.

IP1 /P2 1/P3

OP1
4 - COMPUTATION | o OFP2
UNIT
\Y \', \'
O/P3 ol O (o) o)
- <——T T T
R E E E
TR R R
1 2 3
DECODER
VOTING UNIT

Fig. 6 Processing element block diagram (three inputs, three
outputs, one generated variable).

Only one of the three voters is active during a clock cycle depending on the type of
computation. There are 3 types of computations, the original and the two redundant ones.

A binary code can be associated with each type of computation, for example, 10 for the
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original computation, 01 for the first redundant computation and 11 for the second
redundant computation. This code is a control signal for the (2 x 4) decoder and can be sent
with any of the inputs or outputs and enables one of the voters. Every voter geis one of the
inputs from the computation unit output, which is denoted as c (the output of the adder in
the case of the matrix multiplication example). As for the other two inputs, it will get them
from the output of the next or previous computation units depending on the type of
computation occurring in the PE and also on the locations of the computation sites. An OR
gate collects the output of the three voters and outputs the final value which will propagate
to the next stage to continue the computation.

The overhead in the necessary hardware is the Voting Unit (VU) which includes
three identical voters, the 2 x 4 decoder and an OR gate. All of these elements are simple
combinational circuits which are easy to design. Keeping in mind that only one of the three
voters will be active at any time, then the delay of the voting unit is the sum of the
propagation delays through the decoder, a single voter and an OR gate.

2.5.1 Example

The design discussed below is for the Min-Overhead CRC case (dt=0,dx =% 1,
dy = 0). A deviation from this configuration will require the adjustment of the inputs to
every voter.

Going back to the matrix multiplication problem, the computation unit includes a
multiplier, an adder and three latches. For the voting unit the other two inputs to the voters
are denoted as c(PE-1), c(PE+1), c(PE-2) and c(PE+2) incase of (dt =0,dx = % 1,dy =
0). Fig. 7 shows the design of the processing element for this problem.

To show which voter on the different PEs gets activated, the snapshots presented
earlier will be used. At a certain clock cycle the following scenario will take place. In Fig
2.a PE 1 does the first redundant computation. The decoder receives control signal 01 and
enables voter 1 of PE 1. Voters 2 and 3 are both not active. Simultaneously, PE 2 performs

the original computation and has only voter 2 active and PE 3 does the second redundant




26

computation and has only voter 3 active. During the next clock cycle (Fig 2.b}, PE 1 is not
used at all, PE 2 performs the first redundant computation and has voter 1 active and PE3
does the original computation and has voter 2 active.

NOTE: The lines that carries the code identifying the type of computation are not shown in

the figures for simplicity.

2.6 Tolerated faults in 3DFT

An appropriate way to deal with failures in VLSI circuits is at the functional level.
Therefore, we assume that the effects of faults will be seen only at small parts of a large
network in the form of altered values of the outputs. The functional level chosen is a cell of
the array and is thought to include the output links emanating from the cell. No fault-free
assumption of any of the elements of either the CU or the VU is made. The following
discussion considers the case of Min-Overhead CRC (dt =0, dx = % 1, dy = 0), that is,
CRC is done on the left and right processors of the original one.

Each cell in the proposed array can be considered to have two parts - a computation
unit (CU) and a voting unit (VU). The hexagonal array can be modelled as multiple stages
of linear arrays and the output of one stage is fed as input to the following stage. The basic
assumption of 3DFT is that no two computation sites, on any stage, out of the three
involved in doing the same computation can be faulty simultaneously; otherwise the fault
cannot be tolerated. Also a fault in the decoder or the OR gate can be modelled as a faulty
voting unit.

2.6.1 Faults tolerated in a single stage:
1. If only one CU out of every three consecutive ones is faulty, the fault is masked off by
the voters and will result in having three correct outputs that will propagate to the next

stage. This type of fault is tolerated.
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2. If only one VU out of every three consecutive ones is faulty, the output of this voting
unit is faulty. The fault may be tolerated and masked off depending on the fault
distribution of the following stage. This will be discussed in more detail in the next
section.

3. Ifonly one VU and one CU out of every three consecutive PEs are faulty, this will lead
to a faulty output from the PE which have the faulty voting unit only. This will be same
as case 2 above.

2.6.2 Faults tolerated in two stages:

Notice a failure in two CU or two VU out of three consecutive PEs on any of the
stages cannot be tolerated by the 3DFT approach.

2.6.2.1 Both links and vouing units are fault free.

This guarantees that inputs and outputs from each stage are fault free. Only one CU
in the first stage and one in the following stage in any three consecutive cells can be fauity.

Assuming that for every stage PEs with numbers (O + 3p) are faulty, where 0. =1,
2or3andp=0,1, 2,..,F(wmax -1) /31, then the maximum number of tolerated faults can
reach up to one third of the array size.

Assume that the size of the original hexagonal array is (Wy,, X Wypin), then the size
of the fault-tolerant hexagonal array will be (Wpax + 2) X Wi, The maximum number of
tolerated faults per row is (1 + quotient (W« +1) / 3)) and the maximum number of
tolerated faults in the array is (1 + quotient (Wyax +1) / 3)) x Wpin.

Example

Assume that CU of both PE 1 and PE 4 are faulty in Fig 2.a. The outputs of PEs 1, 2 and 3
will be the output of the voting unit of these PEs. The faulty result calculated by PE 1 will
be masked off. Then PEs 4 and 5 will receive the correct input. Same scenario will be
repeated in PEs 4, 5 and 6.

2.6.2.2. Only links are fault free,

Different scenarios may take place:
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. If only onc CU in the first stage and one CU in the following stage are faulty, then the
scenario in section 2.6.2.1 will take place.

Faults in one CU of the first stage and one VU of the second stage. This will result in
having one of the outputs (of the faulty VU) of the second stage being faulty. This type
of faults can be masked off in the following stage depending on the fault distribution of
this stage.

. Faults in one VU of the first stage and one VU of the second stage. This will result in
having one of the outputs (of the faulty VU) of the second stage being faulty. This type
of fault can be masked off in the following stage depending on the fault distribution of
this stage.

. Faults in one VU of the first stage and one CU of the second stage.Two cases should be
considered:

(a) If the VU in the first stage is faulty and the corresponding computation in the
next stage is also faulty, the faults can be tolerated. The three outputs of this final
stage will be correct. For example, if the VU of PE 2 is faulty and the CU of PE
5 is faulty in Fig 2.a, the final output from PEs 4, 5 and 6 will be correct.

(b) If a VU in the first stage is faulty and any of the other two CUs (other than the
corresponding one) of the following stage is faulty, the fault cannot be tolerated.
This is equivalent to having two successive faulty PEs on the second stage,
which violates the condition to tolerate the faults (only one of every three
consecutive PEs can be faulty). For example, assume that the VU of PE 2 is
faulty and the CU of PE 4 (Fig 2.a) is faulty. This type of fault is not tolerated.
The fault in the VU of PE 2 will feed the CU of PE 5 with wrong input, which in
turn will result in a false output of the voting unit because the computation unit
of PE 4 will also give a wrong output. When the voting is done the outputs from
PE 4, 5 and 6 will be false, and this false output will be propagated to the next

stage.
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2.6.2.3 Links are fauity.

1. Faults in output links. This would be equivalent to having the VU of the first stage and
the corresponding CU of the second stage being faulty. This fault can be tolerated as
discussed in section 2.6.2.2.

2. Faults in input links. This would be equivalent to having the CU which have that link

as input being faulty.

Example
Assume that the link between PE 1 and PE 2 (in Fig 2.a) is faulty (either the “a” path

or “b” path), this would be equivalent to having computation unit of PE2 faulty.

2.7 Advantages of 3DFT
The following advantages are for the Min-Overhead CRC (dt=0,dx =% 1,dy =

0). Other configurations will have a major impact on the increased array size. The original

hexagonal array size is assumed to be (Wyip X Wax), where Wi and W, are the

minimum and the maximum bandwidths of the multiplied matrices.

1. The overhead in hardware using the 3DFT approach is equal to (2 x W), and the rate
of increase in hardware compared to the original array size is (2 / Wyy,,), which means
that the increase in hardware is minimal with the increase of the array size.

2. Both permanent and transient faults can be masked off by the technique if the fault
assumption is satisfied.

3. The time complexity is the same as for the original problem since only the idle cycles
of the processors are used to do the redundant computations.

2.7.1 Comparison between Reddy’s Approach for LU-Decomposition and 3DFT

Kim and Reddy [KimJ87a] remapped the LU-decomposition problem from a
hexagonal systolic array to a rectangular bidirectional systolic array. For detailed

explanation about this algori...m see [Mead80]. They also proposed a scheme to detect and
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locate permanent faulty cells. They adopted the concurrent error detection scheme called
Comparison with Concurrent Redundant Computation (CCRC) proposed by Gulati and
Reddy [Gula86].

Scope of CCRC: VLSI implementation of systolic algorithms can be classified into two
main categories. The first includes those implementations in which dasa or (sub) results stay
in specific cells during the entire course of computation. and the second consists of
realizations in which data as well as (sub) results keep moving from cell to cell during
computation. The second category of implementations fall under the scope of the proposed
CED approach called CCRC.

Proposed Method: CCRC is based on the observation that there is inherent spatial
redundancy in the array which could be exploited to perform a concurrent redundant
computation. Two computations can be performed in different regions of the array. Then,
at the time when the computational wavefront of the required computation reaches a faulty
cell, the shadow (redundant) computation reaches a fault-free cell and this computation
would be confined to a fault-free region of the array; and thus, a comparison of the
corresponding results would lead to the detection of the fault. For duplicating any
computation, the two cells involved must receive the same inputs. CCRC proposed earlier
can only detect faults but cannot locate faults. By adding additional logic, a single faulty
cell among three consecutive cells can be located from the outcome of two consecutive
comparisons under permanent fault assumptions.

Assumptions and Hardware overhead: Kim and Reddy assume that the error detection
logic is fault free and that at most one PE in every three consecutive PEs in a row is faulty,
which is similar to our assumption in the Min-Processor CRC case. The hardware overhead
in their technique to achieve CCRC is one extra column of PEs, three multiplexers wl ch
are driven by a modulo 2 counter and the error detection logic required in every cell. The
error detection logic includes two comparators, a memory element and an OR gate. If fault

location is also desired the following extra elements will be needed for every cell: two extra
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multiplexers, one memory element and one OR gate.

Our proposed 3DFT would handle this problem more efficiently and easily on the
original hexagonal array with the following additional advantages:
1. transients faults are ulso tolerated, and
2. fault correction by masking the faulty PE is achieved.

2.7.2 Comparison between Cosentino’s Approach and 3DFT

Cosentino proposed an approach based on temporal redundancy [Cose88] to detect
and correct single faults in linear and rectangular systolic arrays in which the cells retain
partial results rather than pass them. The cost of the method is halving the maximum
throughput rate of the array. As for hardware overhead, the scheme needs monitoring and
correction circuits that can be placed on-chip or off-chip and embody the logic for detecting
and correcting errors. In addition, an extra accumulator is added to every PE to
accommodate the second calculations.

Assuming an original computation of latency equal to three for a rectangular two
data flow systolic array, every PE will have three accumulators to accommodate for the
three computations and only one computation unit, according to Cosentino’s approach. The
output will be flushed after the computations are done and voting circuits on the output of
every row will be needed.

To do a fair comparison with 3DFT, we will assume that the redundant
computations will be mapped with dx =% 1. This means that the three computations will
be done on the same PE. The problems in this approach are the followings:

1. Ifany of the computation units fails, the three outputs of this PE will be faulty. The fault
cannot be tolerated.

2. If any of the input links fails, this will be equivalent to having the computation unit
which has that link as input being faulty. The fault is fatal.

3. Ifany of the output links fails, this will result in having a faulty output. This fault is also

fatal.
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Even though we assume that the links may not fail as they are simple wires, the
failure of a single computation unit will be disastrous. However, a major advantage of this
technique is that the overhead in hardware is only two additional accumulators. While
3DFT has three voters in every PE. In addition, every PE has its own computation unit in
the 3DFT approach. Another difference between Cosentino’s approach and 3DFT is that
the voting in 3DFT is done in every PE, while in Cosentino’s technique it is done after the
computation is complete.

Cosentino’s approach is applicable to a class of systolic arrays whose latency is 2
in which the generated variable must stay within the cell. While, the 3DFT approach is
applicable to a class of rectangular 3-data flow systolic arrays whose latency is greater than
or equal to three and where the generated variable flows out of the processor. The extra
latency required by 3DFT, compared with Cosentino’s technique, allows us to mask off the
faults on every partial result of a computation as long as only one PE out of every three
involved in doing this computation is faulty without having to wait till the whole
computation is completed. In addition, the 3DFT technique gives the possibility to tolerate

more faults, compared with a single fault in the whole array of Cosentino’s technique.




Chapter 3

RECONFIGURING UNIDIRECTIONAL 3-DATA
FLOW SYSTOLIC ARRAYS

3.1 Survey of reconfiguration techniques
Reconfiguration techniques are used to address the fundamental problem of fault
tolerance, both at production and at run time. The former type includes faults in a wafer or
a chip, as soon as it comes off the production line. The latter type occurs during the normal
operation of the array. Reconfiguration introduces fault-tolerance in the array and
produces a functional array even in the presence of multiple faults.
Reconfiguration techniques can be divided into three specific categories [John89]:
1. Fabrication-time reconfiguration which is performed immediately after
manufacturing.

2. Compile-time reconfiguration which is performed before each use of the array, but not
during the normal operations of the array, and

3. Real-time reconfiguration which is performed while the array is in operation and
continucs to provide uninterrupted performance.

This chapter is concerned with the first two types of reconfigurations. Issues
concermning compile-time and fabrication-time reconfiguration have many similar
attributes. For example, both the schemes do not have any restriction on the amount of
time required to perform the reconfiguration, although system availability is extremely
important to a real-time application. In addition, external fault-detection algorithms are
used to locate the faulty cells in both cases. The fault pattern is then used to find an
interconnection pattern that could use the fault-free elements to provide a fully functional
target array. Thus, the same reconfiguration algorithm could be used for both fabrication

time and compile-time reconfiguration.
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The key differences between fabrication-time and compile-time reconfiguration
are the time at which the reconfiguration is performed and the reversibility of the
reconfiguration decisions. Fabrication-time reconfiguration is usually irreversible or
permanent, since the interconnection pattern is established using hard switches or fusible
links, so the array, once reconfigured, cannot be changed or modified again. In compile-
time reconfiguration, the decisions are reversible, allowing the system to be reconfigured

numerous times.

3.2 RC- and RCS-cut approaches for unidirectional 2-Data flow systolic arrays

It is generally assumed that only the computational section of the cells can fail and
all other components (registers, interconnections, etc.) in the array are failure-free. For
reconfiguration, the computational section of a faulty cell is bypassed and the cell (a pass
cell) is made to pass the data without processing. Note that the reconfiguration must
bypass all faulty cells and it may also bypass some nonfaulty cells. The reconfiguration is
performed by selecting a sequence of cuts. A cutis a set of cells such that bypassing them
leads to an array with one less data flow path. A cut is horizontal (vertical) if it leads to the
removal of one horizontal (vertical) data flow path. A cut covers the cells contained in it.
Thus, for successful reconfiguration, a sequence of cuts covering all the faulty cells should
be selected.

In the classical approach [Kore81], for every faulty cell all the cells in the same
row or column are taken to be in a cut. Thus, an entire row or an entire column containing
at least one faulty cell constitutes a cut, and these cuts are referred to as the RC cuts. In
this case, a horizontal cut is also referred to as a row cut and a vertical cut as a column cut.
The structure of a cell suitable for this RC-cut approach is shown in Fig.8.a. The classical
approach is simple (and leads to easy reconfiguration procedures) but provides poor
utilization of nonfaulty cells. In Kung and Lam’s approach [KuHT84], the cells in a cut

(referred to as RCS cut, S denoting slanted cut) may not be from the same row or column
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but satisfy the following conditions.

Necessary Condition: A cut must contain one cell per row (vertical cut) or one cell per
column (horizontal cut) and the slope of the line connecting successive cells in the cut
must be nonnegative.

Sufficient Condition (Reachability Condition): The inclination of the line connecting the
cells in the cut between successive columns must be 0 or 45 degrees for horizontal cuts, or
90 or 45 degrees between successive rows for vertical cuts.

The bypassing is done with data rerouting so that the horizontal input may be sent
to the horizontal or the vertical output and the vertical input undergoes similar rerouting.
Kung and Lam’s approach requires more complicated processor architectures and more
involved reconfiguration algorithms but it provides a better utilization of nonfaulty cells.
A cell architecture supporting the RCS-cut approach is shown in Fig. 8.b.

LLam et al presented a critical study of Kung’s approach and the basic row-column
elimination approach [LamC89]. Notice that these two approaches have been applied to
two directional data flow (one horizontal and one vertical). This thesis extends the RCS-
cut approach to cover the case of havinz a diagonal input and a diagonal output. A cell

architecture supporting this case is shown in Fig 8.c.

3.3 RCS-cut approach for unidirectional 3-data flow systolic arrays

The proposed scheme follows Kung and Lam’s approach in that the faulty cells are
bypassed systolically. The same RCS cuts suggested above for the unidirectional 2-data
flow systolic arrays are applied for the unidirectional 3-data flow systolic arrays; that is,
the same necessary and sufficient conditions have to be satisfied. Not more than one cut
will be selected at a time. Once a cut is identified, data rerouting has to be achieved. It will
be assumed, as previously, that only the computational section of the cells can fail and all
other components in the array are failure-free. For reconfiguration, the computational

section of a faulty cell is bypassed and the cell is made to pass the data without processing.
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Fig. 8.a Architecture of processing elements
for RC-cut approach

Fig. 8.b Architecture of processing elements
for RCS-cut approach
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Fig. 8.c Architecture of processing elements for RCS-cut approach
with diagonal input and diagonal output.
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For either a vertical or a horizontal cut, the flow path for the horizontal and the vertical
data will be exactly the same as in the case of 2-data flow. Only, the diagonal path needs to
be modified to flow along the horizontal or vertical paths.

3.3.1 Vertical Cut

Generally, the diagonal path will flow diagonally once the computation is
performed. Otherwise, it will be redirected towards the right cell along with the horizontal
path.

1. Cell in a cut (faulty or good) has horizontal input h; coming from left and diagonal
input dy coming diagonally. The two inputs will be redirected together to the right cell.
Fig.9.a shows the flow path if the right cell is good and Fig.9.b shows the flow path if
the right cell is faulty. Notice that in all the following figures, a shaded cell represents
a cell in a cut (faulty or good) and a black one represents a faulty cell.

2. Cell in a cut (faulty or good) has the three inputs available in the regular way
(horizontal input h; coming from left, vertical input v; coming from top and diagonal
input dy coming diagonally). The three inputs will be redirected together to the right
cell. If the latter is good, the computation will be performed among the three
redirected inputs. As shown in Fig.10.a, the horizontal output flows to the right, the
vertical output flows downward and the diagonal output flows diagonally. The other
diagonal input to this cell will flow to the right with the horizontal output. If the right
cell is faulty, all its inputs will be redirected to the right cell as shown in Fig. 10.b.
Notice that when a cell receives two diagonal inputs, the first redirected diagonal has
higher priority over the other one when it comes to computation.

3. Cellin a cut (faulty or good) has both horizontal input h; and diagonal input dy coming
from left. The vertical input is absent. The two inputs will be redirected together to the
right cell. Fig.11.a shows the flow path if the right cell is good and Fig.11.b shows the
flow path if the right cell is faulty.
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Fig 9.a Vertical cut with outputs reaching a good cell (1)
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Fig. 9.b  Vertical cut with outputs reaching a faulty cell (1)
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di vl do
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Fig.10.a Vertical cut with outputs reaching a good cell (2)

Fig. 10.b. Vertical cut with outputs reaching a faulty cell (2)
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Fig.11.a Vertical cut with outputs reaching a good cell (3)
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Fig.11.b Vertical cut with outputs reaching a faulty cell (3)

4. Cell in a cut (faulty or good) has two diagonal inputs, one coming from left
(redirected) and the other coming diagonally. In addition, both the horizontal and
vertical inputs are coming from left. Fig.12.a shows the flow path if the right cell is
good and Fig.12.b shows the flow path if the right cell is faulty.

5. Cell in a cut (faulty or good) has two diagonal inputs, both coming from left. In
addition, both the horizontal and vertical inputs are coming from left. Fig.13.a shows
the flow path if the right cell is good and Fig.13.b shows the flow path if the right cell
is faulty.
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do
N
b — .__>¢d0
T T™WY \ h1
vl di1

Fig.12.b Vertical cut with outputs reaching a faulty cell (4)
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do
dl — - pesememmarn do
hl LN
_—— \ hi
vl dl

Fig.13.a Vertical cut with outputs reaching a good cell (5)

d1 do d0
hl » g%
'__-_——-7r' vl

Fig.13.b Vertical cut with outputs reaching a faulty cell (5)
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3.3.2 Horizontal Cut

Generally, the diagonal path will flow diagonally once the computation is
performed. Otherwise, it will be redirected towards the bottom cell along with the vertical
path.

1. Cell in a cut (faulty or good) has vertical input vj coming from top and  diagonal input
dy coming diagonally. The two inputs will be redirected together to the bottom cell.
Fig.14.a shows the flow pati if the bottom cell is good and Fig.14.b shows the flow
path if the bottom cell is faulty.

2, Cell in a cut (faulty or good) has the three inputs available in the regular way
(horizontal input h; coming from left, vertical input v; coming from top and diagonal
input d coming diagonally). The three inputs will be redirected together to the bottom
cell. If the latter cell is good, the computation will be performed among the three
redirected inputs. As shown in Fig.15.a, the horizontal output flows to the right, the
vertical output flows downward and the diagonal output flows diagonally. The other
diagonal input to this cell will flow downward with the vertical output. If the bottom
cell is faulty, all its inputs will be redirected to the bottom cell as shown in Fig. 15.b.

3. Cell in a cut (faulty or good) has both vertical input v; and diagonal input dy coming
from top. The horizental input is absent. The two inputs will be redirected together to
the bottom cell. Fig.16.a shows the flow path if the bottom cell is good and Fig.16.b
shows the flow path if the bottom cell is faulty.

4, Cell in a cut (faulty or good) has two diagonal inputs, one coming from top
(redirected) and the other coming diagonally. In addition, both the horizontal and
vertical inputs are coming from top. Fig.17.a shows the flow path if the bottom cell is

good and Fig.17.b shows the flow path if the bottom cell is faulty.




vl
dl
vl d1l
hl
g h1
d1

v vl

Fig 14.a Horizontal cut with outputs reaching a good cell (1)

vl
dl
vi di
vl dl

Fig.14.b Horizontal cut with outputs reaching a faulty cell (1)



y dO

dl vl
hl
do \
hl
dl
N
vl
Fig.15.a Horizontal cut with outputs reaching a good cell (2)
dl vl
1 B
N
do l i ‘ dl
v

vl hl

Fig. 15.b. Horizontal cut with outputs reaching a faulty cell (2)
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vl d1
hl i i hl
dl
v vl

Fig 16.a Horizontall cut with outputs reaching a good cell (3)

vl d1
vl dl
vl dl

Fig 16.b Horizontal cut with outputs reaching a faulty cell (3)
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h1 vl dl

hi

d1

vl ! do

Fig. 17.a Horizontal cut with outputs reaching a good cell (4)
vl hl dl

\

v

vidl'hl

do

Fig.17.b Horizontal cut with outputs reaching a faulty cell (4)




5.

S0

Cell in a cut (faulty or good) has two diagonal inputs, both coming from top. In
addition, both the horizontal and vertical inputs are coming from top. Fig.18.a shows
the flow path if the bottom cell is good and Fig.18.b shows the flow path if the bottom

cell is faulty.

EXAMPLES

1.

Fig. 19 shows a reconfigured hexagonal array with two vertical cuts. It illustrates the
redirection of two diagonals reaching a good cell

Fig. 20 shows another example of a reconfigured hexagonal array with vertical cuts. It
illustrates the redirection of two diagonals reaching a faulty cell.

Fig. 21.a shows a 5 x 5 hexagonal array with both horizontal and vertical cuts. Fig.
21.b shows the array after applying the vertical cut and Fig.21.c shows the array after
applying the horizontal cut.

An example of a 2 x 2 matrix multiplication on a hexagonal array with a vertical cut is
presented in Fig.22.a. Snapshots of the different computations are shown in Fig. 22.a

v 221,
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h1 di

— o hl

vl do

Fig.18.a Horizontal cut with outputs
reaching a good cell (5)

h1l

Fig.18.b Horizontal cut with outputs
reaching a faulty cell (5)
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Fig. 21.a A 5x5 hexagonal array with a vertical cut and a horizontal cut

and failures circles are hashed.
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Fig 22.4
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3.4 Comparison of restructuring techniques for Hexagonal Arrays
3.4.1 Gordon’s Technique (GT)

Gordon et al [Gord87] suggested a scheme for fault-tolerance in hexagonal arrays.
When some PEs or connections become faulty, the other PEs were restructured into a
hexagonal array (of smaller size). Fault tolerance is achieved in two basic stages, the testing
stage and the reconfiguration stage. In the testing stage, the PEs test their neighbors and
themselves, in order to identify faulty PEs or connections. In the reconfiguration stage, the
PEs with neighboring faults tum into connecting elements (CEs) and initiate messages
which tum some other PEs into CEs. These CEs cease to perform processing per se and
behave like connectors between pairs of neighboring PEs. Each remaining PE is not aware
of the presence of the CEs and continues to communicate with six neighbors as before the
reconfiguration occurred, using the same links as it did before (i.e., the neighbor in a given
direction is still accessed in that direction). It is possible, however that some of its
neighbors are not physically the same as before, and the PE reaches them throngh some
CEs.

The main advantage of this approach is that it makes the restructured array
(following the identification of the faulty PE or communication link) transparent to the
various algorithms utilizing the hexagonal array. Assuming an initial (n x n) Hexagonally
connected array(HCA), if p connections and q PEs become faulty in sequence, then the
result.ng configuration will contain an (n -p - 2q) x (n - p - 2q) HCA. In addition, the
approach does not have any underlying failure-free assumption as many other schemes
(like switching elements and communications links are almost failure free and only
processors can fail). One major disadvantage is that the utilization would be poor.

Assuming only q PEs may fail for an original (n x n) HCA, that is, the resulting
array size will be (n - 2q) x (n - 2q). The number of unused good PE equals 4q (n - q)

which can be approximated to 4n, implying poor utilization of good cells.
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3.4.2. Kumar’s Approach

Recently, Kumar and Agrawal [Kuma91] introduced a design for compile-time
reconfigurable hexagonal systolic arrays. A new concept of processing element
reachability has been introduced to provide the basis of their reconfiguration algorithm.
The reachability R of a processor is defined as the maximum number of PEs to which a PE
can directly route its data to. Higher the reachability, higher would be the survivability of
the array. R is defined for the three emanating data paths in a hexagonal systolic array:
horizontal, vertical and diagonal.

The fault assumption is that only PEs can fail but not the links. Presence of spare
rows and spare columns is also assumed. In case of multiple faults, Kumar and Agrawal’s
reconfiguration approach keeps a fault count for each row of the (N + SR) x (N + SC)
original array (where SR and SC are the number of spare rows and spare columns,
respectively) in nondecreasing order and always bypasses the first SR rows with
maximum number of faults. Thus, the resulting N x (N+SC) array has minimum possible
number of faults. This causes much higher utilization of available good cells. Once an N x
(N+SC) array is formed, it is then used to form an N x N fault free logical array.

The major disadvantage of this approach is that the reconfiguration depends
heavily on the value of reachability R. To overcome the problem, the reachability R should
be increased but this will also means longer communication lines which is not desirable.
The approach would be suitable if the faulty cells are sparsely distributed in the array
rather than clustered. The performance of the reconfiguration approach depends heavily
on the fault distribution.

Fig. 23 shows an example of a reconfigured hexagonal array with a horizontal cut.
Kumar’s approach will fail to reconfigure such an array due to the presence of five
consecutive faulty PEs (if the reachability is limited to 5).

3.4.3 RCS-cut approach for hexagonal arrays

In contrast to the previous approach which will behave better in case of sparsely
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distributed faulty cells, the RCS-cut approach would handle better the case of clustered
faults (successive faulty cells in a row, column or diagonally). The disadvantage of the
proposed RCS-cut approach is that the PE needs nine inputs and nine outputs.

On the other hand, it provides the possibility to reconfigure the array without any
restrictions on horizontal, vertical or diagonal reachability, like Kumar’s approach. Also, it
gives higher utilization of good PEs compared with Gordon’s approach.

Assuming only one PE failed for an original (n x n) HCA, the resulting array size
will be (n - 1) x n if we apply the RCS cut approach. The number of unused good PE
equals (n - 1), which can be approximated to n, compared with 4n unused good cells for

Gordon’s technique.




Chapter 4

DYNAMIC RECONFIGURATION FOR
UNIDIRECTIONAL 3-DATA FLOW
SYSTOLIC ARRAYS

4.1 Introduction

As discussed previously, one approach to achieve fault-tolerance is by masking off
the faults using the conventional TMR method [KimJ85] as in our approach (3DFT)
presented earlier. One drawback of this method is that only limited classes of fault patterns
can be tolerated. Another approach to handle this problem is the run-time dynamic
reconfiguration which configures the processing array based on local information only.
Reconfiguration can be done automatically without interfering with the computation.

This chapter presents a distributed reconfiguration scheme that can tolerate
permanent as well as transient faults. The proposed scheme follows Kung and Lam’s
[KuHT84] approach in that the faulty cells are bypassed systolically. The reconfiguration
algorithm uses the data-driven concept, that is, instead of being assigned a fixed path, the
data tokens will find their own ways through the processing array. When a fault is
detected, the concerned data tokens are re-routed to an adjacent cell to retry the
computation. Consequently, some rippling effect may be imposed on the successor cells.
So long as there are enough spare cells to replace the faulty ones, a correct computation
can be obtained. To achieve this, the systolic array should possess the following two
capabilities.
1. Concurrent fault detection: The processing cell should be able to determine

concurrently with the normal operation whether the performed computation is correct
or not.

2. Self-reconfiguration: The systolic array should manage its own reconfiguration
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without global knowledge about the fault distribution. Reconfiguration is done locally
at the cells and can be changed at any time, subject to local status detected.

Pao [PaoD87, LiHF87] presented a distributed reconfiguration approach based on
local invariants technique. The re-routing of data flow paths is based on local information
only, and can be done without interfering with the computation. He presented designs of
two self-reconfigurable uni-directional 2-data flow systolic arrays. In the first design, both
the horizontal and vertical paths are reconfigurable, whereas in the second design, only the
vertical paths can be reconfigured.

He has also extended the concept to universal systolic arrays in which the diagonal
paths are fixed to flow diagonally but the horizontal (vertical) paths are reconfigurable. In
this chapter, a dynamic reconfiguration approach for universal systolic arrays in which all

the three paths are reconfigurable is presented.

4.2 Distributed Reconfiguration Approach

Distributed reconfiguration is characterized by local d “cision making at individual
processing cells. No global knowledge of the fault distribution is required in restructuring
the array. A reconfiguration is successful if an emabedding of the required array is
constructed in the faulty array; otherwise it is unsuccessful.

In a universal systolic array, three data streams, namely, horizontal (H;, H,,...,
Hp), vertical (Vy, Vj..., V) and diagonal (Dy, Ds.,..., Dyyn.1), meet at a cell. The
horizontal paths are numbered from top to bottom and the vertical paths are numbered
from left to right and the diagonal paths are numbered bottommost diagonal to topmost
diagonal.

In this distributed reconfiguration approach, the routing of data is based only on
local information and can be changed at any time subject to local status detected. No fixed
path is assigned to data tokens. Alignment of the data tokens to arrive at the active

processing cells is ensured by an invariant technique. A set of local invariants of the
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reconfiguration algorithm is identified. Intelligence is then incorporated into the
processing cells to enforce these invariants.

A path, P1, is said to have crossed another path, P2, if it is extended from one side
of P2 to the other side and vice versa. The dynamic routing in a self-reconfigurable atray
is obtained by enforcing the following two invariants:

1. Two successive horizontal (vertical) (diagonal) data paths H; and H;,; (Vj and VJ-+1)
(Dy and Dy, 1) do not cross. Touching at a cell is, however, allowed.

2. The data in horizontal path H;, in vertical path V;, and in diagonal path Dy do not cross
until they have been processed.

The above two invariants and the following theorem are direct extensions of the original

work in [PaoD87].

Theorem 4.1

If an M x N array is reconfigured (with data re-routing) into a smaller array of size
m x n in such a way that the two invariants are satisfied, and every horizontal path H; (i
=1,2,...,m) has crossed every vertical path Vj and diagonal path D, +j-i (= 12,..,nand
(m +) -1) is greater or equal to 1), and vice versa, then the reconfiguration is successful.
Proof

Since the horizontal path H; does not cross H;,; (invariant 1), the vertical path V;
cannot cross H;, j before crossing H; and the diagonal path Dy, ,;_; also cannot cross Hi,
before crossing H;. Similarly, the diagonal path Dy, 4; ; cannot cross Vj, before crossing
V;. When V; crosses H; and Dy, ,; . j at a common good cell, the required computation
among them should have been completed (invariant 2).

If the reconfiguration is successful, data on V; will meet and be processed with
data on the horizontal and diagonal paths (H,, Dm+j-l)v (Hs, Dm+j_2),(....,...), Hps DJ-)
successively in some common good cells.

The same argument applies to the horizontal and diagonal paths. QE.D
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4.3 Cell Architecture

There is one processing unit in each cell together with a self-testing circuit. The
self tester will check the result of the computation in each cycle. In the following
discussion, we assume that only the processing unit can fail. The architecture of the
processing cell (type-A) is shown in Fig. 24. Two horizontal and two vertical paths are
allowed to traverse a cell at the same time. If there are more than one horizontal paths
entering the cell, then the path associated with the local I/O port hl precedes that
associated with h2. Similarly, if there are two vertical paths entering the cell, then the path
associated with v2 precedes that associated with v1. Also, there are three diagonal paths
allowed to traverse a cell at the same time. If there are more than one diagonal paths
entering the cell, then the path associated with d2 precedes that associated with d5, and d5

precedes dl.

4.4 Routing strategy
The cells in the array will route the data paths according to tables 2 to 15. It can be
observed that the horizontal path H; should meet the vertical path V;and the diagonal path

D+ j.j at a common good cell. The routing strategy can be explained as follows:

1. The routing strategy of the horizontal and vertical paths is the same as suggested in
[PaoD87]. A brief description of this strategy follows: The cells in the array route the
data paths depending upon whether the cell is faulty or not. Basically, the routing
strategy 1s to greedily extend the horizontal path toward the right boundary of the
array. The horizontal path will make a turn and go one step downward if (a) it meets
another horizontal path coming down from the cell above, or (b) it is moving together
with a vertical path to find a good cell to perform the computation and it meets another
vertical path coming from the cell above at a faulty cell. A vertical path Vv, will be
greedily extended downward to meet H;. It will then move along with H; to find an

unused good cell to do the computation. Afterward, it will cross H, and extend to H, ,
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and so on. V; will take a step to the right if (a) it is moving along with a horizontal path
to find an unused good cell, or (b) it meets another vertical path coming from the left.

2. If H; meets Dy only, then H; and Dy will move together either to the right or down
(depending on the routing strategy of the horizontal path) till meeting the vertical path
V; and the computation is done.

3. If V; meets Dy only, then V; and Dy will move together either to the right or down
(depending on the routing strategy of the vertical path) till meeting the horizontal path
H; and the computation is done.

4. When H; meets V; and Dy at a common good cell, the corresponding computation will
be performed and the three paths H;, V; and Dy will be routed to the right, downward
and diagonally, respectively. If other paths meet with the one above on a good cell,
priority is for the three paths flowing all together.

5. When H; meets V; and Dy at a faulty cell, the three paths will be routed all together
along H; or V; (depending on the routing strategy of the horizontal and vertical paths)
to find a good cell to perform the required computation. Once the computation is
performed the three paths H;, V; and Dy will be routed to the right, downward and

diagonally, respectively.

4.5 Comments on special cases and tables

Going back to the type-A cell shown in Fig. 24, we can see the presence of seven
inputs and seven outputs. All of the routing tables have been constructed under the
assumption of the existence of spare cells that will enable to reconfigure an M x N array
into m x n array (m < M, n < N). By grouping the horizontal and vertical inputs, we will
be left with the three diagonal inputs, namely, d1, d2 and d5, respectively.

The diagonal inputs (d1d2dS5) can have eight possible combinations which are
presented with both the horizontal and vertical inputs in tables 2 to 15. For every possible

combination, two tables are needed, one if the cell is faulty and the other if the cell is
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good. The case of (000) represents 2-data flow systolic arrays which is already covered in
[PaoD87] and presented in tables 16 and 17. Some of the entries of the tables will be
explained below and the rest can be understood easily by following the same reasoning.
For example, in table 10, consider the entries for (h1h2) as (01) and for (v1v2) as (01)
which results in inputs and outputs as shown in Fig. 25. The computations will be
performed between (h2v2d2). Once, the computation is performed, then h2 will flow to
the right, v2 downward and d2 diagonally. The diagonal input d5 will flow horizontally to
the right cell. The remaining entries of the different tables can be interpreted similarly.

Fig. 26 shows a reconfigured array. We will look at some interesting cases. For
instance PE3 has (h2v2d2v1d5), the data routing will be done according to table 10 as
follows: (h2v2d2) will be computed and h2 then flows to the right (PE4), v2 flows
downward (PE8) and d2 flows diagonally (PE9). The other two inputs will flow to the
right cell (PE4).

Now consider PE4 which has only three inputs (h2v2d2) and is faulty. It will be
routed according to table 5. Then, the three inputs will pass unchanged to PES. PE5 is also
faulty and a boundary PE. Then, its three inputs will be redirected to PE10, according to
the same table.

Finally, looking at PE12 which has (hlvlid1h2d2), the routing will be done
according to table 8. The computations will be performed between (hlvidl), then hil
flows to the right (PE13), v1 flows downward (PE17), d1 flows diagonally (PE18) and h2
and d2 will flow downward (PE17).

Fig. 27 illustrates the case of three diagonals (d1d2d5) reaching a cell. The inputs
are routed according to tables 14 and 15.

Correctness of the reconfiguration follows from the following theorem and theorem 4.1.
Theorem 4.2

The routing tables satisfy the two invariants.
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Proof

Tables 10 and 11 will be used to demonstrate the proof and similar proofs for other
tables follow the same reasoning. If there are more than one diagonal (vertical) data
received at the input ports of a cell, the diagonal path associated with d2 precedes that
associated with d5 (the vertical path associated with v2 precedes that associated with v1).
At the output ports, v3 goes to the right and v4 goes downward (e.g. entry h2v1lv2d2d5).
Also, d3 goes to the right, d4 goes downward and d6 goes diagonally. Hence, v4 precedes
v3 and d4 or d6 precedes d3 at the output ports. Whenever there are two diagonal (one
coming diagonally and the other coming from left) data entering a cell, d5 (the one coming
diagonally) will be routed to d3 and d2 (the one coming from left) will be routed to d6 (if
the cell is good and a computation was performed (e.g. entry h2vlv2d2dS). Otherwise, d2
will be routed to d4 (e.g. entry vlv2d2d5). Also, vl will be routed to v3 and v2 routed to
v4. Hence, the order of the paths are preserved when they pass through the cell and the
first invariant is satisfied.

Consider the table for faulty cell (table 11). If originally h;, v; and dy are to be
processed at the faulty cell, then they will move together (in this case downward). Hence,
the routing table 11 satisfies the second invariant.

For the good cell, the routing of data is the same as that of the faulty cell, except
that the computation will be performed. If h;, v; and dy have been processed, they will
cross and h; will move to the right, v; downward and dy diagonally (e.g. entry
h2v1v2d2d5). Hence, routing table 10 satisfies the second invariant.

Q.ED.
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The outputs specified in the box are:

v3 h3 1 d3 | dé

v4 h4 d4

In the routing tables of non faulty cells:
*: do the computation
-: cells at the right boundary.

In the routing tables of faulty cells:

+: cells at the right boundary

Empty slots in the tables mean that these combinations will not happen.

» Comments written on the top of a table for a good cell also apply to

the corresponding table for a faulty cell.
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The outputs are specified in the square : | v3 h3
v4 h4
h1
N2 6 0 0 1 1 1 1 0
v2
h2 hl hl
h2+ hl hl
0 1 v2 v2 + v2+  h2+ § v2
vl vi+ hil+
1 1 Cc A*
v2 v2
h2* hl+
1 0 B*
vl vl* vi+
*: do the computation.
+: do the computation if done flag = 0. vl hi
A:if f1 =0 compute hlvl v2 h2
else if f2 = 0 compute h2v2
else do not process
(f1 and £2 are flags accompanying the hl
pair of data tokens on each side)
B: if f1 = 0 compute hlvl vl h2
else compute h2vl
vl h2
C: if f2 = 0 compute h2v2
else compute h2vl 5
\Y

Table 16 Routing function of non-faulty cell (case 000) from [PaoD87].

e




Thie outputs are specified in the square ;: | v3 h3

v4 h4
. hl
1
Vi"'NXbP2 0 0 0 1 1 1 10
v2
h2 hl hi
v2+  h2+ hl hl
0O 1 v2 v2 v2 h2 v2
vl vl h2 | vi hl vl hil
1 1
v2 v2 h2+§ v2 h2 v2
vl h2 | vi+ hl vi+ hl
1 O
vl vl* h2*3 vl h2 vl

+: if the incoming pair is not done

* : cells at the right boundary.

Table 17 Routing function of faulty cell (case 000) from [PaoD87].



CHAPTER 5

CONCLUSION

Techniques to achieve fault tolerance for three data flow systolic arrays both at
run-time and at compile-time are presented. A run-time fault tolerance technique (3DFT)
based on space-time mapping and hardware redundancy under the assumption that the
latency of the computation is equal to or greater than three and the generated variables
flow through the processing element has been proposed. The fault assumption is that only
one PE of every three involved in doing the same computation can be faulty. The scheme
can tolerate the occurrence of multiple faults (permanent and transient) under this
condition. No assumption about any fault free elements or links is made. A processing
element (PE) supporting the concept is proposed. The advantages of using 3DFT and the
types of tolerated faults are discussed. The technique is not applicable in all cases;
however, in the specific cases where it applies, fau!t pierance can be achieved with a very
low overhead.

Another run-time fault-tolerance scheme based on reconfiguration for
unidirectional 3-data flow systolic arrays is also proposed. The distributed reconfiguration
algorithm enables the cells of a processing array to dynamically restructure themselves
based on local information. No a priori cell programming is required. A cell architecture is
proposed and studied. The approach allows reconfiguration of the three data flow paths
(horizontal, vertical and diagonal). Transient faults can be tolerated provided there are
sufficient spare processors to replace the faulty processors.

For compile-time fault tolerance, an extension of the RCS-cut approach (static
reconfiguration) is presentea to cover the case of unidirectional 3-data flow systolic
arrays. Also, comparisons with current reconfiguration techniques for hexagonal arrays is

discussed showing the pros and cons of every scheme.
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An interesting problem would be to simplify the cell architecture pror- sed in the
RCS-cut approach for the 3-data flow systolic arrays, as the current design needs a cell of
nine inputs and nine outputs.

The distributed algorithms described in chapter 4 work for uni-directional 3-data
flow systolic arrays. Extending the algorithms for bi-dircctional data flow systolic arrays
will be an interesting problem.

As for the two run-time approaches suggested, the 3DFT approach would be easy
to implement and very efficient in the specific problems where it can be applied (matrix
multiplication, transitive closure, etc.). While the dynamic reconfiguration approach is

more general, it is more expensive in terms of hardware.
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