NOTICE

The quality of this microform is heavily dependent upon the quality of the original thesis submitted for microfilming. Every effort has been made to ensure the highest quality of reproduction possible.

If pages are missing, contact the university which granted the degree.

Some pages may have indistinct print especially if the original pages were typed with a poor typewriter ribbon or if the university sent us an inferior photocopy.

Reproduction in full or in part of this microform is governed by the Canadian Copyright Act, R.S.C. 1970, c. C-30, and subsequent amendments.

AVIS

La qualité de cette microforme dépend grandement de la qualité de la thèse soumise au microfilmage. Nous avons tout fait pour assurer une qualité supérieure de reproduction.

S'il manque des pages, veuillez communiquer avec l'université qui a conféré le grade.

La qualité d'impression de certaines pages peut laisser à désirer, surtout si les pages originales ont été dactylographiées à l'aide d'un ruban usé ou si l'université nous a fait parvenir une photocopie de qualité inférieure.

La reproduction, même partielle, de cette microforme est soumise à la Loi canadienne sur le droit d'auteur, SRC 1970, c. C-30, et ses amendements subséquents.
Graph Algorithms for Database Schema Design

Hua Chang

A Major Report
in
The Department
of
Computer Science

Presented in Partial Fulfillment of the Requirements
for the Degree of Master of Computer Science at
Concordia University
Montréal, Québec, Canada

September 1986

© Hua Chang, 1986
THE AUTHOR HAS GRANTED AN IRREVOCABLE NON-EXCLUSIVE LICENCE ALLOWING THE NATIONAL LIBRARY OF CANADA TO REPRODUCE, LOAN, DISTRIBUTE OR SELL COPIES OF HIS/HER THESIS BY ANY MEANS AND IN ANY FORM OR FORMAT, MAKING THIS THESIS AVAILABLE TO INTERESTED PERSONS.

L'AUTEUR A ACCORDE UNE LICENCE IRREVOCABLE ET NON EXCLUSIVE PERMETTANT A LA BIBLIOTHEQUE NATIONALE DU CANADA DE REPRODUIRE, PRETER, DISTRIBUER OU VENDRE DES COPIES DE SA THESE DE QUELQUE MANIERE ET SOUS QUELQUE FORME QUE CE SOIT POUR METTRE DES EXEMPLAIRES DE CETTE THESE A LA DISPOSITION DES PERSONNE INTERESSEES.

THE AUTHOR RETAINS OWNERSHIP OF THE COPYRIGHT IN HIS/HER THESIS. NEITHER THE THESIS NOR SUBSTANTIAL EXTRACTS FROM IT MAY BE PRINTED OR OTHERWISE REPRODUCED WITHOUT HIS/HER PERMISSION.

L'AUTEUR CONSERVE LA PROPRIETE DU DROIT D'AUTEUR QUI PROTEGE SA THESE. NI LA THESE NI DES EXTRAITS SUBSTANTIELS DE CELLE-CI NE DOIVENT ETRE IMPRIMES OU AUTREMENT REPRODUITS SANS SON AUTORISATION.

ABSTRACT

Graph Algorithms for Database Schema Design

Hua Chang

In this report we use graph methods to represent the inference axioms for manipulation of relational database schemas. The weighted graph concept is introduced and the simplification of the inference rules can produce the closure of a given set of functional dependencies (FD) by using the Schnorr algorithm [25] with the linear average time complexity. The problem of nonredundant covers and elimination of extraneous attributes on the left and right side of FD's may be simplified into a problem of reduction of redundant arcs and redundant compound nodes which are used to map possible subsets of attributes on the left side of each functional dependency.

For a lossy join database schema D on a given set of attributes U and under a given set of functional dependencies F, we use the union of the keys of all their relation schemes in D to construct a third normal form relation scheme and compute a new keys union repeatedly until a keys union K having an empty functional dependency is obtained. The scheme so obtained <K,0> satisfies the
third normal form conditions, \( K \rightarrow^+ U \) with respect to the closure \( F^+ \) and the minimality of cardinality of keys union \( \lvert K \rvert \). Only the final keys union \( K \) is a real key of \( U \), and the scheme \( \langle K, 0 \rangle \) is in third normal form. Furthermore, its database schema \( D := D \backslash \langle k, 0 \rangle \) achieves the lossless join property. Thus, the NP-hard kernel problem [11] of the FD-graph closure in our approach can be avoided.
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CHAPTER 1

INTRODUCTION

Graph and hypergraph methods can be used as efficient and formal tools for manipulation of data dependencies and their related problems in relational database schema design. Hypergraphs have been used in [1,2,3] for manipulation of join dependencies and multivalued dependencies with the universal relation assumption. In hypergraphs, attributes of database schema are represented by nodes, and functional dependencies among attributes are represented by directed edges. The concept of hypergraph is a generalization of graph where each arc links only two nodes. Trees and directed acyclic graphs have been used in [4,5] to determine whether a functional dependency can be derived from a set of functional dependencies by Armstrong inference rules [6]. Multigraphs have been used in [7] to represent functional dependencies and multivalued dependencies. In the later approach, the nodes correspond to the attributes, and three kinds of labeled arcs are used to describe the dependencies among attributes. An extension of the usual concept of graphs by introduction of compound nodes have been used in [8,9]
for functional dependency manipulation. In this approach [8,9], two types of labeled arcs are used to represent the functional dependencies among compound nodes and single nodes respectively.

We would expect that if a graph can carry maximally the required information, then it will simplify the related manipulation. In the abovementioned papers [7] and [8,9], the graphs may carry only two or three kinds of information by their arc labels respectively. Naturally, weighted directed graphs will eliminate the above limitations. There may be many kinds of arcs with different labeled weights. As we shall see and prove later that graph manipulation and Armstrong inference rules may be simplified when weighted graphs are used. Consequently, it also simplifies all the related problems, such as the FD-closure problem and the minimum cover problem under a set of functional dependencies.
CHAPTER 2

BASIC CONCEPTS OF DATABASE SCHEMA DESIGN

In relational database manipulation, data dependencies are used as important constraints on relationships between data. This report is concerned with only functional dependencies. A functional dependency (FD) \( X \rightarrow Y \) holds in a relation scheme \((XY, X \rightarrow Y)\) if and only if (abbreviated iff) each value of \(X\) is associated with exactly one value of \(Y\). A database description is called a database schema. A database schema consists of a set of relation schemes. Database schema and relation scheme are syntactic objects, database and relation are database contents. In a number of recent papers [1-9], the universal relation assumption is introduced; this concept provides a simple user interface and it allows us to specify relations in terms of attributes of a universal relation.

Usually, database schema design is related to database normalization. There are two approaches for normalization: normalization through synthesis [4,12,13] and normalization through decomposition [14,18]. Both the
methods use a universal relation scheme \(<U,F>\) as an input, where \(U\) is a set of attributes and \(F\) are data dependency constraints. The decomposition method stepwisely decomposes the universal scheme into more and more simple schemes. The synthesis method searches simple components in a universal relation scheme. Database schema produced by decomposition has the lossless join property with respect to the universal scheme \(<U,F>\). The synthesis approach achieves only the third normal form (3NF). It may not have the lossless join property, for which the kernel problem [5,10] of the FD-graph closure usually is required to be solved. Our graph algorithms are closely related to the synthesis approach. In this approach, a minimum cover of data dependencies needs to be solved.

We need now to list some definitions and notations which are used in the next chapters.

Let us define a universal relation scheme as \(<U,F>\) where \(U = \{A_1, A_2, \ldots, A_n\}\) is a finite set of attributes, and \(F = \{R_1 \rightarrow S_1, \ldots, R_m \rightarrow S_m\}\) is a set of functional dependencies. We use \(A, B, C, \ldots\) for single attributes and use \(\ldots, X, Y, Z\) for subsets of attributes. A database schema is a finite set of relation schemes \(D = \{<X_1,F_1>, \ldots, <X_k,F_k>\}\).

A in \(X_i\) is a prime attribute of \(<X_i,F_i>\), iff \(A\) is an element of any key of \(<X_i,F_i>\). A relation scheme \(<X_i,F_i>\) is in 3NF iff none of its nonprime attributes is transitively dependent on any of its keys.
Chapter 3

GRAPH REPRESENTATION AND INFERENCE RULES

In this chapter we shall introduce weighted directed graphs denoted by FD-graphs for representation of functional dependencies. Our work is based on the graphs suggested by Ausiello et al [3]. We shall show that our weighted directed graph concept may simplify manipulation of functional dependencies.

Definition. Given a set of functional dependencies $F$ on a finite set of attributes $U = \{A, B, C, \ldots \}$, the FD-graph $G = (V,E)$ representing $F$ is defined such that:

(a) for each single attribute $A$ in $U$, there is a node labeled $A$ in $V_0$ where $V_0$ represents a set of nodes for single attributes.

(b) for each functional dependency of single nodes $A \rightarrow B$ in $F$, there is a directed full arc $A \rightarrow B$ from a node labeled $A$ to a node labeled $B$ in $E_0$ where $E_0$ represents a set of full arcs. The arc weight for a such full functional dependency of $A \rightarrow B$ is defined as $w(A,B) = 1$.

(c) for functional dependency containing a subset of attributes on its left side such as $X \rightarrow A$, then there
exists a compound node labeled \( X \) in \( V_1 \) where \( V_1 \) represents a set of compound nodes. To represent the reflexivity of Armstrong axioms [6], there exist \( |X| \) dotted arcs with weight \( w=1 \) for each full functional dependency from the compound node \( X \) to its \( |X| \) component nodes. The arc from the compound node \( X \) to the node \( A \) is a full arc. To represent the union rule, there exist \( |X| \) dotted arcs with weight \( w=|A|/|X| \) for each partial functional dependency from its \( |X| \) component nodes to their compound node \( X \). All the \( |X| \) component nodes together fully functionally determine the compound node \( X \) with the total \( w=1 \).

We can show that a schema with \( n \) attributes may produce \( 2^n - 1 \) nodes. There are \( n \) single nodes for single attributes and \((2^n - n - 1)\) compound nodes for all the combinations of subsets of attributes. All these nodes can be coded as a set of \( n \)-bit patterns. For example, if \( n=3 \), then 001 010 100 represent three single nodes and 110 011 101 111 represent four compound nodes. The number of compound nodes is not a linear function of the number of attributes. However, most of the \((2^n - n - 1)\) compound nodes represent only the reflexivity to their component nodes. Since the reflexivity is independent of functional dependencies, these compound nodes may be deleted from the graph. For example, let \( n \) be the number of attributes and \(|F|\) be the number of functional dependencies, then at most \(|F'| \) number of compound nodes may be involved in the given set of functional
dependencies $F$ where $1F'1$ is the number of functional dependencies having a subset of attributes on the left side of a functional dependency. Thus, the number of compound nodes needed to specify the functional dependencies is of the same order as $1F1$. Furthermore, many of the $1F'1$ compound nodes may be redundant. We shall demonstrate how to reduce redundant compound nodes from a given set of the $1F'1$ compound nodes in chapter 4. Example. Given a set of functional dependencies $F = \{AB\rightarrow D, BC\rightarrow D\}$, the corresponding FD-graph $G = (V, E)$ is defined in Figure 1:

![Diagram of FD-graph](image)

Figure 1.

where $A......AB$ represents both the dotted arc $A\leftarrow.....\rightarrow AB$ with the weight 1 and the dotted arc $A......\rightarrow AB$ with the weight $1/|AB| = 1/2$.

It is easy to see from Figure 1 that such an FD-graph representation has some advantages. Each directed arc
carries a weight information. If the weight of an arc is equal to one, then there is a full functional dependency, such as the full arc in \( AB \rightarrow D \) and the dotted arc in \( AB \rightarrow A \). The weight of the dotted arc \( A \rightarrow AB \) is equal to \( 1/|AB| = 1/2 \) indicating that it represents the fact that node \( A \) partially determines the compound node labeled \( AB \).

Now we need to find the inference rules for the weighted FD-graph representations. The following set of inference axioms can be proved as a complete and independent set.

For \( X, Y, Z, W \) subsets of \( U \):

A1 (reflexivity) \( Y \) in \( X \) implies \( X \rightarrow Y \).

A2 (transitivity) \( X \rightarrow Y \) and \( Y \rightarrow Z \) imply \( X \rightarrow Z \).

A3 (union) \( X \rightarrow Y \) and \( X \rightarrow Z \) imply \( X \rightarrow YZ \).

The augmentation, projectivity, and pseudo-transitivity can be derived from the subset of A1, A2 and A3.

A4 (augmentation) \( X \rightarrow Y \) and \( Z \) in \( U \) imply \( XZ \rightarrow Y \).

A5 (projectivity) \( X \rightarrow YZ \) implies \( X \rightarrow Y \).

A6 (pseudo-transitivity) \( X \rightarrow Y \) and \( YZ \rightarrow W \) imply \( XZ \rightarrow W \).

Let us derive axioms A4, A5 and A6 using the axioms reflexivity, transitivity and union.

Augmentation : use A1 to obtain \( XZ \rightarrow X \) (\( X \) in \( XZ \)).

According to A2, \( XZ \rightarrow X \) and \( X \rightarrow Y \) imply \( XZ \rightarrow Y \). Thus, augmentation has been derived.

Projectivity : use A1 to obtain \( YZ \rightarrow Y \) (\( Y \) in \( YZ \)).

According to A2, \( X \rightarrow YZ \) and \( YZ \rightarrow Y \) imply \( X \rightarrow Y \).

Pseudo-transitivity : we just proved that \( X \rightarrow Y \) and \( Z \)
in U imply XZ -> Y, and Z in XZ implies XZ -> Z. According to A3, XZ -> Y and XZ -> X imply XZ -> YZ. Using transitivity, XZ -> YZ and YZ -> W imply XZ -> W. Thus, pseudo-transitivity has been proved.

Given axioms A1, A2 and A3, we can prove the rest. Thus, A1, A2 and A3 form a complete subset in A1 to A6. It is also an independent set since none among them can be derived from the other two.

Corresponding to the complete and independent set of the inference axioms, we need to find the rules suitable for manipulation of FD-graphs. In this section, we shall define a rule that can implicitly include all the three axioms, namely the reflexivity, transitivity and union.

**Definition.** Given an FD-graph G=(V,E) and two nodes i and k in V, a weighted directed path (i,k) from i to k is defined as the following:

(a) **Transitivity:** if there exist a node j in V, an arc (i,j) with weight w(i,j)=1 and an arc (j,k) in E, then there is a path (i,k) with the weight w(i,j) * w(j,k) where w(i,j) and w(j,k) are the weights for arc (i,j) and arc (j,k) respectively.

(b) **Additivity of the arc weights:** if there exists a compound node j composed of its component nodes j1, j2, ..., jn, then the weight of the arc (i,j) is defined as the sum of w(i,j1) + w(i,j2) + ... + w(i,jn).

(c) If an arc with weight w(i,j) < 1, then the path (i,k) may not be formed using j since any arc or path (i,j) with
a fractional weight must be terminated at the compound node j.
(d) An FD-path \((i,k)\) is defined as dotted if all its arcs leaving i are dotted, otherwise it is full.

Example. given a set of functional dependencies \(F = \{E \rightarrow B, AB \rightarrow D, BC \rightarrow D\}\), the corresponding FD-graph is depicted in Figure 2:

![Figure 2](image)

We use only the graph transitivity rule. The graph union rule is implied by the additivity of the arc weights. Since the reflexivity rule A1 is independent of functional dependencies, and the reflexivity is also implied by the definition of compound node. Therefore, the above defined graph transitivity, the additivity of the arc weights and the definition of compound node implicitly include all the three inference axioms. It is worth to note that if a set of functional dependencies consists only of "single to many" dependencies, i.e. there is only a single attribute
on the left side of each functional dependency, then the weight of any arc is equal to one and there is no compound node. The above rule becomes the classical transitive operations on the graph.

If we use weighted FD-graphs and are able to transform a complete set of the inference rules into a weighted transitivity rule, then many FD-graph problems may become very close to the classical graph problems, such as the transitive closure \[19\] and the transitive reduction problems \[20\].

Now we use some examples to demonstrate the weighted graph concept. Let us first take a primitive example to demonstrate the basic ideas. \( U = \{A, B, C\} \) and \( F = \{AB \rightarrow C, C \rightarrow B\} \). Examples with complicated graphs will be demonstrated at a later time. Since the reflexivity rule is independent of the given set of functional dependencies, the compound nodes BC, CA and ABC are redundant and they are not needed to put on the following graph:

\[\text{Figure 3.}\]
Since the reflexivity rule is implied by the related compound nodes, we can derive all the possible functional dependencies for a three-attribute system if we put the compound nodes involved onto the above graph. For example, assume there is an attribute D not involved in any functional dependency of a graph. If there exists a functional dependency B→C and we need to infer BD→CD, then we simply add a compound node BD and a compound node CD on the graph. BD→CD can then be depicted as shown in Figure 4:

![Diagram](image)

**Figure 4.**

It is well known that the derivation of a functional dependency from a derivation sequence was suggested by Beeri, Bernstein [4] and Maier [5]. Each step of such a sequence can be clearly depicted by our weighted graphs. For example, let F = \{AB→E, AG→I, BE→I, E→G, GI→H\}. Its graph is depicted in Figure 5.

It is easy to show that the following functional dependencies can be derived from the graph of Figure 5: AB→BE, AB→I, AB→G, AB→GI, AB→H, AB→GH, EI→GH, AB→EGHI. For clarity, here we depict only the paths for
derivation of $AB \rightarrow GH$ as shown in Figure 6.

It is worth to note that most of $(2 \times |U| - |U| - 1)$
compound nodes are redundant if they represent only the
reflexivity. Thus, the total number of nodes of an FD-graph is less than or equal to \(|U| + |F'|\) where \(|F'|\) is the number of functional dependencies having a subset of attributes on their left side. We have shown that a complete and independent set of the Armstrong axioms A1, A2 and A3 can be implied from the weighted transitivity rule on weighted FD-graphs. It is also not difficult to show that the axioms A4, A5 and A6 can be represented on weighted FD-graphs.

A4 (augmentation) \(X \to Y\) and \(Z\) in \(U\) imply \(XZ \to Y\).

According to the given FD \(X \to Y\) and \(Z\) in \(U\), a compound node \(XZ\) can be formed. Since all the component nodes of \(X\) are also the components of \(XZ\), therefore, \(XZ \to X\). Using the given condition \(X \to Y\) and A2, we obtain \(XZ \to Y\) as shown in Figure 7:

![Figure 7](image)

\(A5\) (projectivity) \(X \to YZ\) implies \(X \to Y\).

The graph representation of \(X \to YZ\) may be depicted as the following. Here we do not represent the component nodes for \(X\), \(Y\) and \(Z\) explicitly. For clarity, assume \(X = \{A, B, C\}\), \(Y = \{D, E\}\) and \(Z = \{F, G\}\). We can also show that \(X \to YZ\) implies \(X \to Y\). In such a case, \(X\) is a compound node
ABC, Y is a compound node DE and Z is a compound node FG. Thus, ABC→DEFG implies ABC→DE, i.e. X→D and X→E. This is shown in Figure 8:

![Figure 8](image)

A6 (pseudo-transitivity) X→Y and YZ→W imply XZ→W.

According to XZ→W, XZ must be a compound node. Using the graph representation of A4 and the union rule, we obtain:

![Figure 9](image)

For simplicity, not all the component nodes of the compound nodes X, Y, Z and W are listed explicitly on the above three graphs.

3.1 The FD-graph closure and the transitive closure problems

Let us demonstrate how the FD-graph closure problem
is closely related to the transitive closure problem when the weighted graph concept is used. Let $F$ be a set of functional dependencies for a relation scheme $r(U)$. The closure of $F$, denoted by $F^+$, is the smallest set containing $F$ such that the inference rules $A_1$, $A_2$ and $A_3$ cannot be applied to the set $F$ to get a functional dependency not in the set. Correspondingly, we define the closure of an FD-graph $G=(V,E)$, denoted by $G^+ = (V, E^+)$, with functional dependencies $F$ under our weighted graph transitivity rule that implies the union rule through the additivity of their arc weights.

Definition. The closure of an FD-graph $G=(V,E)$ is the graph $G^+ = (V, E^+)$ where the set of nodes is the same as in $G$. The arcs $E^+$ are defined as the following:

- **Dotted arc**: $(E^+)1 = \{ (i,j) \mid i,j \text{ are in } V, \text{ there exists a dotted FD-path } (i,j), \text{ and its weight is equal to the product of the arc weights alone the FD-path } \}$. 

- **Full arc**: $(E^+)0 = \{ (i,j) \mid i,j \text{ are in } V, (i,j) \text{ not in } (E^+)1 \text{ and there exists a full FD-path } (i,j) \}$. 

Example. Given an FD-graph $G=(V,E)$ with $F = \{ A \rightarrow BCD, BCD \rightarrow E, CD \rightarrow E, E \rightarrow H \}$, its FD-graph is depicted as the following:

![Diagram](image)

Figure 10.
then its FD-closure is depicted as the following.

![Diagram showing FD-closure]

**Figure 11.**

Let us now give the algorithm for the FD-closure and define the adjacency lists and arc weights as the following:

- **LO[i]**, **L1[i]**: input set \( \{ j | j \text{ is in } V \text{ and } (i,j) \text{ in } E_0, E_1 \} \);
- **LO+[i]**, **L1+[i]**: output set \( \{ j | j \text{ is in } V \text{ and } (i,j) \text{ in } E_0+, E_1+ \} \);
- **w0[i,j]**, **wi[i,j]**: input weight for each arc in \( E_0, E_1 \);
- **w0+[i,j]**, **wi+[i,j]**: output weight for each arc in \( E_0+, E_1+ \);
- **c[i]**: composition list \( \{ j | j \text{ is a component node of compound node } i \} \);
- **s[i]**: working set for **LO+[i]** or **L1+[i]**;
Initialize \( w_0[i,j] = w_0[i,j] \) for each arc,
\[ w_1[i,j] = w_1[i,j] \] for each arc;

If \( w_0[i,j] \) or \( w_1[i,j] \) is not defined

Initialize \( w_0[i,j] := 0 \) or \( w_1[i,j] := 0 \);

Endif

/* such construct can avoid having \( |V|^{2*2} \) matrix elements */

For all \( i \) in \( V \) with outdegree \( > 0 \) do
def

\( L_0[i] := L_1[i] := \) empty;

\( s[i] := L_0[i] \lor L_1[i] \);

while \( s[i] \) not = empty do
def

select \( j \) from \( s[i] \);

/* closure includes only meaningful full FD's */

if \( w_0[i,j] = 1 \) then \( L_0[i] := L_0[i] \lor j \)
else

if \( w_1[i,j] = 1 \) then \( L_1[i] := L_1[i] \lor j \);

for all \( k \) in \( L_0[j] \lor L_1[j] \) do
def

if \( w_0[i,j] \geq 1 \) then 

\( w_0[i,k] := w_0[i,k] + (w_0[i,j,k] \lor w_1[i,j,k]) \);

if \( w_1[i,j] \geq 1 \) then 

\( w_1[i,k] := w_1[i,k] + (w_1[i,j,k] \lor w_0[i,j,k]) \);

if \( (w_0[i,k] \geq 1 \text{ OR } w_1[i,k] \geq 1) \) AND 

\( \text{NOT } (k \text{ in } s[i]) \) then \( s[i] := s[i] \lor k \);
for all arcs \((i,j)\) in \(E\) do
/* for all arcs in \(E_0\) and \(E_1\),
here the subscript 0 and 1 are not indicated */
{
    if \(w[i,j] < 1\) AND NOT \((i \text{ in } c[j])\) then
    /* only component node may have \(w<1\), otherwise \(w=0\)*/
    \(w[i,j] := 0\);
    if \(w[i,j] > 1\) then \(w[i,j] := 1\);
    /* for normalization of possible multiplicity */
}

Let us consider the above algorithm. Suppose that \(j\) is a single node, then \(w[i,j]\) must be equal to one and the path from node \(i\) to node \(k\) through node \(j\) is established by the transitivity rule. If \(j\) is a compound node, then \(w[i,j]\) might be equal to one or less than one. If it is one, then the path \((i,k)\) is established by the arc \((i,j)\) and the arc \((j,k)\). If the weight \(w[i,j]\) is less than one, then the arc \((i,j)\) must be terminated at the compound node \(j\) since only its component node involved may have fractional weight. Such a node may not create a full functional dependency over the compound node. Suppose that \(w[i,k] < 1\), then a full path can be formed only if the accumulated weight \(w[i,k] := w[i,k] + w[i,j] \times w[j,k]\) reaches to one by the additivity of the arc weights via
all its component nodes $j$. Here the union rule is implied.

To prove correctness of the closure algorithm, it is sufficient to show that the algorithm examines every FD-path in $G=(V,E)$ for transitivity operations and their weight is not overassigned which implies the union operation.

Suppose that there is an FD-path $(s,t)$ from node $s$ to node $t$ in $G=(V,E)$, then node $t$ is reached from node $s$ via consecutive sets $L[s]$ containing $i$, $L[i]$ containing $j$, $L[j]$ containing $k$, ..., $L[r]$ containing $t$, i.e. $s \rightarrow i \rightarrow j \rightarrow k, ... \rightarrow r \rightarrow t$. Thus, any path starting from node $i$ is examined via the local sets $L[i], L[j], L[k], ...$

Every weight cannot be overassigned since weight is assigned at each step only for each outgoing arc for the processing node $i$ keeping $L[i], L[j], L[k], ...$ unchanged.

Note that if $L[i], L[j], ... = \{1, 2, ..., |V|\}$ and all the functional dependencies have a single attribute on its left side, i.e. $w[i,j] = 1$, then the FD-closure algorithm becomes Marshall's transitive closure algorithm [19]. There will be two passes over nodes $i = 1, 2, ..., |V|$, and the time complexity of the algorithm was obtained as $O(|V|^3)$. However, the time complexity of the algorithm of the closure of FD-graph is $O(|V'| |E|)$ where $V'$ is the set of nodes having outdegree greater than zero. This algorithm processes each node of $V'$. For each node,
this algorithm is running no more than the sum of \(|L1| + |L2| + \ldots\) and it is equal to \(o(|E|)\). Thus, the time complexity is \(o(|V'||E|)\) where \(|V'|\) equals the total length of input string of all the left sides of a given set of functional dependencies \(F\).

The complexity of the Warshall's algorithm is \(o(|V|^3)\). The gain in the complexity of the algorithm in this report is obtained due to using local sets \(L[i]\) instead of using a \(|V| \times |V|\) matrix. Thus, the possible redundancies of the Warshall's sparse matrices are eliminated. Furthermore, our algorithm can also be used as a procedure for the node closure under a given \(F\). The closure of a set of functional dependencies, denoted by \(F^+\), may be considerably larger than its \(F\). If we want to test only one functional dependency \(X \rightarrow Y\) in \(F^+\), then this algorithm can generate only the closure of a node, such as for \(X\). It is very efficient because it need not generate all the functional dependencies of \(F^+\). It simply replaces \(|V|\) by \(X\) into the algorithm.

In the above algorithm, there is a statement which is very meaningful:

"If \(w[i,j] \geq 1\)

\[w[i,k] := w[i,k] + w[i,j] \times w[j,k];\]

This statement implies the union rule by the additivity of the weights \(w[i,k] := w[i,k] + \ldots\). The transitivity rule is represented by the product of the weights \(w[i,j] \times w[j,k]\). The "if \(w[i,j] \geq 1\)" Boolean condition guarantees
that an arc having a fractional weight cannot be transitively over a compound node. Thus, it makes the union operation and the transitivity operation non-commutative. For example, the node A in the graph \( <U,F> = (A \rightarrow BCD, BCD \rightarrow E) \) can be transitive to node E only after the weight at the arc from node A to the compound node BCD is accumulated to one. According to our definition, integer weight represents a full functional dependency. However, multiple paths may produce multiplicity of arc weight. For example, \( A \rightarrow B \rightarrow D \) and \( A \rightarrow C \rightarrow D \) produce \( w[A,D] = 2 \). For the weight normalization, the above statement should include such situation, and it may be written as:

"if \( w[i,j] \geq 1 \) then \( w[i,k] := w[i,k] + w[j,k] \);

where \( w[i,j] \) is implicitly assumed to equal one, so it need not to be written explicitly as \( w[i,j] * w[j,k] \).

To avoid multiplicity of arc weights, all integer weights must be finally normalized to one. All fractional weight arcs except those involved with compound nodes should be finally deleted since they are not meaningful.

In comparison with the Ausiello's algorithm [3], the union operations are much simplified in our algorithm because the union operations are implicitly included in the transitive operations by the arc weight additivity. Therefore, our algorithm is simple and easy to be interpreted.

Our algorithm can be used for the node closure or the
membership algorithm [5]. For example, let $F = \{ A \rightarrow D,\ AB \rightarrow E,\ BI \rightarrow E,\ CD \rightarrow I,\ E \rightarrow C \}$, find the node closure of AE or test the membership $AE \rightarrow B$ in $F^+$. The related graph fragment can be depicted as the following:

![Graph Diagram]

Figure 12.

Then we obtain the node closure $(AE)^+ = \{A,\ E,\ D,\ C,\ I\}$, and from its node closure find that $AE \rightarrow B$ is not a member in $F^+$. The complexity of the node closure and the membership algorithm is $O(|E|)$ and it is the same order as in the works of Maier [5] and Bernstein [4]. However, the concept in this report allows us to make further reduction of the complexity. It will be shown in the next chapters.

3.2 An efficient algorithm for FD-graph closure

As described in the above sections, the inference rules of functional dependencies may be implied from the transitivity rule on weighted FD-graphs. It may compute the FD-graph closure as with the classical graph transitive closure problem when the problem with arc weights can be solved. Except the additivity of arc weights and the meaning of compound nodes, the FD-graph
closure problem and the classical transitive closure problem are very similar. It is well known that significant progress has been made in solving the classical transitive closure problem. It is interesting to use the results obtained in the transitive closure problem to the FD-graph closure problem.

Schnorr [25] has suggested an algorithm to solve the transitive closure with linear average time complexity \( o(n^2 + m) \) where \( n=|V| \) and \( m=|E| \). We shall show that an efficient algorithm for the FD-graph closure can be developed if we use the Schnorr algorithm [25] with some modifications. We define that an FD-graph \( G=(V,E) \) is determined by a set of arcs \( E \) and a set of nodes \( V=V_0\setminus V_1 \) where \( V_0 \) represent single nodes for single attributes and \( V_1 \) represent compound nodes for subsets of attributes. The adjacency lists \( L_0[i] \) and \( L_1[i] \) represent full arcs and dotted arcs respectively. Full arcs and dotted arcs should be manipulated separately. In case of \( L[i] \) without index 0 or 1, it is used either for full arcs or dotted arcs. Since there are no arc weights in the Schnorr algorithm, the arc weight concept must be introduced into the Schnorr algorithm. Furthermore, any modification should not violate the established linear complexity in the Schnorr algorithm.

Before we apply the Schnorr algorithm [25] to FD-graphs, we need to describe the Schnorr algorithm briefly. Schnorr assumes [25] that all possible random
graphs having \( n \) nodes and \( m \) arcs are equally probable. Based on this assumption, the average time complexity is \( O(n + m^+) \) where \( m^+ \) is the expected number of arcs in the transitive closure. The probability that the algorithm takes more than \( n^{**2} \) steps is less than \( 2^{**(-n)} \) for all \( n \).

The input node set is represented by its adjacency lists \( L[i] = \{j | i \rightarrow j \text{ is in } E\} \) for \( i=1, 2, ..., n \). The adjacency lists of the arc reversed graph is defined as \( (L[i])^r = \{j | j \rightarrow i \text{ is in } E\} \) for \( i=1, 2, ..., n \). \( j \) is called a successor of \( i \) and \( i \) is called a predecessor of \( j \) if there exists a path from \( i \) to \( j \). The lists \( (L[j])^r \) are constructed in a linear order by inserting \( i \) into \( (L[j])^r \) for all \( j \) in \( L[i] \) in the order of succession \( i=1,2,..,n \). The linearly ordered lists \( L[i] \) can be obtained by two times of application of the algorithm for the edge reversed graph : \( ((L[i])^r)^r \rightarrow L[i] \). Both the \( L[i] \) and \( (L[i])^r \) are needed in the next algorithms. The time for the arc reversal takes \( O(n + m) \) steps.

The Schnorr algorithm:

stage 1. Associate in a breadth first search manner to each node \( i \) a list \( s[i] \) of successors such that either (i) or (ii) holds:

(i) \( |s[i]| < \text{tranc}(n/2) + 1 \) and \( s[i] \) is the complete list of successors of \( i \).

(ii) \( |s[i]| = \text{tranc}(n/2) + 1 \).
stage 2. Apply stage 1 to the arc reversed graph, i.e. associate to each node $i$ a list $p[i]$ of predecessors such that either (i) or (ii) holds with $p[i]$ substituted for $s[i]$.

stage 3. For $i=1,2,\ldots,n$, form the adjacency lists

$$L*[i] = s[i] /\{j | i \in p[j] \} /\{ j | L*[i] = |p[j]| = n/2 + 1 \}$$

of the transitive closure as unions of three lists each.

The algorithm of the stage 1.

Initialize $Q[j] :=$ empty for all $j$;

For $i = 1$ to $n$ do

\{

\begin{align*}
& s[i] := \text{queue} := i; \\
& \text{stack} := \text{empty}; \\
& \text{count} := 1; \quad \text{mark } i; \\
\end{align*}

while queue not = empty and counter < trunc(n/2) + 1 do

\{

\begin{align*}
& j := \text{top node of queue}; \\
& \text{remove } j \text{ from top of queue}; \\
& \text{push } j \text{ onto the top of stack}; \\
& \text{while counter < trunc(n/2)+1 AND } L[j] \text{ not= empty do}

\end{align*}

\{

\begin{align*}
& a := \text{first node of } L[j]; \\
& L[j] := L[j] - a; \\
& Q[j] := Q[j] \backslash a; \\
& \text{if } a \text{ is not yet marked then}

\end{align*}

\{

\begin{align*}
& \text{push } a \text{ to the bottom of queue;}
\end{align*}

\}
Stage 3 can be implemented in a linear time of their input data. Stage 2 is similar to stage 1. Therefore, it is sufficient to analyze the algorithm of stage 1. The algorithm is operated in a breadth first search manner. It ensures some global random properties of the sequence of visited nodes during the construction of s[i]. The restriction of \((n/2 +1)\) steps reduces greatly the overlapping of the traversed arcs during the construction of s[i] and p[j] for \(i, j = 1, 2, ..., n\). Furthermore, if \(ls[i] = \text{trunc}(n/2+1)\), then node i is connected to all those j whose \(lp[j] = \text{trunc}(n/2+1)\). Similarly, if \(lp[j] = \text{trunc}(n/2 +1)\), then all those i whose \(ls[i] = \text{trunc}(n/2 +1)\) are connected to j. This is a trick of the Schnorr
algorithm and it is based on the connectivity property of the classical graph, but it does not exist in weighted FD-graphs. This is a major problem in our case. In classical graphs, it is clearly that if \( |s[i]| = |p[j]| = \text{trunc}(n/2 + 1) \), then \( s[i]/\backslash p[j] \) cannot be empty since this implies \( |s[i]|/\backslash p[j]| > n \). Non-empty of \( s[i]/\backslash p[j] \) implies that \( i \) is connected to \( j \). It is good for the transitive closure, but not for the FD-graph closure. It cannot provide the necessary weight information to determine whether \( i \) is fully functionally connected to \( j \) or not. We have to propose another approach.

As we discussed earlier, the weighted graph concept may combine all the Armstrong rules into one weighted transitivity rule. If we can decompose the manipulation on an FD-graph nearly into a maximal set of the transitivity operations and a minimal set of the union-transitivity operations separately, then the part of the transitivity operations can be solved by the Schnorr algorithm directly.

Let us decompose the FD-graph closure into two parts:

1. the integration of fractional weight arcs for the union-transitive operations for each compound node within an area of a minimal number of nodes
2. the remaining transitivity operations on the FD-graph.

Our weighted graph has the advantage to separate
functional dependency manipulation into the abovementioned parts. If we desire to switch off all the union operations, then we assign zero weight to all the fractional weight arcs. The remaining graph has only the transitivity operations to be performed. If we want to focus on the union operations, then we need only to make the related integration of fractional weight arcs.

For illustration of the upper bound of our proposed algorithm, first we propose the following working algorithm. The final algorithm will be listed after this one as an improved version.

The algorithm version 1:

Stage 1. Associate with each compound node $i$ of an arc reversed FD-graph its complete list $p[i]$ of predecessors, i.e. compute only the node closure for each compound node on its arc reversed graph by using the algorithm of the section 3.1.

Stage 2. Assigning zero weight to all the fractional weight arcs, switch off the already performed union operations in stage 1.

Stage 3. Use the Schnorr algorithm to perform the remaining only transitivity operations on all the integer weight ($w=1$) arcs.

Example. Let a given FD-graph be depicted as the following where the dotted arcs $GH \rightarrow G$ and $GH \rightarrow H$ are not listed:
then \(|V_0 \setminus V_1| = 11\) and \((n/2 + 1) = 6\). If the node \(A\) takes \((n/2 + 1) = 6\) successors including \(A\) itself : \(s[A] = \{A, \ B, \ C, \ D, \ E, \ F\}\), then both the lists \(s[A]\) and \(p[J]\) are overlapped on the node \(E\), i.e. their intersection \(s[A] \cap p[J] = \{E\}\). However, it does not guarantee the existence of a full connectivity between the node \(A\) and the node \(J\) in the above FD-graph because here exists the fractional weight problem, i.e. the overlapping on the node \(E\) contributes only \(w[D, GH] = 1/2\).

To solve this problem, we might first compute the complete list of predecessors for each compound node. Thereafter, assigning zero weight to all the fractional weight arcs, perform the remaining only transitive operations on the above FD-graph. For such a graph, we can directly use the Schnorr algorithm without any difficulty. Its time complexity is \(O(n + m^+)\) where \(n\) is the number of nodes and \(m^+\) is the number of expected arcs. Obviously, the proposed computation of the complete list \(p[GH] = \{D, C, B, A\}\) using the node closure algorithm contains too many redundant operations. It is sufficient to compute only the connections between the compound node
GH and its nearest node D in stage 1, i.e. find the nearest neighbour having a full functional dependency to GH, \( w[D, GH] = 1 \).

\[
\begin{align*}
A & \rightarrow B \rightarrow C \rightarrow D \\
E & \rightarrow G \\
F & \rightarrow H \\
G H & \rightarrow I \rightarrow J
\end{align*}
\]

Figure 14.

However, finding such a local area for integration of fractional weights and estimation of its time complexity are not a simple problem. Our algorithm version 1 is specially designed to demonstrate the first approach and to show how to improve it. It can provide the upper bound of the complexity. Stage 2 and 3 contribute no more than \( o(n + m^+) \) steps [25]. Stage 1 contains \( o(|VII| \cdot |E|) \) steps as described in section 3.1. Therefore, the total time complexity \( o(n + m^+ + |VII| \cdot |E|) \) which is better than the existing algorithms with the complexity \( o(|VII| \cdot |E|) \) [3] where \( |V| \) is greater than \( |VII| \), even though the algorithm of the node closure of section 3.1 is not so efficient.

Let us now show how to improve the algorithm version 1. Here the major problem is how to find the minimal area for the integration of the fractional weights. We assume that the following boundary criteria on the arc reversed graph for each compound node are reasonable.
(a) Any nearest neighbour node j of the compound node i having the accumulated weight \( w[i,j] \geq 1 \) is an area boundary node.

(b) Any neighbour node j of the compound node i having only arc weight \( w[i,j] < 1 \) and zero outdegree is a trivial area boundary node.

Example. Let the local area of a compound node AB be searched as the following:

![Graph](image)

**Figure 15**

Here H is an end node and it is a trivial boundary, even though \( w[H,AB] = 1/2 \).

The node D is a nearest predecessor having the accumulated weight \( w[D,AB] = 1 \) and it is a boundary. Among the boundary D, FG, and H, only one node D is accessible fully functionally to the compound node AB.

Now we can clearly present an improved version of the
algorithm.
The algorithm version 2:

stage 1. Associate with each compound node a minimal local area for integration of fractional weights, i.e. perform the union operations with connection of a minimal number of nodes.

stage 2. Assigning zero weight to all the fractional weight arcs, switch off the already performed union operations in stage 1.

stage 3. Use the Schnorr algorithm [25] to perform the remaining only transitivity operations on the integer weight (w=1) arcs.

The algorithm of stage 1:

c[i] : composition list {j | j is a component node of compound node i};

for all i in V1 do

{ 
  mark all j in c[i];
  queue := c[i]; Q := empty;
  while queue NOT = empty do
    { 
      remove j from top of queue;
      if j is marked then
        {examined[j] := true;
        /* examine each node at most once */
        for all k in p[j] with w[j,k] = 1 do
          { 

}
\(-34-\)

\[ Q := Q \setminus k; \]
\[ w[i,k] := w[i,k] + w[i,j]; \]
\[ \text{if } w[i,k] < 1 \]
\[ \text{AND } k \text{ is not (marked OR examined) then} \]

/*the Boolean condition for continuing search*/

{  
mark k);
push k into the bottom of queue
}

/* the breadth first search manner */
else
\[ \text{if } w[i,k] = 1 \text{ AND } k \text{ is marked then} \]

/* the Boolean condition of boundary */
{  
unmark k;
unmark all elements in L[k]
}
for all k in Q do
{  
  if \( w[i,k] < 1 \) then \( w[i,k] := 0; \)
  marked[i] := False;
  examined[i] := False;
}
for all k in c[i] do
{  

marked[k] := False;
examined[k] := False;
}
)

The algorithm of stage 1 is to find the nearest predecessors on each possible path fully functionally connected to each compound node, i.e. find the restricted local list of predecessors for each compound node. Such list is searched in the breadth first manner. For such a process, if it traverses no more than \((n/2 + 1)\) nodes, then it satisfies the criteria of the Schnorr algorithm of construction of predecessor lists. Therefore, the complexity of searching the restricted predecessors for \(\text{IVII}\) compound nodes is \(o(n + m^+).\)

If an FD-graph contains a set of random distributed compound nodes, then the local area of each compound node may be less than \((n/2 + 1)\) nodes. Our assumed boundary criteria are too strong and these criteria split an FD-graph into \(\text{IVII}\) small local areas not completely overlapped. The complexity is \(o(n + m^+)\) either for stage 1, or stage 2 and 3. If compound nodes are positioned at nearly end of their FD-graph, then the search of a local area might be extended to the whole graph and the complexity becomes \(o(\text{IVII}E1).\) It happens as an exceptional case and it serves as the upper bound of the complexity. Its probability is expected to be very low.
In fact, the Schnorr algorithm was established for the random graphs [25] with the average time complexity of $O(n + m^+)$. We have shown that a similar algorithm may be presented for the computation of the FD-closure. Its average time complexity becomes $O(n + m^+)$ if all the compound nodes are randomly distributed on their FD-graph.
CHAPTER 4

FD-GRAPH MANIPULATION AND DATABASE SCHEMA DESIGN

As described in the previous chapters, we use weighted directed graphs to represent functional dependencies. Such a graph is denoted as an FD-graph. Manipulating on such an FD-graph, we intend to obtain a minimal set of relation schemes by searching desired components on an FD-graph by a series of processing.

In Codd's decomposition approach [14], a decomposition is to start with a relation scheme. Decomposing a relation scheme means repeatedly breaking the relation scheme into a pair of relation schemes such that the decomposed relation schemes satisfy the functional dependencies losslessly and each relation scheme is in third normal form (3NF).

Our graph method may be classified as Bernstein's synthesis approach [4,12]. However, it will be shown that our graph method is much simple than the synthesis method in [4,12].

The synthesis approach starts with finding a minimum cover with respect to the given set of FD's F. As stated
in \([4,5,12]\), it is necessary to find a nonredundant cover and eliminate extraneous attributes from the left and right side of each functional dependency before a minimum cover can be obtained.

A nonredundant cover with respect to a set of FD's \(F\) is defined such that if there is no set of FD's \(F'\) properly contained in \(F\) such that \((F')^+ = F^+\). In fact, the process of finding a nonredundant cover is also a process of minimizing the number of functional dependencies in \(F\).

A set of FD's \(F\) in L-minimum is defined such that \(F\) is minimum and for every FD \(X \rightarrow Y\) in \(F\), there is no \(X'\) properly contained in \(X\) with \(X' \rightarrow Y\) in \(F^+\). R-minimum is defined similarly for the right side of each functional dependency.

Before we give the details, some definitions are necessary.

Let \(U = \{A, B, C, \ldots\}\) be a finite set of attributes. For some \(X\) in \(U\) and a set of FD's \(Fi = \{Xi \rightarrow Y1, \ldots, Xk \rightarrow Yk\}\) such that the union of \((Xi \setminus Y)\) over \(i\) is in \(X\), then \(<X, Xi \rightarrow Y1, \ldots, Xk \rightarrow Yk>\) represents a relation scheme. A database schema is a finite set of relation schemes \(D = \{<X1,F1>, \ldots, <Xm,Fm>\}\). An attribute is prime iff (if and only if) \(A\) is an element of any key of a relation scheme.

A database schema design problem may be stated as the following:
Given a finite set of attributes $U$ and a set of FD's $F$, find a database schema $D = \{\langle X_1, F_1 \rangle, \ldots, \langle X_m, F_m \rangle \}$ such that
- $X_1 X_2 \ldots X_m = U$,
- $F$ is completely embodied in $D$ that is $F = \{K_i \rightarrow X_i \mid X_i$ in $U$ and $K_i$ is a key of $X_i\}$,
- the number of relation schemes $|D|$ is minimal,
- every relation scheme $\langle X_i, F_i \rangle$ is in $3$NF with respect to $F$.

We leave the lossless join property with respect to $\langle U, F \rangle$ unspecified for the moment.

Using weighted directed graphs, a finite set of attributes $U$ is represented by a set of nodes $V_0$, and a set of FD's $F$ is represented by a set of arcs $E$ and a set of compound nodes $V_1$. Thus, a given $\langle U, F \rangle$ is mapped onto an FD-graph $G=(V, E)$. Such mapping correspondence always exists, we need not mention each time in the next chapters.

Definition. The sets of attributes $X$ and $Y$ are equivalent under a set of FD's $F$, written as $X<-->Y$, if $X \rightarrow Y$ and $Y \rightarrow X$ are in $F^+$.  

Example. An FD-graph for two sets of equivalent nodes $AB<-->CD$ is represented as in Figure 16. There is no arc inside the set $\{A, B\}$ or inside the set $\{C, D\}$ on the graph of Figure 16. It is easy to derive the full arc linking the compound nodes $AB$ and $CD$. The equivalency of $AB$ and $CD$ does not mean that there exist the equivalencies of
their component nodes, such as $A \leftrightarrow C$ and $B \leftrightarrow D$. Otherwise, there is a dotted arc linking the equivalent compound nodes $AB$ and $CD$ as shown in Figure 17.

![Figure 16](image)

![Figure 17](image)

4.1 FD-graph manipulation

Let us manipulate weighted FD-graphs for the following problems in the database schema design:

1. Mapping a given $\langle U,F \rangle$ onto an FD-graph.
2. Finding a nonredundant covering with respect to a given set of FD's $F$.
3. Finding equivalent nodes for merging the related equivalent keys.
4. Elimination of extraneous attributes on the left and right side of functional dependencies (LR-minimum covering problem).
5. Elimination of redundant arcs with respect to F.

To achieve a nonredundant covering, it must eliminate redundant nodes and redundant arcs which represent redundant functional dependencies with respect to F. A single node representing a logical attribute may not be redundant because a single node itself cannot map a functional dependency. However, a compound node having only the dotted arcs to its component nodes is a redundant node. Such compound node together with its dotted arcs represents only the reflexivity rule. The reflexivity is independent of any given set of functional dependencies. It must be redundant.

A compound node having only dotted arcs not only to its component nodes is also redundant. For example, in the following FD-graph:

![Diagram showing FD-graph with nodes A, B, C, and D connected by dotted arcs representing functional dependencies.](image)

Figure 18.

the dotted arc in ABC → BC represents the reflexivity rule and the dotted arc from node ABC to node D is redundant. Thus, the compound node ABC together with all its dotted
arcs are redundant. Furthermore, if all the full arcs leaving a compound node can be replaced by their corresponding dotted arcs, then the compound node is also redundant. For example, in the following FD-graph:

![Figure 19.](image)

the full arc ABC -> D can be replaced by a dotted arc ABC...-> D. The compound node together with all its leaving arcs are redundant. Therefore, a compound node having only dotted arcs or all its leaving full arcs which may be replaced by the dotted arcs is a redundant node. Elimination of redundant compound nodes and redundant arcs produces non-redundant covering. Elimination of redundant arcs is an opposite side of the FD-graph closure problem. We shall solve such problem in the next section.

For solving L-minimum covering, we need to examine for every FD X -> Y in F, is there X' properly contained in X with X' -> Y. Thus, we need to check each compound node X together with its component nodes, i.e. is there (X - X') -> Y redundant. For example,
the arc from node ABC to node A is redundant. Thus, elimination of extraneous attributes on the left side of a functional dependency leads to elimination of redundant dotted arcs or full arcs. Deletion of the dotted arc ABC→A accompanies the update of its composition list c[ABC] = ABC into c[BC] = BC. Then the arc weight equal to 1/|c| is automatically readjusted from |c[ABC]| to |c[BC]|. Similarly, the examination of R-minimum covering will lead to elimination of redundant arcs from a prime node to the related nonprime nodes. As stated above that elimination of redundant compound nodes is not a difficult problem. The major problem in manipulation of weighted FD-graphs is related to the problem of elimination of redundant full arcs and redundant dotted arcs. It will involve the problem of redundant compound nodes and extraneous attributes on the left side and right side of functional dependencies.

We shall show that a subset of equivalent nodes create a cycle on its FD-graph. Thus, there exist the
problems of elimination of redundant arcs on acyclic graphs and on cyclic graphs.

One of the advantages of the weighted graph concept is that it can simplify the problem of redundant arcs of FD-graphs into the transitive reduction problem because the three Armstrong axioms A1, A2 and A3 are implied from the weighted transitivity rule.

4.2 Elimination of redundant arcs in acyclic FD-graphs

According to Ullman [20] the time complexity of the best algorithm for finding the transitive reduction of a graph is the same as the time to compute the transitive closure. We shall show how the problem of elimination of redundant arcs in FD-graphs is similar with the classical transitive reduction problem when the weighted concept is used. We also show how to reduce the usual time complexity of $o(IV \times 3)$ into $o(IV' \times E')$ or into $o(IV + E)$ for the algorithms of the above problem. In case of cyclic FD-graph, it needs to find strong connected components of equivalent nodes [22]. After the processing strong connected components, the final algorithms are similar as with the acyclic case.

The graph algorithms were published mostly for non-multigraphs. These algorithms were developed for the classical transitive closure [7,9], the transitive reduction [20] and the minimum equivalent graphs [21,22]. The Armstrong axioms may not be applied to these problems.
We have to use the concept of weighted arcs to imply the union rule of the Armstrong axioms. Schnorr [25] derived a linear transitive closure algorithm. Moyle, Thompson [21] and Hsu [22] showed that the time complexity for the algorithm of finding a minimum equivalent digraph is $O(|V|^{**} 3)$. Obviously, this time complexity can be reduced to $O(|V'||E|)$ using adjacency lists where $|V'|$ is the number of nodes with outdegree greater than zero, and $|E|$ is the number of arcs.

In order to develop an algorithm for reduction of redundant arcs, the path set $p[i,j]$ are needed. To avoid having $|V|**2$ matrix elements, $i$ and $j$ are not necessarily over the full range of $|V|$. The path set is initialized by the arc weights.

Let $w[i,k]$ be the weight of an arc $(i,k)$. If $p[i,k] = 1$ and $p[i,j] * p[j,k] = w[i,k]$, then the arc $(i,k)$ is redundant and it can be deleted or assigning it a zero weight.

The algorithm for reduction of redundant arcs:

1. $LO[i]$, $L1[i]$ : input set {j | j in V and (i,j) in E0, E1}.
2. $w0[i,j]$, $w1[i,j]$ : input and output arc weights.
3. $s[i]$ : working set.
6. #If $p[i,j]$ not defined
7. initialize $p[i,j] := 0$.
8. #Endif;
/* only those nodes with outdegree > 0 may have transitive arcs */

for all i in V with outdegree > 0 do
{

	/*use stack for depth first search of transitive arcs*/
	stack := s[i] := {j | (i, j) in E and \[LO[j]/L1[j]\] > 0};

	while stack NOT = empty do
	{
		remove j from stack;
		/* examine each node no more than once */
		if j not marked then
		{
			mark j;
			push j into queue;
			if p0[i,j] = 1 OR p1[i,j] = 1 then
			{
				for all k in LO[j]/L1[j] do
				{
					if w0[i,k] > 0 OR w1[i,k] > 0 then
						/*if path p exists, delete the redundant*/
						if p1[i,k] = 1 then
							w1[i,k] := w1[i,k] - (w0[j,k] \[w1[j,k]\]);
						else
							if p1[i,k] = 1\[c[k]\] \ i,j in c[k] then
						{
							c[k] := c[k] - j;
							w0[k,j] := 0;
						}
					}
			}
		}
	}
\[ w_{1[j,k]} := 0; \]

\[
\text{if } p_0[i,k] = 1 \text{ then } \\
\quad w_0[i,k] := w_0[i,k] - (w_0[j,k] / w_{1[j,k]}) \; \\
\quad \text{if } |L_0[k] / L_1[k]| > 0 \text{ AND (k not marked)} \\
\qquad \text{then push } k \text{ onto stack};
\]

for all \( j \) in queue do
\[
\text{unmark } j;
\]

END.

It is not difficult to show that an arc with a fractional weight is meaningful if it is involved with a compound node and its component nodes. For example, suppose that the composition list of the compound node \( k \) contains \( i \) and \( j \). When there is an arc from node \( i \) to node \( j \), then the dotted arc \((k,j)\) with the weight \( w[k,j] = 1 \) and the dotted arc \((j,k)\) with the weight \( w[j,k] = 1 / l_c[k] \) become redundant. Deletion of \( j \) from \( c[k] \) will update the arc weight automatically. Since this algorithm processes only nodes with outdegree greater than zero, and traverse each node no more than once. It guarantees that only the nonredundant arcs or their equivalent paths are traversed but not the both. In comparison with the Hsu algorithm, we reduce the time complexity from \( O(VV'EE) \) into \( O(V'EE) \) where \( V' \) stands for nodes with outdegree greater than zero, and \( E \) for nonredundant arcs or their
equivalent paths. Thus, we reached the time complexity as it for the FD-closure. If we simulate the Schnorr transitive closure algorithm [24] here, then the time complexity for reduction of redundant arcs may be further reduced.
CHAPTER 5

AN ALGORITHM FOR THE LOSSLESS JOIN PROPERTY

The graph algorithms of the above chapters may not produce a database schema having the lossless join property. To this goal it needs to find a kernel of the FD-graph closure. Such a problem is \(\text{NP}-\text{hard}\) [10,11].

A kernel of an FD-graph closure \(G=(V,E^+)\) is a subset \(V'\) in \(V\) such that no two nodes in \(V'\) are joined by an arc in \(E^+\) and such that for every node in \((V - V')\) there is a node in \(V'\) for which \((A,B)\) in \(E^+\).

The semantic constraints of FD's \(F\) on a given universal relation scheme \(<U,F>\) require that the database schema \(<X_1,F_1>, <X_2,F_2>, ... , <X_n,F_n>\) has the lossless join property. To check whether the database schema produced by our graph algorithms has the lossless join property, we may use the algorithm of Aho, Beeri and Ullman [23].

The algorithm Test [24]:

Input: a universal relation scheme \(<U,F>\) where \(U = \{A_1, A_2, ..., A_k\}\); a database schema \(D = \{ <X_1,F_1>, ..., <X_n,F_n> \}\).
Other expressions:

d[i, j] array with 1 <= i <= n, 1 <= j <= k;
a, b1, ..., bn constants, totally ordered by < as follows a < b1 < .. < bn.
Step 1 [define "characteristic matrix" of D];
define d[i, j] = a if Aj in Xi,
    = b1 otherwise.
Step 2 [apply functional dependencies of F]
while array d[i, j] can be modified do:
    if R->S in F, i1 not = i2 and d[i1, j] = d[i2, j] for all j such that Aj in R. Then for all j such that Aj in S,
        set d[i, j] := d[i2, j] := minimum (d[i1, j], d[i2, j]).
Step 3 [test for the lossless join property]
If there is an i0 such that d[i0, j] = a for all 1 <= j <= k,
then output " D has the lossless join property with respect to <U,F> ". Otherwise, output " D does not have
the lossless join property with respect to <U,F> ".
Biscup, Daula and Bernstein [24] proved that if a database
schema D has the lossless join property with respect to
<U,F>, then there is a component <X0, F0> in D such that
X0 -> U in F+, otherwise determine any key Y of <U,F> and
output D := D \ \{<Y,0>\} where 0 is an empty functional
dependency.

It is obviously that the key Y defined by Biscup et al [24] may not be the kernel of its FD-graph because it
does not require that the subset U-Y has empty functional
dependency. Otherwise, if there is an empty functional
dependency, then \( <U,F> \) becomes a relation scheme satisfying 3NF and the lossless join property, and no more computations are needed.

Finding a key \( Y \) of \( <U,F> \) and satisfying \( <Y,O> \) means that the key \( Y \) of the universal relation scheme has empty functional dependency such that the formed relation scheme \( <Y,O> \) satisfies 3NF. Obviously, it is not an easy problem. Biscup et al. [24] did not provide any algorithm for a such problem. However, it has been shown that if there is a component \( <Xi_0,Fi_0> \) in \( D \) such that \( Xi_0 \rightarrow U \) with respect to \( F^+ \), then the database schema \( D \) has the lossless join property with respect to \( <U,F> \). Following this idea, we may construct such a component \( <Xi_0,Fi_0> \) if it does not exist in the database schema \( D \). To gain this goal, we start from a keys union \( K_{u1} \) constructed from the keys of all the relation schemes in database schema \( D \) having not the lossless join property.

\[
K_{u1} = K_1 \lor K_2 \ldots \lor K_m
\]

where \( K_1, K_2, \ldots, K_m \) are the keys in the database schema \( D = \{ <K_1 \rightarrow X_1,F_1>, <K_2 \rightarrow X_2,F_2>, \ldots, <K_m \rightarrow X_m,F_m> \} \). It is obviously that

\[
\text{closure (}K_{u1}\text{)} = U
\]

but the scheme \( <K_{u1},Fu1> \) constructed from the keys union \( K_{u1} \) and the subset of FD’s \( Fu1 \) of \( F \) among the attributes of \( K_{u1} \) may not satisfy the third normal form conditions and \( K_{u1} \) is not a real key of the scheme. For a such purpose we may map the scheme \( <K_{u1},Fu1> \) onto an FD-graph.
G=(Vu1,Eu1) with the node set Vu1 and the arc set Eu1. Then we can apply the same algorithms as described in the chapter 2-4 to search each 3NF component from G=(Vu1,Eu1). Thereafter, we construct a new keys union Ku2 from the new database schema formed by G=(Vu1,Eu1). We may continue such procedures repeatedly until a scheme 〈Kum,O〉 having empty functional dependency is obtained. Then Kum becomes a real key of U with respect to F+.

Theorem. The scheme 〈Kum,O〉 constructed by the abovementioned procedures will satisfy the following properties:
- Kum → U with respect to F+,
- 〈Kum,O〉 is in 3NF,
- |Kum| reaches a minimum.

Proof. Since we use the weighted FD-graph algorithms, the keys union is repeatedly constructed from the keys on the FD-graphs in the normalization processes. Then it has the sequence Ku1 Ku2 ... Kum and the sequence Fu1 Fu2 ... Fum satisfying dependencies Kum → Ku(m−1), ..., Ku2 → Ku1 → U under Fum Fu(m−1) Fu2 Fu1 in F+. Hence, we obtain that Kum → U with respect to F+ and 〈Kum,O〉 is in 3NF because Fum is empty. Since Fum is empty, there is no further processing can be done for extracting a subset from Kum. Thus, |Kum| reaches a minimum.

Example. Let 〈U,F〉 = 〈〈ABCDE, A→B, B→C, C→D〉 and its output D = 〈〈AB, A→B〉, 〈BC, B→C〉, 〈CD, C→D〉, 〈E, O〉 〉. It may test that D does not have the lossless join
property. Let us use the above described procedures, we obtain:

\[ ku_1 = A \setminus B \setminus C \setminus E \quad Fu_1 = \{A \rightarrow B, B \rightarrow C\} \]
\[ Ku_2 = A \setminus B \setminus E \quad Fu_2 = \{A \rightarrow B\} \]
\[ Ku_3 = A \setminus E \quad Fu_3 = \text{empty} \]

Insert the new component \( <Ku_3, 0> = <AE, 0>\) into \( D\). then \( D := D \setminus <AE, 0>\) has the lossless join property.

We shall show that the time complexity of the above computation is not nonpolynomial.

**Theorem.** The time complexity of the computation of a third normal form relation scheme \( <Kum, Fum>\) with \( Kum \rightarrow^* U\) in \( F^* \) is not nonpolynomial.

**Proof.** Suppose that the first keys union \( KU_1\) consists of \( n\) nodes. If the relation scheme is not in 3NF, then decompose \( <Ku_1, Fu_1>\) into several 3NF relation schemes and construct a new keys union \( Ku_2\). \( |Ku_2|\) must be \( \leq |Ku_1|\), otherwise there is no change. The final relation scheme contains at least one node. Thus, the computations are at most \( o(n)\) steps. At each step we use the graph algorithms of the above chapters. They are polynomial, consequently, the total time complexity is polynomial.

Note that the obtained \( <Kum, 0>\) satisfies the minimality criteria because at each step the minimum cover is used.

Now we can show that the relation scheme \( <Kum, 0>\) is a subset of \( KU_1 = \{K_1, K_2, \ldots, K_m\} :\)

\[ <Kum, 0> = \{K_i \mid K_i \in KU_1 \text{ and indegree}(K_i) = 0\} \]

where \( \text{indegree}(K_i)\) is the number of directed arcs incident
into the node $K_i$. In the above example of this chapter, the nodes $A$ and $E$ do not have any incident directed arc, thus $<Kum, 0> = \{A, E\}$. Here we can see that the solution of the lossless join property is so much simplified due to using the FD-graph representation.
CHAPTER 6

CONCLUSIONS

We show in this report that the weighted FD-graph method is a very useful concept. It simplifies a complete and independent set of the inference rules for functional dependencies into one rule on weighted FD-graphs. This is derived from the fact that each arc in a weighted FD-graph carries a specified information via its weight. In case of the set of the reflexivity, transitivity and union rules, the weighted transitivity rule may imply all the three rules on weighted FD-graphs because the additivity of the weights implicitly represents the union rule, the reflexivity is independent of functional dependencies and it is implied by the related compound nodes.

As Ullman [20] indicated that the transitive reduction and the transitive closure may have the same time complexity. Thus, it is possible further to reduce the complexity of nonredundant cover in FD-graphs because the transitive closure, the transitive reduction and the nonredundant cover are mutually related if the weighted graph concept is introduced. Particularly, the FD-graph
closure as an example was solved in this report with a linear average time complexity.

In this report we also suggested the algorithms to obtain the lossless join property for design of database schema D. The union of all keys in relation schemes of a database schema D is a good starting node set. Force the keys union K to satisfy the third normal form conditions, the universal closure condition \( K \rightarrow^{+} U \) with respect to \( F^+ \) and the minimality of \(|K|\). Repeat such a process, the final keys union Kum will have empty functional dependency O. Then \( D : = D \setminus K_{\text{um}} \) will have the lossless join property. Therefore, the solution of the conventional NP-hard kernel problem of FD-graph closure can be avoided.
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