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ABSTRACT

Intra- and Inter-zone Airflow with Heat and Mass Transfer
in Multi-zone Buildings

Zheng Jiang, Ph.D.
Concordia University, 1990

The design of ventilation systems and development of
control strategies require detailed knowledge of airflow,
contaminant dispersion and the distributions of temperature
and moisture. Moreover, as technology advances, modern
ventilation systems tend toward a more compact and highly
efficient design. Existing empirical approach and simplified
analysis are inadequate for assessing newly developed systems
and resolving problems related to "sick building syndrome".
Advanced analysis is therefore required.

This thesis describes the development both of a
numerical model which has aimed at enhancing the knowledge of
airflow and contaminant removal in two-zone enclosures, and
of control strategies for improving indoor environments. The
model allows the simulation of intra- and inter-zone heat and
mass transfer in three-dimensional turbulent flows in natural,
forced, and mixed convection circumstances.

The model has been applied to predict the airflow,
temperature distribution, and contaminant dispersion in a

two-Zone enclosure under various operating conditions,

iit



emphasizing the effects of door size and location. The
ventilation effectiveness and thermal comfort in two-zone
enclosures with various door locations have also been
investigated. A number of correlations of heat and mass
transfer with main parameters have been obtained.

This numerical model has been verified against available
experimental results. The model can provide useful
information for designers in choosing proper locations for
doors, ventilation supply and exhaust openings, and in
assessing the indoor air quality and thermal comfort in

two-zone enclosures.
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CHAPTER 1
INTRODUCTION

The knowledge of intra- and inter-zone convective heat and mass
transfer Is a fundamental requirement in study of indoor air quality,
thermal comfort and energy saving in buildings. Comprehension of the
mechanism of convective heat and mass transfer is the key to the
solution of problems related to ventilation effectiveness and the
thermal performance of bulldings. In residential buildings, for example,
kitchen and 1living areas are usually made in one or connected through a
doorway. Naturally, occupants are concerned about how much contamination
and heat from a combustion source in the kitchen are brought into the
living room, and how the Iinfiltration air from windows affects the
distributions of temperature and contaminants. In the case of the
partitioning of a large office room, it would be of interest to know how
to arrange partitions and locations of supply and exhaust properly to
make the remova! of contaminants released by occupants and computers
more efficlent. Again, consider a passive solar heated building where
the southern 2zone 1s warmer than the northern zone due to the solar
energy transmitted through south-facing windows; a more uniform
temperature distribution for southern and northern zones would rely on
the inter-zone transportation of solar heat gains by natural convection.
The convective heat transfer rate from the south-zone to the north-zone
depends on the location and the size of the door, and this dependence

needs to be fully understood. The problems in all of these examples are




related to intra- and inter-zone convective heat and mass transfer.

The mechanism of the intra- and inter~zone heat and mass transfer is
quite complex. Convection, diffusion, and radlation are all involved.
Since air serves not only as a diluter but also as a carrier of energy
and of gaseous and particle contaminants (such as smoke, dust, odors and
so on), the convective transportation of heat and mass is directly
dependent on the flow pattern of the air movement within and between
zones. Air movement in bulldings can be due to the temperature
differences of room air, called natural convection; due to infiltration
or mechanical ventilation, called forced convection; or due to the
combination of these two, namely mixed convection. Diffusion of heat and
mass 1s the result of, respectively, differences in temperature and the
non-uniformity of the mass component field. Radliation takes place
whenever there is a temperature difference between object surfaces. In
general, the radiation heat transfer between walls can be well
predicted, and the radiation between room objects may even be neglected
when the temperature difference within an enclosure is small.

The three-dimensional heat and mass transfer in buildings can be
described by a set of conservation equations: the continuity, momentum,
and energy equations with appropriate boundary conditions. Since these
non-linear, second order partial differential equations are coupled with
each other, an exact solution has not yet been obtained. Therefore,
analytical study has to be based either on very rough and simplified
models in which the distributions of properties are considered to be
uniform, or on numerical method. In most cases, experimental measurement
and numerical simulation are used to investigate the Iintra- and

inter—zone heat and mass transfer. In experimental studies, using either



full-sized or scale models, the temperature and velocity of the air and
contaminant concentration are measured at chosen points. These
measurements are then used to obtaln some sort of correlation between
the rate of heat or mass transfer and other involved parameters, such as
the temperature difference between walls, the dimensions of the
enclosure, the location of the air supply and exhaust openings etc.
Numerical simulation, on the other hand, is based on discrete equations.
The designated region is divided into a number of subvolumes in which
all variables are considered to be wuniform. The differentlal
conservative equations are then integrated in each subvolume to obtain a
set of linear algebralc equations, one for each grid node, which can be
solved by some available techniques. Because of the non-linearities in
the fundamental differential equations, the process requires an
iteration approach. Subsequently, each equation is linearized and solved
sequentially until a convergent solution is obtained. In this technique,
in order to make the integrated equations solvable, properly assigned
boundary conditions are required; for example, air wvelocity and
temperature at solid surfaces should be specified. Furthermore,
assumptions are usually adopted to simplify the problems physically.

A review of research works concerning intra- and inter-zone
convective heat and mass transfer in buildings is presented in the

following section.




1.1 Review of the Literature

1.1.1 Experimental studies on inter-zone heat and mass transfer

Brown and Solvason (1962) carried out their experimental work on
inter~zone natural convection heat transfer in a full-sized air filled
enclosure wvhich was divided into hot and cold zones by a partition with
a centrally located rectangular opening. The inter-zone heat convection

was expressed via dimensionless numbers Nu, Gr, and Pr as follows:

_ 0.5
Nuh = CGrh Pr (1.2.1)

where C was suggested to be in the range of 0.2-0.33. The Nuh and Grh
are both based on the height of the opening. The temperature difference
used in the calculation of Nuh and Grh is the average of those of the
two zones. In their experiment, the effects of the opening size and of
the ratio of the partition thickness over opening height on inter-zone
convective heat transfer were examined for the air temperature
differences fiom 8.3 to 47.2 K.

Shaw (1972) studied the heat transfer through doorways caused by
both natural and mixed convectlons, and presented the results in the

following expression,
Nuh = C" Sw Pr (1.2.2)

where Sw is a coefficlient equal to Reahna/GrDha. The Grashof number and
the Reynolds number are based on the door width and the hydraulic
diameter of the door opening, Dh= ZHDhD/(wD-o-hD). respectively. The

coefficient C’ was found to be a product of the coefficient for the



natural convection case and a forced velocity coefficient Cv.

Wray and Weber (1979) performed experimenis on a small scale
laboratory model to develop an empirical law relating inter-zone natural
convection heat transfer rates to the geometric properties of the
enclosure and the temperature fields in the sgeparate 2zones. The

following functional relationship was determined from experimental dat-.
b
Nu =X (R.) Gr, (1.2.3)

where R. is the dimension ratio, hn/H' and b ls approximately equal to
0.46. K is 1n the range of 0.19-0.29. The characteristic length in the
Nusselt and Grashof numbers is the room height.

Nansteel and Greif (1981, 1984) experimentally investigated the
effects of the size and 1location of the aperture on the natural
convective heat transfer between two zones in a two-dirensional scaled
model (1981) and a three-dimensional scaled model (1984). In the
three-dimensional investigation, the scaled model had dimensions of
H=15.2cm, L=30.5cm and W=83.8cm. Tests were carried out over the RaL
range from 2.4x10w to 1.1x10“. The opening width ratio was fixed at
HDN=0. 093, while the height ratlo, hD/H. was varied at 1/4, 1/2, 374
and 1. The end-walls were maintained at constant temperatures Tu and Tc

respectively. The heat transfer rate through the door opening for the

three-dimensional case was expressed as

1/ 4<hD/H<1

Nu =1, 19(hD/H)°' ‘°’RaL°' 207 (1.2.4)
W /W=0.093

where hn and W, are, respectively, the door height and width. RaL is the




Rayleigh number defined as BgL?(T" -Tc)/ua.

Hill and Mahajan (1986) modified the airflow model based on the
Bernoulli equation with isothermal zone temperature to account for the
vertical non-linear temperature distribution. The area between the floor
and the top of the door opening was divided into n horizontal isothermal
temperature sections. They calculated the total heat and mass transfer
rate by adding those calculated in each isothermal section. Experiments
were performed to verify the model, in which the height of the doorway
was divided into eight isothermal zones. The inter-zone heat transfer
rates were obtained by summing up the product of the density, velocity,
temperature, specific heat and respective area of the eight measurement
locations i the doorway. They concluded that the modified model
correlated very well with the experimental data.

Maha jan (1987) measured the velocity and temperature profiles of the
airflow through door openings at the NBS Passive Solar Test Faclility to
calculate the Inter-zone heat and mass transfer rates. The results were
compared with the values predicted by a simple algorithm based on the
Bernoulli equation. He found that the air temperature across the width
of the opening was fairly uniform, but that the air veloclity was not.
This non-uniformity of the velocity across the width of the opening was
due to the three-dimensional nature of the flow. The results indicated
that the existing algorithms for estimating inter-zone heat and mass
transfer did not account for these lateral variations of the flow
velocity, and therefore that they need to be improved.

Kirkpatrick and Hill (1988) examined natural and forced convection
in a two-zone and a three-zone full-scale building to determine the

effects of the zone temperature difference, temperature stratification



and forced convection on the inter-zone heat and mass transfer. The
temperature stratification in each zone was assumed to be linear for the
two-zone model, and to be isothermal for the three-zone model. The
forced convection was simulated by adding an additional mass flow rate
to the mass flow rate calculated in the natural convection case. A model
based on the experimental temperature profiles in each 2zone was
developed to determine the inter-zone mass flow and heat transfer for
mixed convection cases.

Scott et al. (1988) reported the results of their experimental
study, which examined the transition between two flow regimes as a
function of the aperture size. The two primary wmechanisms driving
natural convection flow through apertures in multi-zone enclosures are:
(1) the bulk density difference between hot and cold zones and (2) the
motion pressure differences generated by the natural convection boundary
layer. Restlts showed that when the width of the aperture was reduced,
the bulk fluid temperature difference between the hot and cold zones
rapidly approached the temperature difference be*ween the hot and cold
walls, and the boundary layer flow was blocked. The critical aperture
area in which the boundary layer driving mode was changed to a density
driving one was about 2% of the total cross-sectional area of the
chamber.

Neymark et al. ('988) conducted experiments in partially divided
enclosures with high flux Rayleigh number to examine the conditions in
which an enclosure would become horizontally stratified and determine
the resulting effect on the inter-zone heat transfer. A small-scale
water model and a full-size air enclosure were tested. The opening area

ratio AP defined as AP=thD/HW. was varied by changing the opening




width, while the height was kept constant. The results were presented
via diagrams of Nu!l against Ra;. which indicated that the critical
values of AP. at which the flow changed from a boundary layer driving
mode to density driving mode, were 0.04 for air and 0.02 for water.

Boardman et al. (1989) investigated the influence of aperture height
and width on the inter-zone high-Rayleigh number natural convection in a
full-size, air-filled enclosure. The aperture height relative to the
test cell height varied from 1/8 to 1 and the aperture width relative to
the test cell width ranged from 0.009 to 1. They concluded that a 10
percent doorway area relative to glazing area would be sufficient for
good inter-zone heat transfer, and that the Nusselt number Nu" ranged
between 15-165 with a strong dependence on the aperture height for the
flux Rayleigh number, Ra_ between 5x10'' and 5x10'Z.

Extensive studies concerning the inter-zone heat and mass transfer

conducted before 1987 can be found in a review paper by Barakat (1987).

1.1.2 Numerical simulations

Numerical simulation 1is another technique for studying the
convective heat and mass transfer within and between zones. A large
number of works have been done on this subject. The majority considered
cases with single enclosures.

Nielsen (1974) studied the air movement and moisture distribution in
an alir conditioned room by numerical simulation. The stream function -

L
vorticlty formulation and the k-e& two-equation turbulent model were

* k-e turbulent model in this paper refers to the high-Reynolds-number
k-€ model



used in his two-dimensional analysis. The buoyancy effect was not
considered.

In a later study.‘ Nielsen et al. (1979) extended the previous work
to take the buoyancy force into account. The equations in the
finite-difference form were solved by using the TEACH computer code
(Gosman et al. 1974). To examine the effect of increasing temperature
difference on the airflow, four different values of the Archimedes

number, defined as the ratio of buoyancy force over inertlal force

= = th(Tx-Ts) .

UZ

1

for the case of a uniformly heated floor at the fixed Reynolds number
were computed. Experimental measurements were conducted to verify the
computation results.

Nielsen (1981) also studied the contaminant distribution in a forced
ventilated enclosure with two-dimensional consideration and the k-¢
turbulent model. The two cases considered were: (1) contaminant emitted
along the whole floor surface and (2) the contaminant source emitted
along a line. An experimental comparison was also made.

Natural convection in an enclosed cavity has been investigated by
many researchers (for example, Catton, 1978; Ostrach, 1982; Van de

Davis, 1983; Markatos et al., 1984; Lin and Nansteel, 1987; and

Had jisophocleous et al, 1988). Markatos and Pericleous (1984) studied
9 natural convection in an enclosure with both laminar and turbulent

b flows. With the two-dimensional approximation, the classical boundary

conditions for natural convection were used: the two side walls were at

constant but different 1isothermal temperatures, while the floor and

-




celling were insulated. The SIMPLEST algorithm was adopted to solve the
finlte-difference equations. Solutions were computed for Ra from 10° to
16

10 The criterion for switching laminar flow to turbulent flow was the

Rayleigh number at 10%. The computed results were compared with the
benchmark solution, which was considered to be accurate for the laminar
case.

Gadgil (1979) developed a three-dimensional model to study the
laminar, natural convection, heat transfer in an enclosure. The SIMPLE
algorithm (Patankar, 1980) was used for solving the coupled difference
equations. This model is applicable for steady flow with Rayleigh number
up to 1010.

Lemaire (1987) applied the CHAMPION computer code (Pun and Spalding,
1976) coupled with a radiation model to compute the air movement and
heat transfer in a room heated by a radiator. CHAMPION is a general
computer code which can be applied to two-dimensional steady laminar and
turbulent flow cases. The k-& turbulent model and SIMPLE algorithm were
used in this code.

The PHOENICS code has been used for three-dimensional analysis on
convective heat and mass transfer in enclosures by a number of
researchers (for example, Holmes, 1982; Markatos, 1983; Jones and
Sullivan, 1985; and Chen and Van der Kooi, 1988). It is a general
computer code which can deal with parabolic, hyperbolic and elliptic
flows. In order to achleve a more accurate prediction of heat transfer
through walls, Chen and Van der Kool (1988) combined the PHOENICS code
with an extensive program ACCURACY, which can provide the coupled
boundary conditions in the simulation.

Markatos and Cox (1984) applied the modified PHOENICS to predict the

10



development of a fire and the contaminant concentration distribution
within a shopping mall. The fire was simulated by heat and contaminant
sources. Both steady and transient cases were predicted, either for a
fixed heat release rate or for a linearly growing fire reaching the
fixed rate at 3 min from ignition. The results obtained from the
three~-dimensional program were not verified by experimental data because
of the difficulty in measuring hot gas veloclty. The airflow pattern and
contaminant distributions in single enclosures were also studied by
Gosman et al. (1980) and Markatos and Malin (1982).

November and Nansteel (1987) considered steady natural convection in
a square water-filled enclosure with more comple:: boundary conditions.
They numerically solved the two-dimensional laminar momentum and energy
equations by the vorticity-stream function method. The boundary
conditions in thelr study were as follows: the 1lower boundary was
partially heated and partially insulated; one vertical boundary was at a
constant cold temperature, while the other and the top boundary were
insulated. The results indicated that the case studied was quite
distinct from that of cooling from below and heating on a vertical wall.

Berne and Villand (1987) described the three-dimensional
thermohydraulic code TRIO-VF which can handle laminar or turbulent flows
of incompressible fluids with the Boussinesq approximation. The eddy
viscosity was simulated using the k- model. This code was applied to
model ventilated single enclosures with a complex environment. The
airflow patterns in the ventilated enclosures under different boundary
conditions were demonstrated.

Murakami et al. (1988) reported their study on contaminant transport

in a turbulent diffusion field. They examined the cases with supplies
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located on the ceiling and the exhausts mounted near the floor on the
one pair of opposite side-walls. Four types of single, clean room models
were used for analysls: the siumber of supplies on the ceiling was varied
at one, four, six and nine. The concentration distributions for cases
with different contaminant source locations were examined.

Horstman (1988) developed a numerical model to predict the
two-dimenslonal velocity distribution, circulation pattern, and airborne
contaminant distribution within a ventilated volume for a steady state
condition. The two-dimensional laminar flow field was solved in the form
of finite-difference stream functioning equations and modified Taylor
series approximations of the vorticity equations. The model was applied
to predict the airflow pattern and contaminant build-up in the passenger
cabins of commerclal aircraft. The central difference scheme was used
for the momentum equation, while the upwind difference scheme was
adopted for the contaminant conservation equation to ensure the
transport in the proper direction.

Kuehn (1988) conducted a review of the two-phase flow simulation
method and described some recent applications to airflow and contaminant
transport in clean rooms. The coupling between particles and airflow can
be modeled either by the Eulerian approach or by the Lagranglan
approach. In the Eulerian approach, the particles are divided into
several groups according to their diameters. Each group is considered as
a "phase". These phases are dispersed in the airflow with different
diffusivities. It 1is most important in the Eulerian approach to
determine the particle diffusivities. However, particle diffusivity in
turbulent flow 1s not completely understood. In the Lagrangian approach,

the particles act as a drag force on the airflow, and this drag force,
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in turn, accelerates the particles’ movement in the airflow.

Chen et al. (1990a) applied a low-Reynolds-number k-¢ turbulence
model to predict the velocity and temperature distributions in an
enclosure with natural convection flow. They concluded that for
computation of indoor air movement, the low-Reynolds-number k-¢ model
provides a better velocity profile in the region near the walls and more
accurate simulations of the convective heat transfer from walls to room
air than the k-e model.

In a later work, Chen et al. (1990b) numerically investigated indoor
air quality and thermal comfort in a ventilated enclosure in six cases
using different kinds of air diffusers. The blockage due to furniture
and contaminants emitted from the furniture were simulated. Again, the
low-Reynolds-number k-¢ model was employed.

The above-mentioned numerical studies are limited to cases of a
single zone. Chang et al. (1982) undertook a finite-difference study of
natural convection in a two-dimensional square enclosure with a
partition mounted either on the ceiling or on the floor . One wall
parallel to the partition was kept at cold while the opposite was kept
hot; the ceiling and the floor were well insulated. The two-dimensional
laminar flow cases for the Grashof number region from 10° to 10% were
computed with different combinations of the partition geometry and
location. It was found that when the partition was set close to the cold
wall, the total heat transfer rate was reduced. The maximum heat
transfer rate occurred when the partition was set slightly off the
center of the enclosure, towards the hot wall. The average Nusselt
number, Nu, was plotted against the height ratio, the thickness ratio

and the location of the partition. This study was not validated.
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Kelkar and Patankar (1935) predicted natural convection in
partitioned enclosures by numerical simulation. The partitions in their
studies were two-dimensional. The opening on the partition ran the whole

width of the rooms; the flow conditions were laminar.

1.2 Objective and Methodology of the Present Study

From the preceding review of the literature, it can be seen that
experimental works on two-zone enclosures have .ocused only on the rate
of heat and mass transfer across door openings, without providing the
airflow pattern and the distributions of temperature and contaminant
concentration in each zone. However, this information could be vitally
important. For instance, when the performance of an HVAC system is being
evaluated, not only is information about inter-zone heat and mass
transfer important, but also information about the short-circulting,
stratification, mixing, and stagnation of contaminated air, since
temperature stratification, maximum air velocity and contaminant
concentration should be kept within certain limits to ensure occupants’
comfort and health. All these parameters are closely related to air
movement.

The air movement in a complex enclosure is affected by many
parameters, such as the dimension of the enclosure, the size and the
location of the door opening, the locations of the ventilation inlet and
outlet, the infiltration from walls, and so on. One of the main

limitations of experimental studies is their lack of generalities
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because of their reliance on fixed boundary conditions. There are many
different configurations and layouts of ventilation systems. It |is
difficult to deal with the variations in parameters in an experimental
study. The extent to which the existing correlations could be
extrapolated to cases with boundary conditions other than what the
experiments based on is unknown. Besides, experimental investigation
requires a large amount of time, money and equipment. In this respect,
numerical simulation has a distinct advantage over experiments. A
validated numerical model would not only allow a research effort carried
on over a short perlod of time and at less expense to cover a wider
range of boundary conditions encountered in buildings, but alsoc provide
an overall view on the field distributions of all important factors. The
capabllity of a numerical model to simulate heat and contaminant sources
enables one to estimate the necessary heating or cooling load which
would maintain air temperature and contaminant concentration in occupied
zones at designated levels. As mentioned In the 1last section, this
method has been used successfully in various problems related to airflow
and convective heat and mass transfer in buildings.

However, there are still some uicertainties involved in obtaining
numerical solutions to the Navier-Stokes equations in three-dimensional
flows with source terms dominating and complex boundary conditions. For
example, the uncertainty of stability still exists, and the convergence
of numerical procedures is not guaranteed. In the prediction of
turbulent flows, the success of turbulence models, which are still
semi-empirically based, 1in various boundary conditions 1is unsure.
Moreover, the degree of accuracy in applying turbulence models cannot be

estimated very well. Thus, an experimental validation is needed.
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The majority of previous numerical simulation studies on indoor air
movement considers only single-zone enclosures. For multi-zone
enclosures, in fact, there are still many problems remaining unsolved.
When two rooms are to be connected by a doorway, or a large room needs
to be partitioned, a number of cholices exist for arranging the locations
of the partition, the door opening, and the ventilatlion supply and
exhaust. The effects of these parameters on airflow pattern and
distributions of temperature and contaminant concentration need to be
assessed. In partitioned two-zone enclosures, door size and location can
be important factors influencing the heat and mass transfer, and thus
recelve special attention in this study.

There are a number of existing universal computer codes which can be
applied for prediction of heat and mass transfer 1n partitioned
enclosures with three-dimensional turbulent flow, such as PHOENICS code.
However, these codes are usually provided as a "black box". When
applying, users can only create a file containing all input information
according to the problems to be solved, without knowing what happens
inside the black boxes. The users can do nothing if they are not
satisfied with the solver, or if there 1is a numerical instability
observed. For a speclal problem, sometimes a small change in numerlical
procedure could make a great improvement of the convergence.

The objective of this study is to establish a numerical model and to
apply it to:

(1) predict the convective heat and mass transfer 1In two-zone
enclosures;
(2) determine the effects of the location of the door opening on alr

movement, temperature distribution, contaminant dispersion, ventilation
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effectiveness, and thermal comfort in two-zone enclosures;

(3) establish correlations between contaminant migration and the main
parameters, such as alr change rate and the locations of door opening,
ventilation supplies and exhausts for specific cases.

The methodology adopted 1s numerical simulation. As explained
earlier, for this type of problem, numerical simulation is the preferred
technique. In this study, the conservation equations of fluid mechanics
will be solved through finite-difference approximation.

According to the characteristics of the problems being dealt with,
it will first be decided what sort of numerical model is more
appropriate. It 1s known that the airflow in ventilated enclosures is
mainly turbulent. As for natural convection flow, the transition from
laminar flow to turbulent flow may take place when the Rayleigh number
increases over 10° (Cheesewright, 1968). In a partitioned enclosure, a
door opening in the partition would introduce a disturbance into the
passing airflow and enhance it. turbulence. The mechanism of a
turbulent transportation is completely different from that of laminar
transportation. Thus, turbulence modeling needs to be included in the
numerical model.

For two-zone airflow simulation, two-dimensional approximation can
no longer be accepted because the velocity component in the third
direction 1s not negligible. Moreover, investigations of the effects of
the locations of door opening, ventilation supply and exhaust, and
contaminant sources on the heat and mass transfer require a
three-dimensional system.

This study, then, will develop and present a three-dimensional

numerical model which can be applied in turbulent flows. The model is

17




expected to be able to predict the airflow pattern, the heat and mass
transfer within and between rooms, and the distributions of texmperature
and contaminant in turbulent flows with variable boundary conditions. It
is hoped as well that the model will be found useful in estimating
thermal comfort and the ventilation effectiveness in partitioned

enclosures.

1.3 Contributions and Summary

The main contributions of this thesis are as follows:

(1) A numerical model has been developed which is able to handle
three-dimensional convective heat and mass transfer in the turbulent
flows of two-zone enclosures in buildings.

(2) Based on the model developed, numerical investigation on the indoor
airflow, air quality, and thermal comfort 1is extended into two-zone
enclosures. Parameter studies have been carried out wunder natural
convection, forced convection and mixed convection conditions. The
correlations of heat and mass transfer with main parameters are
obtained, clarifying the effects of door location on air movement and
contaminant dispersion.

(3) The numerical model here presented can provide designers with
Information essential to the proper arrangement of doors, ventilation
suppllies and exhausts with speclal needs. The model can also be applied
to solve other engineering problems related to heat and mass convection

in three-dimensional rectangular enclosures.
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The physical foundations of the model and the turbulence simulation
approaches are described in Chapters 2 and 3, respectively. In Chapter
4, the structure of the mesh system adopted in the model and the
derivation of the finite-difference equations is demonstrated. The
numerical procedure and the techniques wused for solving the
finite-difference equations are explained in this chapter as well. In
Chapter 5, the results of five case studies in which the computational
model was applled are presented. The first case study investigated
natural convection in a two-zone enclosure. Its purpose was to obtain
correlations between inter-zone convective heat transfer and door
location while other parameters remained unchanged. The second case
studied air movement and contaminant dispersion caused by elther
mechanical ventilation or natural ventilation (air infiltration) in a
partitioned enclosure. The third case study focused on the effects of
air infiltration on ventilation airflow in a partitioned room with
various door locations. Infiltration and mechanical ventilation were
thus both assumed to be taking place in this case. The fourth study
investigated the ability of a ventilation system to remove contaminants;
the Influence of door 1location on ventilation effectiveness was
included. The fifth case study assessed thermal comfort and indoor air
quality in a two-zone enclosure with mixed convection. Three different
temperatures of supply air were considered, while the door was located
in three different positions.

The geometrical configuration of the enclosure for the five case
studies was the same, but with different arrangements of the ventilation
openings. In all cases, the effects of door location on flow properties

were emphasized. These case studies may be considered as the first step
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towards the application of numerical simulation to multi-zone airflow

and heat and mass transfer.
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CHAPTER 2
GOVERNING EQUATIONS

2.1 Governing Equations

Air movement 1n rooms can be considered as an incompressible viscous
flow, where the Boussinesq approximation 1s applicable. With this
assumption, air density could be considered constant except for the
buoyancy Iinfluence. The governing equations describing three-dimensional
convective heat and mass transfer in incompressible viscous flow fields
are the continulty equation, the momentum equation, the energy equation

and the component conservation equation. They can be written as follows:

Continuity equation

8p 8 _
EE+-'9’(—’(puJ)—O (2.1.1)

Momentum equation in three directions

cSul 8u u 1 8p 8 8u  38u

LSO N R SO o L O | -
at * ¢'3xj pax’+8x1[p(8x; axl ”"’B(To T)gl

(2.1.2)
where the subscripts 1 and j denote the x, y or z, and p is the dynamic
viscosity of alr. The second term and the last term of the right-hand

side in Equation (2.1.2) represent, respectively, the viscous force and

the buoyancy force, which acts as a body force.




Energy equation

foh , &

8 A b&h

(pu h) = —

J J 8xj cp axj h

where A and cp are the thermal conductivity and the specific heat at
constant air pressure, respectively. The first term on the right-hand
side of Equation (2.1.3) is the conduction term. Sh denotes the heat
produced by sources such as chemical reaction. Generally speaking, the

heat generated by dissipation of mechanical energy has negligible

effects on the airflow in rooms.

Component conservation equation

dpc a _ a dc

3

where D is the diffusion coefficient of contaminant in air. Sc denotes

the source of the component.

For laminar flows, u, A and D in the above equations are all
material properties, called molecular transportation coefficlents. They
indicate the ability of transportations of momentum, energy and mass,
respectively.

These differential equatlons are coupled with each other and must be
solved simultaneously. So far, there is no general analytical solution
available. Attempts are concentrated on numerical methods.

In order to make the set of differential equations closed, proper

initial and boundary conditlons are required.
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2.2 Boundary Ccenditions

The initial conditions consist of the gliven veloclty, pressure,
temperature and concentration distributions over the entire flow field.
For steady state problems, initial conditions are not needed.

Because boundary conditions are differently assigned in each case,
it will be better to give detalled discussion individually for each case
study. The physically general boundary conditions for an impermeable and

smooth solid surface may be described as follows:

u=v=w=0 (2.2.1)
h/cp= T = constant for isothermal surface (2.2.2)
dh/dn = 0 for insulated surface (2.2.3)
c=0 (2.2.4)
a¢ _

o 0 for exit (2.2.5)

where ¢ stands for flow propertlies (velocity, temperature, turbulence
energy etc), and n denotes the outward direction perpendicular to the
solid surface. The velocity boundary condition 1is based on the

assumption that viscous fluids adhere to solld surfaces.
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CHAPTER 3

TURBULENCE SIMULATION

3.1 Mathematical Model of Turbulence

Alr movement in enclosures can be driven by temperature differences,
by inflltration, by ventilation, or by any combination thereof. In the
case of natural convection, airflow may begin a transition from laminar
to turbulent flow when the Rayleigh number 1s over 10° (Cheesewright
1968). In ventilated enclosures, the airflow is mainly turbulent. It is
difficult to give a precise definition of turbulence. However, the
nature of turbulence can be described by its characteristics, such as
irregularity, diffusivity, high Reynolds number, three-dimensional
vorticity fluctuation, and dissipation (Tennekes and Lumley, 1972). It
makes a deterministic approach to turbulence problems impossible;
instead, one relies on statistical method. The methods which are applied
to predict turbulent flows are called turbulent models.

For turbulent flow, the variables in the momentum equation (Equation
2.1.2) are their instantaneous values. These values change rapidly with
random turbulent fluctuation. Reynolds (1894) proposed that, 1in
turbulent flow, the instantaneous variables be decomposed 1into two
terms, a local value averaged over time and a fluctuating value. Taking

the velocity component in the x direction as an example, one would have

u= u+u (3.1.1)



vwhere u, is the instantaneous value in the turbulence flow. u and u’
represent the value averaged over time (called mean value for
simplicity) and the turbulent fluctuating component, respectively. The

symbol " means averaging over time, the definition of which is

F 2% udt (3.1.2)

The averaging time (tz-tx) should be long enough when compared with the
time scale of the turbulence. The relation between the mean wvalue and
fluctuation is what a turbulence theory focuses on.

Substituting Equation (3.1.1) into Equation (2.1.2) and averaging
the resultant equation over time lead to the averaged equation of

turbulent motion, namely, the Reynolds equation

aﬁ‘ du u . P 8 8u  8u ) —_— .
— —_——— T e - [ ETY -
at * ax P 6x!+ ax [p( ax * axl ) “1“11 + B (To T)gi

(3.1.3)

The following relations are applied for any fluctuating quantity q or f

in the averaging process:

(1) q = q (3.1.4)

(2)q’ =0 (3.1.5)

(3) gf’ =0 (3.1.6)

w 23 . 2 01,7
ax ax
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(5) 3t " 5t (3.1.8)
m+n .Qn-

()2 _9-8 4 (3.1.9)

at"ax" a8t sx"

Derivations of these relations are based on Reynolds averaging rules
(Pan, 1982).

The new term @3 appearing in Equation (3.1.3) is a second-order
tensor. Physically, 1t indicates the momentum transfer by turbulent
fluctuation, or turbulent diffusion of momentum. This term plays the
similar role as the simple Newtonian shear stress in a laminar flow.
Therefore the grouping (-p i;_ﬁ'J) is termed turbulent stress, or the
Reynolds stress tensor, denoted by 'T:t. Since this term is unknown, the
Reynolds equation 1s not solvable unless it can be somehow determined.
The problem in solving turbulent flow turns out to be how to predict the
turbulent stress.

There are a number of approaches predicting the turbulent stress.
They can be placed in two categories: first-order and second-order
models. In the first-order model, the turbulent shear stress is directly
related to the mean velocity field by the Boussinesq suggestion (1877);
in the second-order model, the turbulent shear stress is determined by
solving the conservation equation together with mean flow equations.

The method of prediction adopted in this study belongs to the
first-order model, which is more suitable for engineering application.
In these approaches, the eddy viscosity concept introduced by Boussinesq
(1877) is employed. Following Newton's law of molecular viscosity,

Boussinesq suggested that the effective turbulent shear stress could be
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replaced by the products of the mean velocity gradient and a quality
termed the “turbulent viscosity". Thus, the turbulent transportation of
momentum is attributed to the turbulent (or eddy) viscosity. With this
in mind, the Reynolds stress can be written in the following form:
-Tw = (e —2)-25 Kk (3.1.10)
1) t axJ ax’ 3

where v, is named turbulent viscosity. It should be understoocd that the
mechanism of turbulent transportation is completely different from that
of molecular transportation. Molecular momentum transfer in a gas 1s
characterized by a large number of Iidentifiable and small particles
exchanging momentum through discontinuous 1interactions. Turbulent
momentum transport, on the other hand, 1s characterized by a much
smaller number of large and poorly defined fluid eddies exchanging
momentum through continuous interactions. Unlike molecular viscosity,
vwhich 1s a property of fluid, the turbulent viscosity is not a property
of a fluld, but a characteristic of flows. Its value varles from point
to point and 1s determined by models of turbulence. Using the Boussinesq
suggestion, the problem of turbulent flows becomes how to determine the
turbulent viscosity, vt.

Prandtl (1926) proposed the mixing-length hypothesis. He supposed
that this turbulent viscosity might be determined by the product of a

length (called mixing length) and a random velocity (turbulence

velocity) as
v =1V (3.1.11)

where 1- is the mixlng length, which is similar to the mean free path
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between molecules, but here between eddies. The turbulence velocity, V

t.

was assumed to be

vV, =1 |g-;!| (3.1.12)
Thus, the turbulent stress can be written as

- p TV = p1? |g—;| g—‘; (3.1.13)

Combining Equation (3.1.11) with (3.1.12), the turbulent viscosity, X

is in the form of
v =psp=12 | (3.1.14)
t t a 18y T

This model has been applied to relatively simple flows, in which I.
can be specified by simple empirical formulae, such as free layers, wall
boundary layers, developed duct flows and so on. The shortcomings of
this model, however, are evident. Equation (3.1.14) indicates that the
turbulent viscosity vanishes wherever the mean veloclty gradient |is
zero. It is not physically reasonable.

In order to slidestep the shortcomings of the mixing-length
hypothesis, Prandtl (1945) and Kolmogorov (1942) independently suggested
that the turbulence velocity be expressed in terms of a time-averaged
turbulence kinetic energy. As turbulent diffusion 1s caused by turbulent
fluctuation, the kinetic energy of turbulence, k, is a direct measure of
the turbulent fluctuation, and, therefore, could be a meaningful scale
for the turbulent viscosity. Thus, the following expression was

introduced to relate the turbulent viscosity to k:
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where c"‘ is an empirical constant, and 1 1s the length scale of

turbulence. The kinetic energy of turbulence, k, is defined as
-
k=172 u, (3. 1.16)

and 1is determined by another differential conservation equation. This
model 1is <classified as a one-equation model. There are other
one-equation models, such as that proposed by Bradshaw (1967). However,
in the one-equation models, the distribution of the 1length scale, 1,
st11]1 needs to be prescribed. In other words, the application of the
one-equation models, Just as with the mixing-length hypothesis, is based
on a well predicted distribution of 1. Thus, because of the difficulty
in specifying 1, this model is not applicable to complex flows. Besides,
this model does not account for the transportation of turbulence, i.e.,
the convection and diffusion of turbulent fluctuation.

The above-mentioned limitations can be overcome by some higher level
models, {.e., two-equation models. The idea behind two-equation models
is to determine the distribution of the length scale of turbulence by
solving an additional differential conservation equation. Harlow and

72

Nakayama (1968) proposed a quantity (k™ /1) as a dependent variable to

be solved 1in the second differential equation. Since the quantity
(kalz/l) indicates another turbulence property, the dissipation rate of
the turbulent energy €, this model, after modification bv Launder and
Spalding (1974), has been called the k-g¢ two-equation model. In this
model, the length scale in Equation (3.1.15) is determined from k and ¢

in the following expression:
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1= cnk:"z/e (3.1.17)

where CD is another empirical constant, and ¢ is defined as

—p
du'du
et _1L 1 (3.1.18)
P axjaxj :

Combining Equations (3.1.15) and (3.1.17) gives the expression of v, in

k-¢ model

v, =Cl. anz/e (3.1.19)

Replacing the product of C;l. Cn by Cu. the above expression becomes

_ 2
V= c"l k“/¢e (3.1.20)

The turbulence properties, k and ¢, are functions of position. Thelr
distributions in a flow field are determined by thelr own conservation

equations (Rodi, 1984) as

d(u pk) K
9pk 1 a eff Ok
+ ZE e ((—— =—)+G_ + 6 -pe (3.1.21)
at ax1 ax1 trk'm,aa-:1 ) 4 B
8 (u pe) m 2
dpe i _ 0 eff Je € - €
at * ax . - ('Jxl ( oc eﬂ.axl) * c: k (Gx+Ga)(1+c3Rf) Czp k

(3.1.22)

vhere Gx is the stress production term, denoting the transfer of kinetic
energy from the mean flow to the turbulent motion. Ga is the generation

term related to buoyancy, representing the exchange between the kinetic
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energy of the turbulence and the potential energy of the flow. They are

expressed by

= a1y
G =n_( 5, + 2 ) 3% (3.1.23)

v
= - L 8o
G, =BPE; 5 (3.1.24)

Rr is the flux Richardson number, which is in the form
R t=-GB/Gk (3.1.25)

In stable stratification, GB becomes a sink term, so that the turbulent
mixing 1s reduced while the potential energy is increased. In unstable
stratification, turbulent energy is produced at the expense of potential
energy. The numerical values of the coefficlents appearing in the
conservation equations for k and € are all determined from experiments.
At high Reynolds numbers, they are approximately constant.

In this study, the following values, recommended by Launder and

Spalding (1974), are assigned to the constants:

C1 =1.44 Cz = 1.92 Cll = 0.09 CD= 1.0
ck=1.0 o‘c=13 ot=10

Coefficlent Ca' the multiplier of the flux Richardson number Rr' is
an additional buoyancy constant. Its value should be close to zero for
vertical buoyancy shear layers and close to uaity for horizontal layers.

The k-¢ model is so far the simplest means available for computing
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Reynolds stress in complex flow fields. It has been widely applied to
investigate air movement and other phenomena dealing with recirculation
and separated flow.

Equations (2.1.1) through (2.1.4), together with Equations (3.1.21)
and (3.1.22), the conservation equations for k and e, compose the
governing equations for three-dimensional turbulent heat and mass
transfer problems in incompressible turbulent flow fields. For the sake

of simplification in numerical simulation, these equations can be

written in a common form, as follows:

app , 8 - )
at ' X, (pu, ¢) a—xi ( r¢.etr ax, )+S¢

(3.1.26)

where ¢ denotes the variables u, h, ¢, k, or €. S

¢

source term for each of the variables, listed in Table (3.1.1). l‘¢ ofs

is the effective exchange coefficient. For the momentum equation, it is

represents the

the sum of eddy viscosity and molecular viscosity

ru,eff= uu,eff= “t+ K (3.1.27)

For other scalars, the effective exchange coefficients can be expressed

in terms of the effective viscosity coefficient as

1‘¢.0"= u/a‘os + pt/o'mt (3.1.28)

where c¢ and o¢ , are the laminar and turbulent exchange-coefficient
ratios respectively. They are referred to the laminar and the turbulent
Prandtl number or Schmidt number. Their values are usually obtained from

experimental data.

The first and second terms on the left-hand side of Equation
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(3.1.26) are the transient and convection terms, respectively. The first
and second terms on the right-hand side are the diffusion and source
terms, respectively. The physical meaning of the conservation equations
is thus easily to be understood, i.e., for each variable, the variatlion
due to the transition together with the variation caused by convection
is equal to the variation due to diffusion plus the increase/decrease
from the source/sink.

It should be mentioned that the k-e two-equation model of turbulence
is valid only for the high-Reynolds-number flow. At the region near a
solid surface, where the viscosity effects become 1important, the
high-Reynolds-number model 1s not applicable. Special treatments for the
region near the wall are required. The wall function method is widely
adopted in engineering applications to reflect the character of a flow
in the region near a solid surface. The rationale of the wall functions
will be explained in the next section.

The high-Reynolds-number k-e model can be extended to
low-Reynolds-number models by employing additional empirical
information. With the low-Reynolds-number k-e model, no special
treatment for the region near the solid surface is needed. However, the
boundary conditions for k and € must be specified. There are a number of
low-Reynolds~-number k-¢ models, reviewed by Patel et al. (1985). The one
developed by Lam and Bremhorst (1981) and later modified by Chen et
al. (1990A) for buoyant flow seems to present more reasonable results for
airflow in buildings

The turbulence models which do not adopt the Boussinesq suggestion
but employ differential equations for solving the Reynolds stress are

regarded as second-order models or Reynolds stress models (Hanjalic and

33



Launder, 1972; Daly and Harlow, 1970; and Donaldson, 1972). These models
have been used mainly to study turbulence rather than to solve
engineering problems because of their complexity.

Large eddy simulation (Deardorff, 1970) is a more elaborate approach
to simulate turbulent flow. Although this approach has been applied in
room airflow simulation, and its accuracy has been confirmed (Sakamoto
et al. 1980; Murakami et al. 1985), it is too time-consuming to be

useful in engineering.

3.2 Wall Function

A narrow region exists near solid surfaces where the turbulent
fluctuations must be strongly dampened since right at the surface,
u'=v’=w’'=0. In this region, the turbulent viscosity is no longer
dominant. Thus, the k-¢ model, which 1is applicable only for
high-Reynolds number turbulent flows, is not valid in this region, and a
speclal treatment is required to describe the flow properties. The wall
function method is the most widely used to deal with this problem.

The wall functions are based on the one-dimensional steady-state
boundary layer equations and the mixing-length hypothesis. The principle
of the wall function method is using the momentum flux due to shear
stress and the heat flux at solid surfaces to modify the source terms in
the conservation equations for the grid nodes near the solid surfaces.
Thus, the boundary information of solid surfaces can be transferred into

the flow field. The shear stress reduces the velocity component parallel
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to the walls. The turbulent energy in the region near the wall is
diminished as well. Therefore, the shear stress contributes to the sink
term of their conservation equations. The derivation of the wall
functions employed 1in this study 1is presented in the following
paragraph.

The actual turbulent flow 1s always three-dimensional regardless of
how simple the flow boundary 1is. However, according to the
characteristics of the boundary layer flow, the momentum equation and
energy equation in this region can be simplified, with some

assumptions, into the two~dimensional boundary layer equations

8u 8u _dp 8 du
Piax * P'ay = “ax * 5y ("effay ) (3.2.1)
u@q- v@g__a_(_':et_f_gl'_l_u‘,) (3.2.2)
PUax * PVgy y ‘o, % ' e

where v is the velocity component perpendicular to the wall. T and
oh’e" represent shear stress and the effective Prandtl number,
respectively. utr denotes the work produced by viscous shear stress which
belongs to the source term in Equation (2.1,3).

If the grudient of variables in the x direction (parallel to the
solid surface) 1is negligible, the boundary layer equations become

equations for Couette flow, a one-dimensional flow. Integrating the

resultant equations yields:

d
TET +mu+ yﬁp (3.2.3)

35




-q = -q n'(h - h.) - urt (3.2.4)

where m represents the product LA the mass flux across the layer.
q stands for the heat conduction at the solid surface, which is

determined by gq = A bh ) . The subscript s stands for the wall
. Cp 8y ‘s

surface.

In order to simplify Equations (3.2.3) and (3.2.4), the following

set of dimensionless parameters and variables is defined.

T =1:/1:. (3.2.5)
Y =yusms= ,Y‘ (x p)'2 (3.2.6)
u_ = (-:'/.o)"2 (3.2.7)
v = wu = w (zp )R (3.2.8)
P* = u (dprax)(zdp )72 (3.2.9)
m = m/(zp )2 (3.2.10)
q = q/q. (3.2.11)
T = (h-h ) (z p )%/ (-q)) (3.2.12)
' o= B /W (3.2.13)
W= (z/p )1/2/(-q') (3.2.14)
Then, Equations (3.2.3) and (3.2.4) can be rewritten as
™ =1+py"+m'y (3.2.15)
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rnow L3

qg =1+n'T -Wu't (3.2.16)

Combining the transport laws, Newton's for momentum, Fourier’'s for

energy, with above two equations ylelds

+ + * L R J
du _l+mu+py (3.2.17)
d + K J
y ©
+ ot {-0 2
aL 12T (et yale) (3.2.18)
dy u /o dy

h,eff

The mixing-length hypothesis is applicable for the Couette flow in
the fully turbulent region. Assuming the distribution of the mixing

length to be in the form

1= ky (3.2.19)

and that the molecular viscosity is negligible in comparison with the
turbulent viscosity ("en‘ ut), the mixing-length hypothesis gives the
dimensionless viscosity u’ in the Couette flow as follows:

+_ 2, 4.2 du’

p=x(y) — (3.2.20)

+

dy

For the case where m'=0 and p’=0, substituting Equation (3.2.20) into
Equation (3.2.17) and integrating the resultant equation yields the

dimensionless velocity distribution
4 +
u = In(Ey )/x (3.2.21)

where x 1Is von Karman’s constant (x=0.435). E 1is a coefficient

reflecting the roughness of the wall. For rough walls, the only way to
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determine E is through experiments. For smooth walls, supposing that
the mixing-length hypothesis applies for the fully turbulent region, E

may be determined by employing the Van Driest hypothesis (1956):

. _+1/2 .
=1+ szoz [1-exp(- X ))? 9-}-1: (3.2.22)
A dy

where A is Van Driest’s constant, equal to 26.0 for smooth walls. The
second term in the brackets on the right-hand side of Equation (3.2.22)
represents the turbulent viscosity which diminishes in an exponential
fashion with the increase in distance from a solid wall. Substituting
this equation Iinto Equation (3.2.17) and integrating the resultant
equation, the E-value can be determined as 9.0.

Equation (3.2.18) has an analytical solution when the mixing-length
hypothesis prevails in the outer part of the Couette flow, and when
there 1is no pressure gradient. Also, kinetic heating should be
negligibly small. Equations (3.2.17) and (3.2.18) can then be combined,

with the result

a1’ 14m'T

o = oh’eu (3.2.23)

1+m'u’
In the fully turbulent part of the boundary layer, The molecular

viscosity is negligible, and O ofr takes on the constant value LA

Integrating Equation (3.2.23) yields
In (1+ n'T") =0, [In (1+ n'a") + u'P] (3.2.24)

where P is independent of u', but may be expected to depend on both O .

and m’. When the mass transfer rate is zero, this equation reduces to
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T = c, (u*+ P) (3.2.25)

The value of P depends on the way in which ch. off varies in the region
where laminar viscosity 1is not negligible. P can be either deduced
directly from experimental data or evaluated theoretically based on the
Van Driest hypothesis, which results (Patankar and Spalding, 1970) in

1/4

L A )172 (3.2.26)

P= 4 sin(n/4) (E_ (ch/ch. t-l)(oh.t/‘rh)

The fluxes of momentum and heat to solid surfaces are determined by
Equations (3.2.21) and (3.2.25). They can also be written (Launder and

Spalding, 1974) as

172 172
u (C'“k )
P 174,172 _ 1 (TR
—_—t./p C” kp z In [ E yp __15__—] (3.2.27)
(T -T )C p C1/4k1/2 ¢ (Cuzk )1/2
P e P W b Mt g, B B
q' K P v
172 174

(o'h/o‘h' t-l ) (o‘h’ t/c-h)

n A
* 0 TSt )
(3.2.28)

At the grids near a wall, the source term in kinetic energy of
turbulence needs to be modified by the shear stress, T Thus, the shear

stress determined from Equation (3.2.21) is rearranged in the form

+
pey U'
T = — — (3.2.29)
In(Ey') vy
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where U' is the total velocity parallel to the wall. If the wall |is

perpendicular to the z direction, U' is calculated from the latest value

of u and v as

U= (u3+ v¥)12 (3.2.30)

Note that the molecular viscosity is neglected in the derivation of this

equation.

In the laminar sublayer, the dimenslonless velocity 1s a linear

function of y‘. as

u =y (3.2.31)

A value of y‘ less than 11.5 is suggested for the reglon of the laminar

sublayer. The shear stress in the viscous sublayer can be written as

T =M wy (3.2.32)

In numerical computation, the effects of solid walls on flow
properties are taken into account by modification of the source in the
conservation equations through T orq. When calculating k at the grid
nodes near walls, the normal generation term Gk 1s replaced by the
volume averaged rate of generation across the control volume for k, i.e.

_ 1 8u (U')

w
G=—[f 1T —dv & r. By

(3.2.33)
v Ty dy

The source terms of variables at the grids near a wall are corrected

by shear stress and heat fluxes as follows:
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for the velocity component
parallel to the wall

(3.2.34)

(sh)p =5 - q.A for enthalpy (3.2.35)

(vu)
-G for turbulent energy

L J
(sk)p = sn+ T Ay k
(3.2.36)

where subscript p stands for the grid point near the wall. A is the area
of the control volume surface parallel to the wall. In the three
expressions above, s stands for the source term lntegrated over the
control volume, u represents the velocity component parallel to the
wall.

It is known that the laminar sublayer is very thin. In this region,
one can suppose that the shear stress, T, 1s constant and equal to the
shear stress at the wall T Furthermore, the convection and diffusion
terms in Equation (3.1.21) could be negligible, which would indicate a

balance between the production term and dissipation term

(3.2.37)

'bl.d
| D
g2
]
[y}

This equation, together with Equation (3.2.21) and (3.2.7), leads to

c =78
n

k! 5/(xy ) (3.2.38)
P

from which the dissipation rate at the grids near a wall could be

computed directly.
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With the wall function, the high-Reynolds-number k-¢ model can
predict the turbulence properties for the entire flow region. The wall
function has some merits. It economizes computing time and storage and
allows the introduction of additional empirical information in special
cases, such as for rough walls.

However, when the wall function method is applied, the grid nodes
near walls must be sufficlently remote from them to ensure that the

turbulent Reynolds number, (2

l/v)p. is much greater than unity, and
that the viscous effects are entirely overwhelmed by those of turbulent

viscosity.
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4.1 The Concept of Discretization

In general, exact solutions for the system of second-order partial
differential equations described in Chapter 2 are not avallable, except
for some very special cases. Thus, the only way to solve the governing
equations described in Chapter 2 is through numerical method. There are
two main approaches used in the numerical solution of the conservation
equations: the finite-difference method and the finite-element method.
In this study, the finite-difference method is employed. This method 1is
preferable when the boundary of the flow field 1s relatively simple.

In order to solve the governing equations by the finite-difference
method, discretization of the differential equations is necessary; l.e.,
the continuous problem domain must be replaced by a finite-difference
mesh or grid. This can be done in many ways, such as Taylor-series
formulation, variational formulation, control volume formulation, etc.
In the control-volume method, which is employed in this study, the
continuous calculation domain 1is discretized into a number of
subdomains, namely control volumes. The differential equation is
integrated over each control volume. Plecewise profiles expressing the
variation of dependent variables, ¢, between the grid points are used to
evaluate the required integrals. It is this systematic discretization of

space and of the dependent variables that make it possible to replace



the governing differential equations with simple algebralc equations,
which can be solved with relative ease. The discretization equation
obtained in this manner expresses the conservation principle for ¢ in
the finite-control volume, Just as the differential equatlion expresses
it for an infinitesimal control volume. Thus, the solution of the
discretization equations implies that the integral conservation of all
dependent variables is exactly satisfied over any group of control
volumes and the whole calculation domain. In other words, even the

coarse-grid solution achieves exact integral balance.

4.2 Grid Structure

A three-dimensional mesh system in Cartesizn coordinates is employed
in this study. However, for the sake of simplicity, a two-dimensional
structure of the mesh system is 1illustrated in Figure 4.2.1. The
boundaries of the control volume for h, ¢, k and € (solid line) are
identical with the physical boundaries. For the veloclity components
u, v and w, the staggered control volumes are employed; i.e., the grid
nodes of u, v and w lie on the centers of the interfaces of the
control volumes for the scalar variables. For example, the velocity
component in the x direction, u, is calculated at the interfaces that
are normal to the x direction as shown by small horizontal arrows. Note
that with respect to the main grid points, the u locatlons are staggered
only in the x-direction. As a result, the number of u grid nodes to be

computed in this direction is one node less than the other dependent
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variables. For velocities v and w, the control volumes are staggered in
the y and z diractions, respectively. The advantages of the staggered

grid are as follows.

(1) The mass flow rate across the control volume interfaces of the
main grid points can be calculated without any interpolation for the
relevant velocity component.

(2) The pressure difference between two adjacent grid points becomes

a natural driving force for the velocity component located between them.

Consequently, a zigzag pressure field would no longer be felt as a

uniform pressure field (Patankar, 1980).

4.3 Derivation of the Finite-Domain Equations

In each of the control volumes, the variables are assumed to have a
uniform value. Consequently, integrations can be performed over each

control volume to yield the discretization equations of

finite-difference form.

The differential conservation equation (3.1.26) can be written as

é 8 8 8 -
EY(P¢) +5)?JX+WJV+EJ2_S¢ (4.3.1)
where
= - a¢
Jx = pu¢ l"¢' orc Bx {(4.3.2)
= - a¢
Jy pve l‘¢.°" 3y (4.3.3)
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= - i
Jz pvwe I‘é.." 3z (4.3.4)

Integration of Equation (4.3.1) in the x, y and 2z directions
respectively, yilelds

P8y = Pyt

—at AxAyAz + (JQ-J') + (Jn-J.) + (Jt-Jb) - S¢ AxAyAz

(4.3.5)

where Je. J', Jn, J'. Jt and Jb stand for the integrated total flux; for
example, Je stands for J‘deydz over the interface e. Subscripts e, w, n,
s, t and b represent the six interfaces of the control volumes, as
i1llustrated in Figure 4.2.2 (interfaces t and b are not included), while
subscript p Indicates the currently computed node. Superscript o stands
for the values at the previous time step.

The continulty equation (2.1.1) can be integrated over control

volumes to obtain

[

Py = Py
i AxAyAz + (Fe - Fw) + (Fn_ F‘) + (Ft- Fb) =0
(4.3.6)

where

F = (pu)e AyAz (4.3.7)

F" = (pu)' AyAz (4.3.8)

F = (pv) AxAz (4.3.9)

n n

F = (pv). AxAz (4.3.10)

Ft = (pw)t AxAy (4.3.11)
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F, = (pw)_ Axy (4.3.12)

Multiplying Equation (4.3.6) by ’p and subtracting it from (4.3.5), one

obtains

o p:AxAyAz
(¢P-¢P) R T a— + (Je-Fe¢p) - (J"'F'¢p)

+ (Jn—Fndap) - (J.-F.¢p)+ (Jt-Ft¢p) - (Jb-Fb¢p) =S 9 AxAyAz
{(4.3.13)
The term (J-F¢p) denotes physically the net flux of variable ¢ at

interfaces caused by diffusion and convection. It can be expressed as

J - F°¢p = aE(¢P- ¢E) (4.3.14a)
J,-Fe =a4-¢) (4.3.14b)

Similar equations can be written for the interfaces n, s, t, and b. a is
named neighbor coefficient, which is dependent on the scheme employed in
the numerical computation. The Hybrid scheme developed by Spalding
(1972) is adopted here, which is a combination of the central~difference
scheme and the upwind scheme with neglecting the diffusion term in
upwind scheme. This scheme has been widely applied in the computation of
fluid mechanics since it is easy to use and presents a reasonable
approximation to the real situation. In the Hybrid scheme, the
determination of the neighbor coefficient is dependent on the cell
Peclet number, which denotes the strength ratio of convection to

diffusion, defined as
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F _ pu(Ax)

Pe = v Sl S (4.3.15)

where F has the same content as that in Equation (4.3.7), and D stands
for the diffusion transport at control volume interfaces. For interface
e, 1t can be expressed as

FeAyAz
D° = —(-67): (4.3. 16)

At interface w, a, could be one of three values, depending on the Peclet

number. They are

a, = 0 when Pe < -2 (4.3.17)
a =D (1 +Pe/2) =D+ F /2 when -2 < Pe < 2 (4.3.18)
w w 1 w

a =DPe=F when Pe > 2 (4.3.19)
w o W

At interface e, the neighbor coefficient 1s expressed as:

a =D (-Pe) =-F when Pe < -2 (4.3.20)
E e e

a = De (1 -Pe/2) = De- F°/2 when -2 < Pe <2 (4.3.21)
a, = 0 when Pe > 2 (4.3.22)

Similar relations can be written for ag Ay ag, and a. For simplicity,

all the neighbor coefficlients can be written as

a= || |0.5F |.D_|| - O.5F (4.3.23)
a=| [0.5F [,D || + O.5F, (4.3.24)
a,= || |0.5F |,D || - 0.5F (4.3.25)
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ac= || |0.5F |,D_{j + 0.5F (4.3.26)
a = || |0.5F,|,D, || = 0.5F, (4.3.27)
a= || [0.5F,|.D, || + 0.5F, (4.3.28)

where the symbol || || stands for the larger value of the quantitles
contained within it.

The upwind scheme is also included in the numerical model as an
option. In the upwind scheme, the convected property at the interface is
alvays equal to the one on the upwind side of the interface. Thus, the

neighbor coefficients can be written in the following form

a=|-F,0[|+D (4.3.29)
a=|I1F,0q1+D (4.3.30)
a=||-F,0fj+D (4.3.31)
a=||F,0+D (4.3.32)
a=|| -F.0 || +D (4.3.33)
a=]F,0)+D (4.3.34)

The three-dimensional discretization equation can finally be

expressed as

ao +a o +a ¢ +a ¢ +a ¢ +ta ¢d +b
_ WW EE NN SS TT BB
¢p—- a,, (4.3.35)

with
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b= S_ AxAyAz + a; ¢; (4.3.36)

[ ]
a= a“+az+a"+as+at+a'+ap-SprAyAz (4.3.37)

a;= p: AxAyAz/At (4.3.38)

It should be mentioned that in Equation (4.3.35), the source ternm,

S¢ in Equation (4.3.13), appears in a linearized form as
S, =S +8S .3
p R A ¢p (4.3.39)

where the ccefficlent, Sp must have a value equal to or less than zero
to ensure the convergence. The reason for this 1s that the
discretization equations will be solved by the techniques for linear
algebralc equations. Thus, the source terms should be considered to be
elther a linear dependence on the varlable ¢ or a constant. The source
terms are often the cause of divergence of 1iteration, and the proper
linearization of the source term could be the key to achieve a converged
solution. The source term linearization is by no means unique. However,
the negative value of Sp must be guaranteed (Patankar, 1980). The
coefficients Sc and Sp themselves may depend on ¢, and need to be
renewed during each iteration cycle. Furthermore, the under-relaxation
of the source term may be required when it is relatively large.

For each variable, there 1is an algebralc equation like equation
(4.3.35) in each of the control volumes. The solution for these

algebraic equations can be obtained by solving a triangle matrix.
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4.4 Cell Continuity Correction and Overall Continuity Correction

It is noticed that in Table 3.1.1, the pressure gradlient appears in
the source term of the momentum equation. However, there 1is no obvious
equation for obtaining pressure field. The pressure field is related
with the continuity equation in such a way that if the correct pressure
fleld is used to solve the momentum equation, the resultant velocity
field would satisfy the continuity equation automatically. At the
beginning of the iteration, a guessed pressure fleld 1s needed to make
the momentum equation solvable. It would result in a velocity field with
which the continulity equation may not be satisfled, and a pressure
correction may be required to improve the previous pressure fleld. That

is

p=p *+p (4.4.1)

where p' and p’ are the guessed pressure flield and pressure correction,

respectively. The velocity field is to be corrected correspondingly as,
L] ® [ ]
u=u+u; VEV+V;, W=w+w (4.4.2)

The relationship between the pressure correction and the correspondent
velocity correction is derived below.
For u, the velocity component in the x direction at node e (see

Figure 4.2.2), Equation (4.3.34) can be written as
au = ? au +b o+ ( P,,'P,:) A (4.4.3)

Where b’ is the source term of momentum equation in the x direction
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without pressure term. Subscript, 1, indicates the six neighbor grid
nodes. Ax is the control volume interface perpendicular to the x

direction. When the guessed pressure field is employed, the momentum

equation becomes

a‘u: =¥ a‘u: + b+ ( p;-p;) A (4.4.4)
Subtracting Equation (4.4.4) from (4.4.3), the result is

aeu'° =Yy a‘u" + ( p;-p;:) A (4.4.5)

With the assumption that the first term in the right-hand side in above
equation is negligible, the dependence of the velocity correction on the

pressure correction then becomes
w o= de(pp -P; ) (4.4.6)
vhere d°= Ax/ae. Equation (4.4.2) can then be written as
b ’ 1
u =u+ de(pp Pg ), and so on (4.4.7)

Integrating the steady state continulity equation over a
control-volume results in
[(pu)° - (pu)'le + [(pv)n - (pv)']Ay + [(pw)t - (pw)b]Az =0
(4.4.8)

Substituting Equation (4.4.7) into Equation (4.4.8) and rearranging the
resul tant equation give the discretization equation for the pressure

correction p’ at any grid node p:
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.o CEPET APyt 4Pyt 8Pt apit 3t b
a

pl= (4.4.9)
P

where
a=p doAx (4. 4.10)
a=p dqu (4.4.11)
a=pdA (4.4.12)
a=p d'Ay (4.4.13)
a=p thz (4.4.14)
a=p dA (4.4.15)
a=a+a+ara+ata (4.4. 16)

and

[ ] ® * [ ] [ J [ J
b= [(pu )-- (pu )°]Ax+ [(pv )'- (pv )nlAy+ [(pw )b- (pw )tlAz

(4.4.17)

The pressure correction equation is solved together with the other
dependent variables in iteration cycles, while the velocities are
corrected through Equation (4.4.7). The corrected velocity field is then
employed in the computation of other scalars, and the up-dated pressure
field is used for momentum equation in the next iteration.

In order to ensure the mass continuity at the door opening vhere
the flow properties may change rapidly, an overall correction on the
velocity component in the direction perpendicular to the partition (the
x direction) is added. The necessity of the overall continuity

correction is caused by the accumulated error in each iteration process.
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The overall correction term is derived from the mass continulty over the
sections parallel to the partition. If the upstream volume flow rate is
Qup, the volume flow rate at downstream section may become either larger
or smaller because of the accumulated error in this section. The
discrepancy is evenly distributed to each control volume as an overall
veloclty correction. The overall velocity correction ensures the same
amount of air flowing through each section of downstream. It can be

expressed as

X (uj + Au) ij = Q“p (4.4.18)
J 1]

where Au 1s the overall velocity correction term which is constant for
each control volume in the same section. The summation is carried out
over the whole section perpendicular to the x direction.

From Equation (4.4.18), the overall velocity correction can be
calculated. It is

Q -Q
up

§:Ax’.,

Au

(4.4.19)

where Q represents the air volume flow rate across the section before
velocity is overall-corrected.

The overall velocity correction leads to the requirement of an
overall pressure correction. The overall pressure correction can be

determined through Bernoulll Equation,

2
P+ 2 = constant (4.4.20)
Pg 2g
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Differentiating the above equation with respect to x and replacing dp

and du by Ap and Au, respectively, yield

Ap = - pu 8u=-pu{y A Jaw(f A )
3 %) 3 %, )
& -Au pQup/(};_' A,,,,) (4.4.21)

The approximation in the above equation is a result of taking u at
its average value in this section. The overall pressure correctlon is

added to all pressure grid nodes in the downstream flow fleld.

4.5 Numerical Procedure

4.5.1 The computation process

The SIMPLE algorithm (Patankar and Spalding, 1972) is employed to
solve the finite-difference equations. SIMPLE stands for Semi-Implicit
Method for Pressure Linked Equations. The sequence of operations lis:

(1) Guess the initial values of the pressure field p‘.

(2) With the estimated pressure fleld, p.. solve the momentum
equations to obtain u.. v' and w'.

(3) Since u'. v. and w are based on an estimated pressure fleld,
they may not satisfy the continuity equation. A pressure correction
term, p’, and velocity correction terms u’, v’ and w' are needed to
improve the pressure and velocity flelds. Compute the pressure

correction, p’, from the continuity equation, and add it to the p.
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field.

(4) Compute the velocity correction terms u’, v’ and w' from the P
fleld, and add them to starred velocities.

(5) Add the overall velocity correction term Au (o the velocity
component in the x direction. This term is computed from the overall
continuity equation in the x direction.

(6) Compute the other scale variables, such as temperature,
turbulent energy, dissipation rate of turbulent energy and contaminant
concentration.

(7) Take the corrected pressure field as a new estimated pressure p‘
field, and repeat the operations from the second step until convergence

is achieved.

4.5.2 Numerical technique

Under-Relaxation

The under-relaxation technique 1s necessary to ensure convergence.
It promotes stablility during iterations. With the under-relaxation
technique, the newly computed results from Equation (4.3.35) and the

results obtained at last iteratlion are combined by weighing average as

p=a¢ + (1-x) ¢ (4.5.1)

where a is the under-relaxation factor (URF). It has a value from O to
1. The only avallable method for choosing the most satisfactory URF ls
that of trial and error. In practice, the values of the URF are usually
no larger than 0.5 for the momentum and pressure correction equations.

Different under-relaxation factors are adopted for different boundary
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conditions. A higher value for the URF may be adopted for pressure
correction in natural convection cases than in forced convection cases.
However, the reverse is true for the URF for velocity: a higher value
could be used in forced convection cases. This makes sense physically.
Since the pressure difference is the driving force in forced convection
cases, the flow field would be very sensitive to the variation of the
pressure field. In order to ensure convergence, the URF for pressure
should be relatively low.

The under-relaxation factors used in this study are 1listed in Table

4.4.1.

False-Time Step and ADI Procedure

The false-time step and the Alternative Direction Implicit (ADI)
iterative procedure are employed in this numerical model. The false-time
etep 1s based on the idea that the steady-state solution can be obtalned
from its transient equation by marching in time. Since only the final
steady~state solutions are of interest, it is not necessary to obtain
convergent results for the transient difference equations at each time
step. Thus, the coefficients are computed only once at each time step.
The ADI method involves the division of a time step, At, into three
equals, At/3. For the first At/3, the computation sweep goes in the x
direction. For the second and third At/3, sweeps go in the y and 2
directions, respectively. Actually, the false-time step works as a kind
of under-relaxation too. The smaller the time step, At, the stronger the
under-relaxation. When At is taken to be infinity, the false-time step
does not function any longer.

The sweep goes in the three directions respective to the line

iteration in each direction, i.e. the lines parallel to the x direction
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are considered first. The variables along the computing line are solved
simultaneously. The sweep starts from the lowest horizontal plane, 2z=0,
to the topmost, =z=H. In each horizontal plane, the sweep 1s carried out
fror y=O to y=W, as 1llustrated in Figure 4.4.1. After all grid nodes
are swept in lines parallel to the x direction, sweeps in lines parallel

to the y direction start. Finally, the z direction is considered.

Convergence Criterion

Incompleteness of the iteration process is indicated by the
existence of unreasonable residual sources, i.e., the imbalance of the
finite-difference equation when using the currently computed variables.
Divergency may occur when the variables with large residual sources are
used for computing other variables. More sweeps may be required within
each lteration.

Convergence of the iteration process is pronounced when the total
absolute value of residual sources in the continuity equation with
starred velocity fleld is small enough (less than 1% relative error) and
when the variation in value of variables between two iterations is small
enough (less than 0.01% relative error). The reason for choosing the
residual source in continuity equation as a monitor is that the
convergence of continuity equation in this study is slower than other

variables.

The Source of Error

The accuracy of a numerical model indicates the degree to which a
well-converged solution from finite~difference equations would satisfy
the differential conservation equations. It is dependent on a number of

factors. The source of error assoclated with the grid resolution comes
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from the interpolation procedures. This type of error can be reduced by
increasing the number of grid nodes where the gradient of variables is
large. A grid refinenent test would be helpful in choosing a proper mesh
systen.

Another source of error 1s false diffusion. At low Peclet numbers,
because the real diffusion is relatively large, false diffusion has less
effect. It becomes serious wvhen a high Peclet number is encountered. In
fact, false diffusion is a result of the nurerical nature of the
differencing equations, because in multi-dimensional flows, the velocity
at each control wvolume is considered to be locally one-dimensional at
each control-volume interface. The remedy for false diffusion is to
reduce the sizes of the control volumes where the flow is oblique to the
grid line.

Inappropriate specification of boundary conditions could result in
errors as well. This can be checked by changing the boundary conditions
and then examining the sensitivity of the solution to the change.

The turbulence model could also cause some error. Thus, the
comparison of the numerical solution with experimental data would be
useful In assessing the turbulence model. However, when a discrepancy
between the numerical prediction and experimental data exists, it may
not all be attributed to the turbulence model employed in the numerical
simulation; all factors affectlng the accuracy of the numerical model

need to be examined.

Grid Dependence Tests (sensitivity analysis)

The accuracy of computation results is affected by the number of
grid nodes to a certain extent. However, computation cost requires that

the grid number be minimized. The aim of grid dependence test is to
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select a mesh system with smallest possible grid number and satisfactory
accuracy. In grid dependence test, computations are carried out with
increasing number of grid node wuntil the further increment shows
negligible change in solution. The compromise between economy and
accuracy should be based on the characteristics of problem to be solved.

In grid dependence test, the velocity components in three directions
at the center of the enclosure are computed, with the following five
mesh systems. They are: 8x8x14, 10x10x16, 12x12x18, 14x14x20, and
24x24x36 (Further refinement is beyond the limit of central memory
allowed). The magnitudes of the velocity component in the x-direction

obtained from the five mesh systems, and the relative variations are:

mesh system| 8x8x14 10x10x16 12x12x18 14x14x20 24x24x36

u 1.55E-2 1. 62E-2 1.66E-2 1. 69E-2 1.72E-2

difference 4.5% 2.5% 1.8%4 1.7%

The grid dependence test indicates that, for the sake of economy,
the accuracy with a 10x10x16 system would be acceptable. However, in
forced and mixed convection studies, a finer mesh system is required to

simulate ventilation supply, exhaust, and contaminant source.
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CHAPTER S5

APPLICATIONS OF THE NUMERICAL MODEL

The numerical model has been applied to investigate airflow patterns

| and fleld distributions of contaminant concentration, temperature, and
comfort parameters in a two-zone enclosure under various boundary
conditions. The effects of door location on air movement have been
emphasized in the case studies because door openings make two-zone
enclosures different from single-zone ones. Validation of the model has
been conducted by comparing the predicted results with availlable
experimental measurements.

Since alr movement in buildings can be caused by natural convection,
forced convection, or mixed convection, applications of the numerical
model in the study of room airflow should cover each of these three
modes. The following five case studies are presented in this Chapter:

(1) "Natural Convection and Air Flow Pattern in a Partitioned Room
with Turbulent Flow" (Haghighat et al. 1989)

(2) "Three-dimensional Analysis of Airflow Pattern and Contaminant
Dispersion in a Ventilated Two-zone Enclosure" (Haghighat et al. 1990a)

(3) "Influence of Air Infiltration on Isothermal Airflow and
Contaminant Field in a Partitioned Enclosure" (Wang et al. 1990)

(4) "Development of a Three-Dimensional Numerical Model to
Investigate the Airflow and Age Distribution in a Multi-Zone Enclosure"
(Haghighat et al. 1990b)

(5) "Thermal Comfort and Indoor Air Quality in a Partitioned



Enclosure with Mixed Convection"

5.1 Natural Convection and AirFlow Pattern in a Partitioned Enclosure
with Turbulent Flow

Outline

This section discusses airflow patterns and inter-zone convective
heat transfer in a partitioned enclosure with natural convection for
difterent locations and sizes of the door opening. Results indicate that
the airflow is quite sensitive to the variations of the door height and
location, while the inter-zone convective heat transfer rate 1is only

sensitive to the variation of the door height.

5.1.1 Problem statement

The physical problem concerns a three-dimensional rectangular
enclosure of LxWxH = 10x4x3 m° with a partition in it. A door opening is
located on the partition as shown in Figure 5.1.1. The two opposite end
walls parallel to the partition ar~ at different constant temperatures,
Th and Tc respectively, while the ceiling, the floor and the other walls
are assumed to be well insulated. The temperature difference between the
warm and cold walls causes a natural convective heat flow across the
door in the partition. This inter-zone convective heat transfer and air
fiow pattern are investigated for variable temperature differences

between the warm and cold walls, for variable door dimensions
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represented by hD/H, and for different door locations represented by
xD/L and yD/H. respectively. In the present study the door width
wn/H=0.25 is kept constant.

A mesh system of 16x10x10 is employed in this case study.

5.1.2 Physical foundation

For the natural heat transfer process of the fore-mentioned problen,
the governing equations consist of the contlinuity equation, the momentum
equations in three directions, the energy equation, and the conservation
equations for the turbulent properties, k and e.

The non-slip condition at the solid surfaces is applied for
velocities. Zero temperature gradient 1is used for the surfaces of the
partition, the insulated walls, the floor and the ceiling. Zero kinetic
energy of turbulence, and a constant gradient of dissipation rate of k
are adopted for k and € at solid surfaces. The turbulent wall functions
are applied to describe the properties at the grid nodes near the solid
surfaces. It is found that the wall function gives a lower value of the
heat flux between a constant temperature wall and the adjacent air than
that obtained from experiments (Chen, 1988). Therefore, the heat flux
from constant temperature wall is computed by using a semi-empirical
convective heat transfer coefficient obtained by Alameda and Hammond
(1983):

b b b llbs

b
a = { [b (aT/L) 1%, (b, (AT) 15 (5.1.1)

where AT is the temperature difference between the wall and the adjacent
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air, and L is the length of the room. The values of the coefficients are

as follows:
b1=1.5. b2=1.23. b3=1/4, b‘-1/3 and bsss.

The Nusselt number 1is usually employed to describe the natural

convective heat transfer which is defined as
Nu = hxx/A {5.1.2)

It 1s the ratio of convection strength to conduction strength. The
choice of the length scale in the Nusselt number is based on the
characteristics of the problem being solved. For natural convection
through vertical planes, the length scale is the height of the plane.
For natural convective heat transfer in enclosed spaces, the distance
between two walls which are in different temperatures can be t=:ken as a
length scale (Holman, 1990). With a known heat flux from a wall, the

Nusselt number can be expressed by either

Nu

qL/(TH-Tc)/A (5.1.3)

or

Nu qH/(TH—Tc)/A (5.1.4)

5.1.3 Validation of the numerical model

In order to verify the computational model, a comparison of the

computed Nusselt number, as a function of Rayleigh number, with
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experimental results reported by Nansteel and Grelf (1984) are shown in
Figure 5.1.2. The thermal boundary crnditions used in the computation
are the same as those in the experiment. Since the cell size is
restricted by the number of grids, the parameter wn/'d, which is 0.25 in
numerical calculation, does not match the value 0.093 adopted in the
experiment performed by Nansteel and Greif (1984). However, it was found
in their experiment that the door width has little influence on the
inter-zone heat convection rate. For example, the inter-zone convective
heat transfer rate for the case with wosw was only 5% higher than that
with wD/w = 0.093 when the door height is 3/4 of room height.

Figure 5.1.2 shows that in the relatively high Rayleigh number
region (Ra'_>3x10u). the computed Nusselt number is slightly higher than
the projection of the correlation line obtalned by Nansteel and Grelif,
and slightly lower than the experimental data obtained by Weber. In
the region of RaL<.’3x10u, the predicted Nusselt number is slightly lower
than experimental data obtained by Nansteel and Greif. The k-e& model
combined with the wall function method, although applicable 1in the
reglon that the experiment covers, may not give good predictions of heat
flux from walls when the Rayleigh number 1is relatively low. The
low-Reynolds-number k~¢ model of turbulence would be more suitable to
predict the natural convection phenomena in buildings. However, with
low-Reynolds-number k-& model, a much finer mesh system near walls is
required; such a mesh calculation would require excessive central
memory.

In general, the agreement is satisfactory between computed values of
Nu and the experimental data obtained by Nansteel and Greif, and by

Weber.
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For a further validation of the numerical model with natural
convection study, the predicted velocity distribution at the center of
the door opening 1is compared with the experimental measurements
conducted by Lieman (1990). The experiment was carried out in a
full-scale alr-filled enclosure under a natural convection condition.
The two-zone enclosure used in the experimental study has a dimension of
LxWxH=6.3mx3. 1mx2.5m. A partition is placed at the middle of the room
length with a centrally located door opening (1.85m height and 0.77m
width). There is a step of 0.08m height on the floor of the door
opening. The thickness of the partition is 0.07m. The isothermal

boundary conditions for walls, ceiling and floor are:

T=11.7°C T = 17.93°C
W E
[ (-3 .
T,= 17.32°C T= 17.20°C
(] (-]
T = 17.10°C T=16.71°C

Figure 5.1.3 shows the velocity distributions at the center of the
door opening obtained by experimental measurement and numerical
computation. Discrepancy is observed in the low region of the door
opening. This is probably due to the 0.08m step on the floor of the door
opening which is neglected in the computation since it is too small to
be considered in the mesh system adopted. In the remalning part of the

door opening, the predicted velocity distribution is in good agreement

with the experimental data.
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5.1.4 Results

Figure 5.1.4 1llustrates the flow patterns in a room divided by a
partition having a centrally located door opening with hD/H=0.75 and
wD/H=0.25. The air near the floor at z/H=0.0625 moves from the cold zone
into the hot zone. At the height 2z=0.3125H, the air in the hot zone
starts changing the flow direction from the hot wall towards the cold
wall, while the air in the cold zone still moves towards the hot zone.
The horizontal counterflows interact in the hot =2zone. A similar
phenomenon occurs in the c<old zone at the height about 2z=0.5625H. Figure
S.1.4e shows that the neutral levels in the hot and cold zones are not
at the same height. In the hot zone the neutral level (for the section
of y=0.5625W) is at about 2=0.3125H while the neutral level in the cold
zone for the same section is at about z=0.625H. This phenomenon may be
explained as follows: in the hot zone, the velocities in the x direction
near floor are higher than those in the upper part of the hot zone (see
Figure 5.1.4e). The acceleration of the horizontal flow near the floor
as it passes through the aperture from the cold zone into the hot zone
is attributed to the three-dimensional characteristic of the air flow
and the boundary-layer type of the flow. In order to satisfy the mass
continuity equation, the flow area for the reverse velocities in the
upper part of the hot zone must be larger. Thus, the neutral line is
pushed downwards. In the cold zone, the velocities in the x direction
near celling are higher than those in the lower part of the cold zone,
Thus, the neutral level in the cold zone rises. At the height 2z=0.8125H
(Figure 5.1.4d) the flow is completely divided by the door soffit. The

alr in the hot zone has a slow vortex motion, while the warm air, after
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entering the cold zone, flows quickly along the celling. There is a
reglon of recirculation in each of the partition corner in the cold
zone.

Figure 5.1.5 demonstrates the flow patterns, in x-z plane at
y=0.5625W, for centrally located door opening with five door heights
(i.e h=0.5H, 0.625H, 0.75H, 0.87S5H and 1.0H ). For the cases of WH
lower than O0.875, there exists a weak clockwise recirculation region
near the celling of the hot zone which was also observed by Nansteel and
Greif (1984) and Neymark et al (1988). This recirculation flow does not
make significant contribution to the convective heat transfer across the
door. Thus, the active area for convective heat transfer from hot wall
is decreased when the door height 1is decreased. It results 1in a lower
Nusselt number, NuH, as shown in Figure 5.1.6.

To examine the effect of moving aperture in the y direction on the
Nusselt number, the door size is kept wunchanged at h/H=0.75 and
wD/U=O. 25 with the partition located at the middle of the room. The
computed results, shown in Figure 5.1.7, indicate that the heat transfer
rate increases slightly with the door moving along the y direction from
the center towards the side-wall. This result could be understood by
examining Figures 5.1.8 through 5.1.10. Moving the door location from
the central position at yD/W=O.5 towards the side-wall at yD/H=O.875
produces a counter-clockwise vortex flow in the hot zone and a clockwise
vortex flow in the cold zone. The vortex flow patterns are different at
various elevations, as shown in Figures 5.1.8 through 5.1.10. For
example, consider the case of the door located at y%/w=0.875: at the
plane of z/H=0.0625 (Figure 5.1.8d), a vortex flow is seen in the hot

zone at the front corner of the partition. This vortex moves along the
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partition towards the opening when the horizontal plane moves up to
z/H=0.3125 (Figure 5.1.9d). At the plane z/H=0.8125 (Figure 5.1.10d),
where two zones are completely separated by the door soffit, two
separate recirculation flows exist in both regions: a large one in the
ot zone and a small one in the cold zone. It can be seen that due to
the vortex flow, the velocity component, v, increases near both hot and
cold walls, which leads to a favorable convective heat transfer rate.

To examine the effect of the partition location on the convective
heat transfer, the door size (hD/H=0.75 and wn/w=0.25) and its position
in partition (yD/H=0.5) remain unchanged. Figure 5.1.11 shows the air
velocity vectors in the x-z vertical planes for three locations of the
partition at xD/L=0.2857, 0.5 and 0.7143. It can be seen that when the
partition moves apart from the central position of the room, there is a
redistribution of the two vortex flows in the hot and cold zones.
Figures 5.1.12 through 5.1.14 present the air velocity vectors in the
x~y horizontal planes ai z/H=0.0625, 0.3125, and 0.8125, respectively,
for the same three locatlons of the partition. The flow patterns are
symmetric to the door opening. It seems that the change of the flow
patterns at different partition locations does not significantly affect
the computed convective heat transfer rates across the doorway.

The computed convective heat transfer rates across the doorway
represented by the ratio of Nuﬂ/ Nu;, where Nu; refers to the Nusselt
number for the centrally located partition, as a function of xD/L are
plotted in Figure 5.1.15. It shows that the heat transfer rate is not
sensitive to the change in the partition location.

The vertical temperature distributions in the x-z plane at different

locations along the x-axis for the case of yD/W=O.5 and hD/H=O.75 are
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plotted in Figure 5.1.16. The vertical temperature variation adjacent
the hot wall (curve 1) is larger than that adjacent the cold wall (curve
4). The temperature in the upper part (z/H > 0.75) near the hot wall
increases rapidly bscause of the clockwise recirculation in this region,
which is separated from the cold zone by the door soffit. The heat in
this region is less likely to be transferred through the opening into
the cold zone by convection. In the hot zone the temperature near the
partition at x/L=0.4643 in the region from z/H=0.33 to z/H=0.83 is even
higher than those near the hot wall. It is due to the air coming from
the upper part of the door opening in the hot zone and from both
side-walls in the y direction, where the temperature is higher than that
at x/L = 0.0375 and from z/H = 0.33 to 0.83. In the cold zone, for the
similar reason, the temperature near the door opening (curve 3) in the
range from z/H=0.12 to z/H=0.37 is lower than that adjacent to the cold
wall (curve 4). These phenomena can be observed only 1in the
three-dimensional airflow modeling.

The unit of the maximum velocity vectors shown in the Figures 1is

meter per second.

5.1.5 Conclusions

The effects of the door height and location, and the partition
location in a room on the airflow pattern and the inter-zone convective
heat transfer rate are investigated by the numerical model.

For two-zone enclosures in which two end-walls (parallel to the
partition) maintain different isothermal temperatures while the other

boundaries are well insulated, one may draw the following conclusions:
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(1) The airflow pattern is very sensitive to the change in the
door
height and its location 1n the partition and to the change in the
partition locatlion.

(2) The heat transfer rate is sensitive to the change in the door
helght and its location on the partition, but not sensitive to the
change in the partition locatlion.

(3) The neutral level of the velocity (velocity in the x direction

is zero) in the hot zone is lower than that in the cold zone.

5.2 Three-dimensional Analysis of Airflow Pattern and Contaminant

Dispersion in a Ventilated Two-zone Enclosure

Outline

The pattern of an isothermal air flow caused by infiltration and
ventilation in a two-zone enclosure is investigated. The two zones are
separated by a partition with a door opening. Two types of boundary
conditions for air supply are considered: 1) the outside air uniformly
infiltrates through an end-wall parallel to the partition into the
enclosure and leaves through a ceiling-mounted exhaust opening; and 2)
the ventilation air flows into the enclosure through a rectangular
supply opening near the floor on an end wall parallel to the partition,
and leaves the enclosure through a exhaust opening on the ceiling. For

each type of the boundary conditions, two different exhaust opening
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locations, each with three door positions, are studied. Contaminant
concentration distributions for different cases are also presented to
illustrate the influence of the flow pattern on the removal of the
contaminant generated in one of the two zones. The results show that the
location of the door not only guides the direction of the air movement
but also affects the strength of the air circulation in the downstream

zone, while the upstream zone is less influenced.

5.2.1 Problem description

An enclosure having the same geometrical configuration as described
in natural convection study is used here. The difference between the two
enclosures is that the one used in the present study has openings of air
supply and exhaust on a wall and the ceiling as illustrated in Figure
5.2.1. Two types of boundary conditions for air flow are considered. In
the first type, the outside air uniformly infiltrates into the enclosure
through wall W, at a velocity of 0.01 m/s, and leaves the enclosure
through a rectangular exhaust opening placed on the celling. In the
second type, the fresh air flows into the enclosure through a
rectangular supply opening located on wall W, and leaves the enclosure
through the exhaust opening on the ceiling. The air velocity at the
supply opening is taken as 2.0 m/s (5 ach). A contaminant source with a
constant emission rate (assumed unity) is placed at the height of z./H =
0.125, right under the exhaust opening for all cases.

The dimensions of the supply, exhaust and door openings are listed
in Table 5.2.1. In this study, these dimensions remain unchanged. The

locations of the partition and the supply opening are also fixed for all
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cagses, while the exhaust opening and the contaminant source are placed
in 2zone A and zone B respectively as gspecified in Table 5.2.2.

In order to simplify the problem, the following assumptions are
made: 1) The thickness of the partition is relatively small compared to
the length of the enclosure and may be neglected; 2) The buoyancy force
in a ventilated enclosure has a negligible effect on the flow field and
may be neglected; 3) the contaminant source is considered to be a point
source, namely, it does not have any physical volume; 4) The contaminant
emission rate is relatively small compared to the air infiltration rate
and to the ventilation airflow rate, and, therefore, may be neglected;
and 5) a one-phase flow is assumed in this study, that is, both the air
and the contaminant have the same velocity.

Generally speaking, the air flow in a ventilated enclosure 1is
turbulent. In this study, the Reynolds number, Re, is over 3.6x10‘ with
ul=2.0 n/s, therefore, the flow is turbulent (Gosman et al., 1980). With
the isothermal flow assumption, the governing equations for this problem
are relatively simple. There is no need to solve the energy equation.
The conservation equation for the contaminant concentration does not
affect the solution of wvelocities and turbulent properties. It is a
passive variable, and may be solved after the convergent flow fleld is
achieved. The variables to be solved are u, v, w, ¢, k, and e,
respectively.

The boundary conditions are as follows:

For wall W with infiltration:
Uu=u (5.2.1)

v=w=20 (5.2.2)
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k =0 (5.2.3)

c=0 (5.2.4)

The zero turbulent energy is taken at the infiltration wall. It is out
of the consideration that a uniform air infiltration through the wall is
similar to air flowing through a filter. For such a case, the turbulence
would be very small.

For the supply opening (the second type only),

u=u (5.2.5)
v=ws=0 (5.2.6)
kK = k=3 u ( where u =0.05 u ) (5.2.7)
1 2 ¢ £ 1
- 1.5
€ =¢g-= Cu kI /1 (5.2.8)
c=0 (5.2.9)

and for the exhaust opening,

Wo=wos uIFH W/AE for the first type of alr supply
(5.2.10)
W= wE = uIAI/AE for the second type of alr supply
(5.2.11)
u=v=0 (5.2.12)
= = . . 3
c =c e/(puAE) (5.2.13)
% -0 (5.2.14)
8z
ge constant (5.2.15)
éz
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At the other solid surfaces,

u=v=w=0 (5.2.16)
k=0 (5.2.17)
c=0 (5.2.18)

5.2.2 Numerical treatment

The numerical computation is performed on 20x14x14 uniform control
volumes. The air velocities at the supply and exhaust openings are
considered to be uniformly distributed over the entire areas of the
openings. The wall function method is employed for the grid nodes near
all solid surfaces. However, there is an exception for the first type of
the air entering condition: wall W, because, with the air penetration,

the boundary layer near this wall does not exist.

5.2.3 Results

Two types of the ailr entering conditlons, as described above, are
considered. For each type, six cases with different exhaust and door
opening locations are examined. A total of twelve cases studied are
listed in Table 5.2.2.

It should be noted that in the classification of the cases, the
first number denotes the type of air entering condition; the following
capital letter indicates the zone where the exhaust opening is placed,
and the last number represents the location of the three different door

positions.
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5.2.3.1 First type of air entering

For the first type, the outside air enters the enclosure through

entire wall W in zone A by uniform infiltration.

Exhaust and Contaminant Source in Zone B (xE/L=0.75. ys/w=0.71):

Figure 5.2.2 indicates that in zone A, the alr flow is nearly
one-dimensional and uniform, regardless of the location of the door
opening. Only in the region near the partition the velocity component in
y direction becomes comparable with that in x direction.

In zone B, however, the air flow pattern is obviously dependent on
the position of the door. In case 1B-1 (Figure 5.2.2a), the air in zone
B forms a large anti-clockwise vortex, centering about the exhaust
opening. This vortex occupies the entire area of zone B. In case 1B-2
(Figure 5.2.2b), there exist two large circulations in 2zone B, one
clockwise at the south-east corner, and the other anti-clockwise at 'the
north-east corner. In case 1B-3 (Figure 5.2.2c), the door opening at
yﬁﬁw = 0.75 ls closer to the exhaust opening. The air, after passing
throvgh the door opening, would be expected to have a short way to leave
the enclosure through the exhaust opening, and consequently the air
movement in zone B would become weaker. However, in comparing Figure
5.2.2c with Figure 5.2.2a, there is no significant decrement of the alr
movement in zone B. The alir still travels the entire region of zone B
before leaving. A large, clockwise circulation appears in case 1B-3.

Figures 5.2.2d and 5.2.2e present the contours of the contaminant
concentration in the horizontal plane at z/H=0.63 for cases 1B-1 and
1B-3 respectively. Following the path of the air movement, the contours

of contaminant concentration are also in circulation forms. In case
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1B-3, the source position is located at the upstream region (close to
the door opening), and the contaminant is directly diluted by the fresh
air, and removed away through the exhaust vent. Thus, the average

concentration in Figure 5.2.2e is lower than that in Figure 5.2.2d.

Exhaust and Contaminant Source in Zone A (x:/L-O. 19, y:/wso.71):

Generally speaking, the outside air is not llikely to constantly
infiltrate into a building in a fixed direction. In order to examine the
flow pattern subject to the air infiltration in the opposite direction,
instead of changing the direction of the air infiltration, we simply
move the exhaust opening from zone B to zone A.

Figure 5.2.3a demonstrates the velocity vectors for case iA-1 in the
vertical plane at y/W=0.17. Figures 5.2.3b, c, and d demonstrate the
velocity vectors in the horizontal plane at z/H=0.38 for cases 1A-1,
1A-2, and 1A-3, respectively.

From Figures 5.2.3b, ¢ and d, it can be seen that in zone A, the alr
flow pattern and the magnitude of the velocity are not significantly
changed by varying the position of the door opening. The explanation of
this is that, in a steady state, the location of the exhaust opening ls
more responsible for controlling the air movement in zone A than that of
the door opening because of the mass continuity. It 1s seen that only a
small portion of the infiltrating air has the chance of golng to Zzone B
through the door opening while the rest of the alr forms a vortex in the
northern region in zone A. Thus, the velocity in zone B is relatively
low.

Figure 5.2.4a shows the distribution of the contaminant
concentration in the horizontal plane at z/H=0.38 for case 1A-3. In this

case, the contaminant source (xs/I..=0.l9. ys/h'=0.71) and door opening
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(centered at yb/w=0.75) are very close to each other, and the
contaminant seems to have a higher probability of moving into zone B.
However, the contaminant dispersion is restrained by the air vortex in
zone A (refer to Figure 5.2.3d), therefore the contaminant can hardly
enter zone B. In Figures 5.2.4b and 4c, it is noticed that the contours
at the plane of z/H=0.96 for cases 1A-3 and 1A-1 are almost the same.
This is attributed to the similarity of the flow patters in these two

cases.

5.2.3.2 Second type of air entering

For the second type, the ventilation air enters the enclosure
through the supply opening, whose position is fixed on wall W near the
floor (yx/w=0.13, zx/H=0.042) for all cases. The exhaust opening and the
contaminant source are placed either in zone B (cases 2B-1, 2B-2 and

2B-3) or in zone A (cases 2A-1, 2A-2 and 2A-3).

Exhaust and Contaminant Source in Zone B (xE/L=0.75. yt/w=0.88):

Figure 5.2.5 illustrates the velocity vectors for cases 2B-1, 2B-2
and 2B-3. In zone A, the flow pattern does not show much difference
with the variation of the door position (Figures 5.2.5a, ¢ and d). An
anti-clockwise air circulation in zone A is observed. The center of the
circulation moves towards wall W as the horizontal plane rises to
z/H=0.96 (Figures 5.2.5a and b).

At the horizontal section 2/H=0.29, the air vortexes in zone B are
all clockwise regardless of the change of the door position.

The distributions of the contaminant concentration of case 2B-1 for
different horizontal levels are presented in Figures 5.2.6a, b and c. At

the lower level, 2z/h=0.13, the contaminant has not yet been widely
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spread. When the horizontal level rises to z/H=0.29 or above, the entire
area in zone B is polluted. In case 2B-3 (Figure 5.2.6d), the
contaminant concentration in the region near the partition 1s higher
than that in case 2B-1, because the source is at the upstream, and the
air flowing into zone B is already contaminated before reaching the

region near the partition.

Exhaust and Contaminant Source in Zone A (xt/L-O. 19, y E/U=0.88):

Figures 5.2.7a, c and e present the flow patterns at the horizontal
section of z/H=0.29 for different door locations when the source and the
exhaust opening are placed in zone A. It is seen that in zone A, the
airflow forms an anti-clockwise vortex, and the flow pattern 1s almost
not affected by the change of the door location. This phenomenon 1s also
supported by Figure 5.2.7b and d. They show that the airflow in the
vertical section at y/W=0.88 for case 2A-1 and 2A-3 are very much alike,
even though Figure 5.2.7d contains the door opening, while Figure 5.2.7b
does not.

In zone B, which is no longer an active zone, the air velocity is
significantly reduced. For case 2A-1, since the door is not as close to
the exhaust opening as the other two cases, the effect of the suction
from the exhaust on the air movement at the door opening is not strong.
It makes the air easier to enter zone B. As a result, the alr movement
in zone B is relatively strong in case 2A-1.

Figure 5.2.8a 1illustrates the contours of the contaminant
concentration at z/H=0.29 for case 2A-1. As described above, for case
2A-1, more air with contaminant has the chance flowing into zone B,
therefore the contaminant concentration in zone B for this case is

remarkably higher than that in case 2A-3 (Figure 5.2.8b). Figures 5.2.8b
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and 5.2.8c show the contaminant distributions of case 2A-3 at two
horizontal levels. At the lower level z/H=0.29, zone B is almost free of
contaminant. However, at the higher level z/H=0.96, where the two zones
is completely separated by the door soffit, there are some contaminants

accumulate in the region near the ceiling of zone B.

5.2.4 Validation of forced convection

In forced convection studies, since there is no experimental data
avajlable, a comparison of the results predicted by this numerical model
with those computed by Chen (1990d) through PHOENICS code was carried
out (Jiang and Haghighat, 1990).

The configuration in the compared case is similar to the one shown
in Figure 5.2.1 (second type of air supply with exhaust located in zone
B), except that the door is located at yD/U=0. 83 near the northern wall,
and the ventilation flow rate at supply opening is 1m/s. The contaminant

source is placed in zone A at
x /L = 0.25 y /M = 0.46 z /H = 0.46.
| ] | ] s

The velocity distributions in two vertical sections at the door
opening predicted by this model and by PHOENICS code are presented in
Figure 5.2.9.

For two-zone enclosure, the door opening can be consider as an
exhaust for upstream zone and as a supply for down-stream zone.
Therefore, the velocities at the door opening are crucial, and are
chosen for comparison.

The overall contaminant concentrations in zones A and B are also
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compared, and listed as follows.

Average contaminant concentration in each zone

zone A zone B
predicted by the present model 10,212 9.929
predicted by PHOENICS code 10.023 9. 588

From above list and Figure 5.2.9, it is seen that the agreements of
both the velocity distributions and the average contaminant
concentrations in each 2zone computed by this numerical model and by

PHOEMICS code are very good.

5.2.5 Conclusions and discussion

The effects of the door location on the air flow pattern and on the
contaminant dispersion induced by natural infiltration and mechanical
ventilations In a two-zone enclosure are investigated. The door locatlon
not only guldes the direction of the air flow, but also affects the
strength of the air circulation. The flow pattern and the contaminant
dispersion in the two-zone enclosure demonstrated in this case study can
be summarized as follows:

{1) The air flow pattern in the upstream zone, zone A (where elther
the air infiltration or the mechanical ventilation supply takes place)
is not significantly influenced by the door location, while in the
downstream zone, zone B, both the direction and the magnitude of the air

circulation are dependent on the door location.
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(2) When the exhaust opening and the contaminant source are located
in the upstream zone, a partition combined with a local exhaust can
efficiently prevent the downstream zone from being contaminated if the
door opening is properly arranged. In the upstream zone, the contaminant
may be lowered by a proper arrangement of the supply and exhaust
openings.

(3) When the contaminant source is in the downstream zone, the door
location significantly affects the distribution of the contaminant
concentration 1in this 2zone. The positions of the exhaust, the
contaminant source, and the door opening should be carefully planed to
reduce the contaminant concentration in the downstream zone. A
reasonable arrangement can be achieved from the comprehension of the air
movement.

In this study, the temperature distribution is not considered, and
the buoyancy effect is not taken into consideration. The buoyancy term
must be added into the momentum equation whenever a contaminant source
is also a heat source, such as a stove in a kitchen. For the cases of
the first type of the air entering condition, the infiltration through
the wall 1is assumed to be uniform. It may not be met in practice.
However, as long as the velocity of the infiltration air can be
considered to be one-dimensional, this assumption will not make a
significant difference in the flow pattern and in the contamlnant
distribution.

The results obtained from this study have a practical relevance, and
give a clear picture and qualitative information about the ventilation
alr circulations and the contaminant distributions in two-zone

enclosures.
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5.3 Influence of Air Infiltration on Isothermal Ventilation Airflow and

Contaminant Field in a partitioned enclosure

Outline

The influence of air infiltration on the isothermal airflow and the
contaminant distribution 1in a ventilated two-zone enclosure are
examined. The direction of the infiltration airflow is considered to be
in the opposite direction of the air velocity at the ventilation supply.
The enclosure and the layout of the openings are the same as the one
used in section 5.2 except that the exhaust opening and the contaminant
source are fixed in zone B. The infiltration air flows uniformly into
zone B (infiltration =zone) through the end-wall opposite to the
supply-located wall, and leaves through the exhaust. Three different
values of air infiltration rate are considered. In the analysis of the
combined influence of door opening position and infiltration on the air
movement, the door opening is placed at three positions, namely,
yb/H=O.167, 0.5 and 0.833 respectively. The results indicate that a
local exhaust will effectively 1limit the transportation of the
contaminant from the infiltration zone into the ventilation 2zone, and
the effect of the infiltration on the contaminant migration into the
ventilation zone may be negligibly small, if the door opening and the

exhaust are properly placed.

5.3.1 Problem description

This case study is a continuation of the study in the last section.

The purpose of the present case study is, (1) to examine the effect of
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the air infiltration on the isothermal airflow and the contaminant
distribution in a ventilated two-zone enclosure, and (2) to investigate
the effect of the door position on the contaminant migration in the
ventilation zone, zone A. In Figure 5.2.1, Wall E is considered to be an
exterior wall through which outside air uniformly infiltrates into the
enclosure. The sizes and positions of the door, the supply and exhaust
are listed in Table 5.3.1.

When there is no air infiltration from wall E into the enclosure,
zone A is almost free from the contaminant, because the contaminant
source is located in zone B, the downstream zone of the ventilating
airflow. However, when the air infiltration takes place at wall E, the
contaminant may be blown into zone A by the infiltrating air, if the
infiltration airflow is large enough in comparison with the ventilatlon
airflow. In this case, a counterflow would appear at the door opening.
It may be expected that, for different door locations, the effect of
infiltration airflow on velocity distribution at door opening |is

different.

5.3.2 Results

5.3.2.1 Effect of air infiltration rate .. airflow pattern and
contaminant distributions

In order to examine the effect of the infiltration on the airflow
patterns, three air infiltration velocities, l&r= 0.005 m/s (1.8 ach),
0.01 m/s (3.6 ach) and 0.03 m/s (10.8 ach), are considered, whlle the
ventilation air veloclty is kept at U1= 1.0 m/s (2.5 ach), and the door

position is fixed at yD/w = 0. 167.
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Figure 5.3.1 illustrates the airflow pattern at the vertical section
y/W=0.46 where the airflow is blocked by the partition. The flow
patterns in zone A do not seem to be quite different although the alr
infiltration flow rate at wall E in zone B increases considerably
(Figures 5.3.1a through 5.3.1c). In zone B, the increment of the alr
infiltration results in increment of area having one-dimensional
tendency. This 1is attributed to the uniform and one-dimensional
infiltration assumption. When lkr increases to 0.03 w/s, infiltration
air flow dominates in zone B, and the air vortex area 1s significantly
restricted by inflltration air flow (Figure 5.3.1c).

The velocity vectors 1in two horizontal sections, 2/H=0.29 and
z/H=0.79, are shown in Figure 5.3.2. The ailrflow pattern and the
strength of the air circulation in zone A are sinilar for the two
different infiltration rate as in the vertical section. It means that
the infiltration exerts little influence on the air movement in zone A.
In zone B, the effect of the infiltration is not apparent at the lower
section, z/H =0.29. Since the supply is located at lower position, the
momentum of the ventilation flow at the lower sectlon 1is larger than
that of infiltration, despite the total flow rate by infiltration is
close to that by ventilation. When the horizontal plane rises to
z/H=0.79 (Figures 5.3.2c and d), the influence of the ventilation flow
on the flow pattern becomes smaller than that at section z/H=0.29, while
the momentum of the infiltration flow keeps the same as that at lower
section. The air movement for the case with l&r=0.03 is seen to be
completely dominated by air infiltration as shown in Figure 5.3.2d.

Corresponding to Figure 5.3.2, Figure 5.3.3 presents the

distributions of the contaminant concentration in the horizontal
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gections, 2/H=0.29 and 0.79. As described earlier, at the section z/H
=0.29, where the infiltration momentum is small in comparison with the
ventilation momentum, the contaminant dispersion at this section is
mainly controlled by the ventilation airflow. Therefore the increment of
the infiltration from U"p0.0I ts 0.03 does not cause a big difference
in the contaminant concentration distribution as shown in Figure 5.3.3a
and b. However, at the higher level, z/H=0.79, where the infiltration
prevalls over the ventilation flow, the average contaminant
concentration with L&r= 0.01 is higher than that with erc 0.03 in both
Zones.

The distributions of the air velocity component in the x direction
at the axls of the door opening for the three infiltration velocities
are shown in Flgure 5.3.4a. Since the supply is located near the floor,
air movement caused by ventilation is relatively strong at the lower
part of the door opening,and the infiltration airflow cannot compete
with it. At the upper part of the door opening where the airflow caused
by the ventilation becomes relatively weak, the resultant wvelocity
component in the x direction has a negative value. This indicates that
the airflow induced by the infiltration has a chance to enter zone A.
When the inflltration flow rate increases, the negative velocity at the
upper part of the door opening becomes larger. To ensure the mass
balance, the positive mass flow rate at the lower part of the door
opening must increase.

The average contaminant concentrations in each =zone with the
different air infiltration rate from wall E are presented in Table
5.3.2. It indicates that the increment of the air infiltration rate

lowers the average concentration in both zones.
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5.3.2.2 Effects of door position on airflow pattern and contaminant
distribution

To investigate the effects of the door position on the airflow
pattern, three door positions, yn/w-o. 167, 0.5 and 0.833 are examined.
The velocity of the ventilation air at supply opening remains 1.0 m/s.
The infiltration air velocity 1is teken as 0.03 w/s to model an
extremely strong infiltration.

The airflow patterns at the vertical section, y/W=0.46, for the
three door positions are illustrated in Figure 5.3.5. In zone A, there
exist two vortex flows, a large clockwise vortex flow is near the center
of the lower part of zone A, and a small counter-clockwise vortex flow
is at the upper-right corner. The infiltration action in zone A can
hardly te seen, and the flow pattern is not sensitive to the position of
the door opening. However, the velocity level in zone A is lower <hen
the door opening 1is at yD/V=0. 167, and the action of ventilation airflow
in lower area of zone B is stronger than the other two cases. It is
because that the ventilation air is easier to enter zone B in this case
than in the other two cases.

Figures 5.3.6 and 5.3.7 demonstrate the flow patterns at the
horizontal sections, z/H=0.29 and 0.79 respectively. In Figures 5.3.6b
and 5.3.6c, since the door openings are away from the supply, the
circulation in zone B is relatively weaker that that in Figure 5.3.6a,
the infiltration airflow seems to dominate the flow fleld, and the flow
patterns are similar. In Figure 5.3.6a, the infiltration effect is less
strong for the reason explained earlier.

At the section 2z/H=0.79, where zone A and zone B are completely

separated by the door soffit, the effects of door position on flow
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pattern can be seen neither in zone A nor in zone B. The ventilation
flow is dominant in zone A, while in zone B, the infiltration flow is
more pronounced.

The contaminant concentrations corresponding to Figure 5.3.6 are
1llustrated in Figure 5.3.8. Once again, it 1e observed that the
concentration distributions in Figures 5.3.8b and c are similar fornm,
and that the zone A 1s almost free from being contaminated in the two
cases. The contaminant concentration in zone B presented in Figure
S.3.8a is higher than those in Figures 5.3.8b and ¢, and there is a
small portion of the contaminant migrated into zone A from zone B.

The distributions of the velocity component in the x direction at
the axis of the door opening under the infiltration velocity 0.03 m/s
are presented in Figure 5.3.4b for two different door locations. With
the centrally located door opening, the velocity component in the x
direction is more uniform than that with the door opening close to the
northern wall and close to the exhaust opening. The suction at the
exhaust causes a low pressure, which acts as a sink term for the
momentum equation in the x direction. Comparing Figure 5.3.4b with
Figure §5.3.4a, for the same infiltration flow rate, there is a
counter-airflow from zone B to zone A only when the door opening 1s at
yb/w=0.167. The reason may be as follows. The exhaust is closer to the
door opening when yD/W 1s equal to 0.5 or 0.833, thus, the influence of
the suction at exhaust opening would be stronger in these cases than in
the case with yn/w = 0.167. It enhances the air movement from zone A to

zone B.
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5.3.3 Conclusions

The infiltration effect on the ventilation airflow is examined by
nurerical simulation. The infiltration flow rate varies from 0.06m/s to
0.36 mP/s. while the ventilation flow rate and door position are fixed.
The door position effect on the flow pattern and contaminant dispersion
is investigated by placing the door opening at yD/H=0.167, 0.5 and
0.833 respectively. For a two-zone enclosure with a layout similar to
the one being studied, the conclusions may be summarized as follows:

(1) When the ventilation air is introduced into zone A and released
from zone B, the inflltration flow from the end-wall of zone B does not
affect the airflow in zone A significantly, even if the inflltration
flow rate 1s higher than the ventilation flow rate. It is because that,
with the assumption of alr infiltration uniformly distributed on entire
wall E, the momentum of the infiltration flow is much smaller than that
of the ventilation flow.

(2) The flow pattern in zone B is more sensitive to door opening
location than that in zone A. This 1is due to the effect of the local
exhaust system placed in zone B, which weakens the infiltration air flow
before it reaches the door opening.

(3) When there is a local exhaust above the contaminant scurce and
when the door opening is properly placed, the chance for contaminant in
the infiltration zone to be transferred into the ventilation zone can be
greatly reduced.

{4) The increment of air infiltration rate could lower the average
contaminant concentration in both zones.

In the attempt to make a reasonable overall arrangement with the
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openings of the supply, exhaust and door, it is obvious that detailed
information about the airflow pattern and contaminant distribution is
required when the ventilation airflow is affected by the infiltration.
The results predicted give a clear picture and qualitative understanding
on the infiltration influence on the airflow pattern in a ventilated,

partitioned enclosure .

5.4 Investigation on Ventilation Effectiveness in a Two-zone Enclosure

Outline

The contaminant transportation and the air age distribution in a
ventilated two-zone enclosure are investigated. The alr age distribution
under variable positions of the door, supply, and exhaust are compared
for a ventilation rate of 2.5 ach. Correlations between the average
contaminants in each zone and each of the main parameters, such as the
door location, supply and exhaust positions, are illustrated in terms of
diagrai's, and the average air ages in both zones are shown as a function
of the door position. It is found that the average air age in the
upstream zone is less affected by the door position than that in the
downstream zone, and that the door position near the side-walls gives a
better air circulation. It is also found that the positions of supply
and door positions affect the contaminant concentration in zone A
significantly, while the exhaust location has 1little effect on the

average concentration in both zone A and zone B.
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5.4.1 Problem statement

The two-zone enclosure used in this case study has the same size and
configuration as that used in previous case studies. The dimensions of
the openlings are also the same as shown in Table 5.2.1, but with a
different arrangement of the openings as presented in Table 5.4.1.

A contaminant source having a unity emission rate is placed in zone
A. The contaminant is removed by the ventilation air supplied to zone A,
passing through the door opening, and leaving the enclosure through the
exhaust opening in zone B. The amount of the contaminant remained in
each of the zones will be affected by the locations of door, supply, and
exhaust. Thus, the average contaminant concentration in each zone may be
used as an indicator of the ventilation effectiveness..

The purpose of this investigation is twofold: (1) to examine the air
age distribution in the ventilated partitioned enclosure with a door
located at the middle of the partition; and (2) to investigate the
effects of the location of the door, supply, and exhaust on the
contaminant removal in each zone.

To accomplish the second purpose, various positions of the door,
supply, and exhaust are used in computation. The door and supply are
moved in the y direction to five different positions. The change of the
exhaust location is in the x direction within zone B. Note that when one
parameter is changing, the other parameters remain fixed as in the basic
model shown in Table 5.4.1.

The ceiling, floor and walls are considered to be well insulated,
therefore an 1isothermal airflow could be assumed. It iIs also assumed

that the thickness of the partition is negligibly small in comparison

91




with the length of the enclosure. The air velocity at the supply opening
i1s considered to be 1.0m/s. It provides a ventilation rate of 2.5 ach.
For the basic model described in Table 5.4.1, the average contaminant,
with five different ventilation rates are computed as well.

When the perfect mixing cannot be expected, a proper description of
the transport properties of a ventilation system is required. That is
so-called the effectiveness of the system. It is usually measured by its
capabllity to provide fresh air uniformly and remove the contaminant
within an enclosure. Thus, the freshness of the air in a ventilated
enclosure may be taken as an indicator of the effectiveness of the
ventilation system. Sandberg and Sjoberg (1983) introduced the concept
"age of air" to assess the average ventilation system performance. The
age distribution provides useful information about the unif ormity of the
alr freshness within an enclosure.

The local mean age of the air at an arbitrary point is defined as
the time, 7, that has elapsed (on average) since the molecules passing
this point entered the enclosure. There are two methods determining the
local mean age numerically (Davidson and Olsson, 1987): (1) Step-up, at
time t=0, a fraction of the supply air is labelled with contaminant. The
contaminant concentrztion at each point is computed for each time-step.
(2) Step-down, fresh air is supplied into an enclosure which is
initlially filled with a uniform concentration of contaminant. The decay
of concentration at each point 1is computed for each time step. In this
study, the Step-down method is adopted, and the local mean age of air is

determined in the following form .
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'l'p —-Et; f: CP(T) dt (5- 4. 1)

where S, is the initial contaminant concentration of the enclosure, and
cp(‘t) is the local concentration at time v, which is deterumined by its
own conservation equation. Actually, it is not necessary to carry out
the 1integration to infinity. The transient concentration decays

exponentially in the form of

c.:('!:)/co = exp(-At) (5.4.2)

Therefore the computation can stop when the decay slope reaches a
constant value at time T and the rest of integration can be calculated
through c(t)/(tho) (Davidson and Olsson, 1987).

The average alr age of each zone is calculated as

T= fray (5.4.3)
V “vp

where V represents the volume of a zone.

5.4.2 Numerical treatment

A 20x14x14 mesh system is used. The iteration number used to compute
the transient concentration at each time step in Equation (5.4.1) is 25,
while 20s of time is taken as one time step. Atr=15s and 25s are also
tested for comparison. It is found that, with 25 iterations, there lis
not much difference between the resultant contaminant concentrations for
AT=155 and At1=20s. Therefore, it is unnecessary to take a time step less

than 20s.
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5.4.3 Results

The air age is normalized by a reference time ‘tn. the time needed to

replace the air in the enclosure;

- the volume of the enclosure
n the volume flow rate of supply air

Figure 5.4.1 lllustrates the air age distributions in the vertical
and horizontal sections for the case with the door at the middle of the
partition while the supply flow rate is 2.5 ach. The air age in zone A
decreases when the horizontal level rises from z/H=0.04 to 0.79, or the
vertical section moves from south, y/W = 0.13 to north, y/W =0.88. This
indicates that the air circulation at the lower level or in the southern
part of the zone is not as good as that at the higher level or in the
northern part. In zone B, the local air age at the lower level is
smaller than that at the higher level since the exhaust opening lis
located on the ceiling, where the air age is always higher than in other
areas. It is noted that in the region near the southern wall, the air
age in zone B is quite uniform.

Figure 5.4.2 demonstrates flow patterns and age distributions at the
vertical section y/W=0.13, for the door location at yD/w=0.17, 0.50 and
0.83 respectively. The flow patterns in the upstream zone, zone A,
strongly resemble each other, as observed in Haghighat et al (1990a). As
a result, the air age distributions in this zone are similar to each
other. The local age is increased from ceiling to floor. In the
downstream 2zone, zone B, the average air age in this section for
yD/H=0. 17 is lower than that for the other two cases. The reason is that

with door at yD/w=0.17. the vertical section crosses the door opening,
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so the air enters zone B more freshly, without traveling a long way in
this zone.

The flow patterns and the air age distributions at the horizontal
section near the floor, z/H=0.04, are shown in Figure 5.4.3. In zone A,
there is an increase in the local air age from the partition towards the
western wall in zone A for all the three cases. The average age of zone
A in this section rises when the door opening is moved from north to
south. This is due to the fact that the exhaust opening is located near
the northern wall, and the air in zone A is sucked into the exhaust with
less resistance when the door opening 1is close to the exhaust
(yD/H=D.83). In zone B, the local alr age increases from the partition
to the eastern wall for yD/H=O.17. In the other two cases, the air age
in the central areas is higher than that in the periphery, since the air
movement is in a rotation form.

The average air ages Iin the two zones for five different door
locations are presented in Figure 5.4.4. The average alr age in zone A
is much smaller than that in zone B for all the cases. In zone A, the
average air age decreases when the door opening is moved from the
position y/W=0.17 to y/W=0.833. In zone B, the average alr age has 1its
largest value when the door is located in the middle of the partition.
The average air age decreases as the door opening moves from the central
position towards the side-walls.

Figures 5.4.5, 5.4.6 and 5.4.7 1illustrate the average contaminant
concentrations in zone A and zone B as a function of the locations of
the door opening, supply, and exhaust respectively. Note that when one
parameter varies, the other parameters remain unchanged. In Figures

5.4.5 and 5.4.6, it is observed that the average concentration in zone B
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almost retains constant when the door position 1is moved along the
partition from south to north, or when the supply position is moved in
the y direction on the western wall. In zone A, however, the door and
supply positions do affect the average concentration in this zone. It is
due to the fact that (1) the supply location affects the air vortex
flows in zone A, and, therefore, the ability of the contaminant removal;
(2) although the door location does not affect the airflow pattern in
zone A significantly, the relative position between the contaminant
source and the door opening contributes to the contaminant removal. From
Figure 5.4.7, it can be seen that the change of the exhaust location on
the ceiling In 2one B does not seem to influence the average
concentration in zone A and zone B.

An Increase of the ventilation air flow rate results in the rapid
decrease of the average contaminant concentrations in both zones as
shown In Flgure 5.4.8. However, the average concentrations are not
inversely proportional to the supply airflow rate. When the ventilation
flow rate is higher than 4 ach, the decrease of average concentration
slows down. For the purpose of energy saving, an appropriate ventilation

rate for each ventilation system needs to be predicted.

S5.4.4 Conclusions

The airflow pattern, the contaminant removal, and the air age
distribution in a ventilated partitioned enclosure with various
arrangements of the door, supply and exhaust are predicted by numerical
simulation. For the two-zone enclosure examined in this case study, the
following conclusions are applied:

(1) The average air age in the upstream zone is much lower than that
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in the downstream zone.

(2) The change of door location influences average air age in both
Zones A and B.

(3) The average contamninant concentration in zone A is greatly
affected by the door location and by the supply 1location, but the
average concentration in zone B is not.

(4) The change of the exhaust location on the celling in zone B does

not seem to influence the average concentration in zone A and zone B.

5.5 Thermal Comfort and Indoor Air Quality in a Partitioned Enclosure

with Mixed Convection

5.5.1 Introduction

In a ventilated room, the buoyancy effect cannot be neglected if the
room is not well insulated or if there is a heat source (wvhich need not
necessarily be a stove or fire place—computers and occupants generate
heat constantly and can thus be so consldered). In this last instance,
the ventilation system functions not only to supply fresh air and remove
centaminants, but also to maintain thermal comfort for occupants.

Field studies (Thorshauge 1982 and Hanzawa et al., 1987) have
identified turbulence intensity to be around 30 to 60 percent in spaces
subject to traditional mixed convection. The turbulence of the airflow
is considered to have a significant impact on the sensation of draft.

Drafts are usually defined as unwanted local cooling of the human body
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caused by air movement, a common complaint in many air-conditioned
rooms. The gradients of air velocity and temperature caused by buoyancy
may have a significant influence on thermal comfort. Predicting the
percentage of dissatisfied people is a necessary element in the
estimation of thermal comfort.

The risk of draft rises with increasing alr velocity and decreasing
alr temperature. The fluctuation of air velocity also contributes to the
sensation of drafts.

In order to predict thermal comfort in enclosures under mixed
convection conditions, a few models have been developed (ISO 1984).
However, the influence of turbulence Intensity has not been emphasized
in most of the models. A new thermal comfort equation introduced by
Fanger (1989) takes the turbulence intensity into account, and has been
applied to estimate the thermal comfort in enclosures under nixed

convection condition. It is expressed by
0.62
PD = (34 - T‘)(V - 0.05) (0.37 V I+ 3.14) (5.5.1)

(for V<0.0Sm/s insert V=0.05n/s, for PD>100% use PD+100%).
where PD = the percentage of dissatisfied people due to draft (%)

T‘= local air temperature

v

local mean air velocity

I

local turbulence intensity

Turbulence intensity usually indicates the velocity fluctuations, which

can be calculated by
0.5
I=100(2 k)7 vV (5.5.2)
where k is the turbulent energy.
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Chen et al. (1990c) applied this model to predict thermal comfort in
a furnished office, and pointed out the necessity of including the
relative humidity and temperature gradients in thermal comfort
estimatlions.

For the present case study, a two-zone enclosure similar to that
1llustrated in Figure 5.2.1 1s considered. The layout of the ventllation
openings and door position is shown in Table 5.5.1. The eastern wall of
the enclosure is assumed to be exposed to a hot environment, simulated
by a 300W constant heat flux from this wall. A computer in zone B lis
represented by a point heat source of 100W combined with a contaminant
source having a unity emission rate.

The temperature of the supply air is considered to be 18°C. 19°C and
then 20°C, and the air velocity is assumed to be 1m/s at the supply
opening, giving a flow rate of 2.5 ach. The Archimedes numberis about
3.6x10"2 1in this study. The celiling, the floor, the partition, and all
but the eastern walls are assumed to be well insulated. The average
percentage of dissatisfied people and the contaminant concentration in
each zone are computed. The field distributions of temperature =nd the
percentage of dissatisfied people resulting from three different door

locations are examined as well.

5.5.2. Results

Figures 5.5.1 through 5.5.9 illustrate the distributions of the air
velocity, temperature, and PD due to draft in three cases with different
door locations. The supply air temperature and velocity are fixed at

18°C and 1m/s respectively.
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(a) Case 1: Door Opening at yp/W = 0.17

Figure 5.5.1 shows the velocity vectors at vertical sections
y/W=0.13 and 0.63, and at horizontal sections z/H=0.042 and 0.46. At
vertical section y/W=0.13, an air circulation loop dominated by natural
convection is seen in zone B. The air movement near floor is much
stronger than that 1n the upper region; this is attributed to the
suction caused by the natural convection in this zone. At the upper part
of the door opening, there is a counterflow from zone B to zone A. At
vertical section y/W=0.63, a strong air movement near the celling in
zone A is caused by airflow from the nearby supply opening. The upward
movement of air entering zone A from zone B is due to the higher air
temperature in the latter. About mid-height of the enclosure where the
head of an occupant sitting down might be, air velocity is predicted to
be at an acceptable level (Figure 5.5.1d). Figures 5.5.1c and d
i1llustrate that only the air near the partition enters zone B from zone
A; this can also be seen in Figure 5.5.1a. The rest part of air
circulates in zone A. In the region near the floor (z/H=0.042), the air
in zone A moves mainly towards the western wall because of an upward air
movement there. Higher, at level z/H=0.46, there are two large alir
circulations: clockwise in zone A and counter-clockwise in zone B.

Figure 5.5.2 shows that the temperature in zone A is quite unifornm;
it changes only in the narrow region near the partition. In zone B, the
temperature stratification 1is more pronounced at vertical section
y/W=0.13 than that at section y/W=0.79. This may cause dissatisfaction
because of the noticeable temperature difference from ankle to head

level. Since cool air flows mainly through the lower part of the doorway
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into zone B, and is warmed up on the way to the eastern wall, the
temperature gradient in the lower horizontal section is steep (Figure
S5.5.2c). At a higher level (Figure S5.5.2d), the temperature 1s more
uniform except in the small region around the heat source.

The PD distributions demonstrated in Figure 5.5.3 indicate that the
risk due to the temperature draft and the turbulent intensity in zone A
is higher than in zone B. However, in a small region near the floor of
zone B, the PD 1is over 20%. Figure 5.5.3d shows a qulte high PD
distribution near the supply inlet because of the higher air velocity

and lower temperature.

(b) Case 2: Door Opening at y /W = 0.50

It can be observed by comparing Figure 5.5.4 with Figure 5.5.1 that
the velocity field in zone A does not show much difference when the door
is moved from yD/H = 0.17 to 0.50. However, at the lower level, the
velocity field in zone B is more uniform (Figure 5.5.4b) than it is in
case 1.

Figure 5.5.5 illustrates the temperature field when the door opening
is in the middle of the partition. The temperature distribution in zone
A is similar to that when the door is near the southern wall; this is
because the airflow pattern in both cases 1is similar. Generally
speaking, the temperature stratification in zone B is greater than
acceptable. At section y/W=0.13, the temperature in zone B 1is about
22.2°C near the celling and 20.4°C near the floor. There is a sudden
drop in air temperature across the door opening as shown in Figures
5.5.5b and c. Figure 5.5.5c¢ indicates that an occupant would suffer a

2°c temperature shift at ankle-level when walking from the partition to
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the eastern wall. The situation improves higher up (see Figure 5.5.5d).

Figure 5.5.6 presents the PD for wvertical sections y/W=0.13 and
0.46, and for horizontal sectlions z/H=0.042 and 0.46. In zone A, since
the supply air has a high velocity and a low temperature, the PD is much
higher than for zone B, especially in the region near the supply opening
(Figure 5.5.6b). It can be seen that the PD for section y/W=0.13 1is
lower than for yD/H=0. 167. At the horizontal section z/H=0.042, alir
velocity is relatively high (as shown in Figure 5.5.4c), and temperature
is quite uniform in zone A, while temperature increases gradually in
zone B. A higher PD distribution results than for yD/W=0. 167 (see Figure
5.5.6c). At horizontal section 2z/H=0.46, the most of the area s
thermally comfortable. At the corner formed by the partition and the
northern wall in 2zone A, the risk due to draft is high since air

velocity 1s relatively high and the air temperature is low.

(c) Case 3: Door Opening at yD/H = 0.83

The flow field shown in Figure §.5.7 is completely different from
both those shown in Figures 5.5.1 and 5.5.4. The directions of air
circulation in zones A and B are exactly the reverse to those in Cases 1
and 2. Alr velocity at section y/W=0.13 (Figure 5.5.7a) is less uniforn,
the maximum velocity being nearly two times as high as those in the two
other cases. Geometrically, the door location here is symmetrical with
respect to the supply lnlet, the point heat source, and the heat source
uniformly emitted from the eastern wall, to 1its 1location at
yD/w=0.17.Thus, the flow fleld should be geometrically symmetrical to
that in Case 1 to a large extent. The actual unsymmetrical distribution

of air velocity can thus Ye attributed to the exhaust location. At the
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lower level, where the effect of the ceiling-mcunted exhaust 1s less
important, the velocity distributions are found to be very much
symmetrical to those in Case 1 (comparing Figures 5.5.7c and d to
Figures 5.5.1c and d).

Figure 5.5.8 presents the temperature distributions. Since the flow
field in this case is to a large extent symmetrical to that in Case 1,
the temperature field at vertical section y/W=0.13 (Figure 5.5.8a) is
similar to that at section y/W=0.79 in case 1 (Figure 5.5.2b). Likevise,
Figures 5.5.8b and 5.5.2a correspond to one another. At horizontal
sections z/7H=0.042 and 0.46, the temperature fields are also symmetrical
to those in Case 1. For example, the temperature gradient at sectlon
2z/H=0.042 is in a north—-south direction instead of the south-north
direction of Case 1. In zone A, the temperature is as uniform as in the
other rases.

In Figure 5.5.9a, the PD gradient of zone A at section y/W=0.13 is
larger, although the supply inlet from which the cool air is entered 1s
not located here. This is because, when the variation in air temperature
in zone A is negligibly small, the PD distribution is mainly dependent
on air velocity and the turbulence intensity field. In zone B, the PD in
the area near the floor, where there is a steep gradient in the other
two cases, 1is equal to zero. Because section y/W=0.13 corresponds
geometrically to section y/W=0.88 in Case 1, the PD distribution 1in
Figure 5.5.9a is similar to that in Figure 5.5.3b. From Flgures 5.5.9b,
c and d, the PD distributions can be seen to follow the form of the air
movement. Since the air movement in zone B is of boundary layer type,
the PD near the floor and ceiling is always higher than in the central

region. The occupant in zone B may feel uncomfortable at ankle—level in
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all three cases.

In Table 5.5.2, the average percentage of dissatisfied people (PD)
and the average contaminant concentration, in both zones and for
different supply air temperatures and door locations are presented. At
the same supply air temperature, when the door is moved from yo/w=0. 17
to yn/w=0.83. the average PD decreases slightly in zone A and increases
slightly in zone B. This indicates that the average PD in both zones A
and B is not sensitive to change in the door 1location. The average
contamincnt concentrations in zones A and B are at their lowest values
when the door is located in the middle of the partition, and at their
highest values when the door is near the northern wall. However, since
the average contaminant concentrations in each zone depend as much on
the location of the contaminant source, it is usually preferable to move
the contaminant source instead of the door opening to achieve better
quality indoor air.

With a fixed door location, increasing the supply air temperature
from 18 to 19 or 20°C results in a slight decrease in the average PD in
both zones A and B. This is because people are usually more sensitive to
drafts when 1in temperatures. Obviously, there is a limit to how much
supply air tc.perature can be increased in order to reduce a high PD
value due to draft. For a comfortable environment, the room temperature
should range from 19 to 24°C when the relative humidity is 40-75%.

The average contaminant concentration does not seem to be sensitive
to ~change in supply air temperature in the situation under
consideration. This 1s because the forced air flow from the ventilation

system 1s much stronger than the air movement induced by temperature
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difference.

The mixed convection case here being considered is composed of a
forced convection produced by mechanical ventilation and a natural
convection induced by a heat source along the eastern wall and a point
source representing a computer. Since the air temperature in zone B 1is
higher than that of the ventilation alr in zone A, the ventilation air
is accelerated downward when entering zone B. Across the upper part of
the door opening, a small amount of warm air carrying contaminants flows
into zone A from zone B. The amount of the counterflow of warm air
depends on the location of the door opening. When the door is closer to
the exhaust (yD/w=0.83). the suction at the door opening caused by the
exhaust would be relatively stronger, and thus the airflow from zone A
to zone B would be enhanced. However, the ventilation flow rate remains
unchanged. In order to keep the overall mass continuity, the counterflow
from zone B into zone A would have to be increased. This indicates that
more contaminants and heat would be brought intc zone A from zone B iIn
which the contaminant and heat sources are located. As a result, in Case
3, the average contaminant concentration is relatively higher (see Table
5.5.2), and the average temperature in zone A at the section crossing
the door opening (see Figure 5.5.8b) is also higher than that in case 1

(see Figure 5.5.2a).

5.5.3 Concluding Remarks

The field distributions of air velocity, temperature, and PD for a
two-zone enclosure under mixed convection condition are predicted by

numerical simulation. The influence of the door location and the supply
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air temperature on thermal comfort are investigated. The door opening is
placed near the southern wall (Case 1), in the middle of the partition
(Case 2), and near the northern wall (Case 3), and for each case, three
supply air temperatures, 18, 19 and 20°C, are considered.

The following conclusions may be drawn for enclosures with layouts
simlilar to the one under study:

(1) The temperature is quite uniform for the most part throughout
the enclosure, except in the region near the floor in zone B, where
horizontal temperature stratification 1is relatively pronounced
regardless of the door opening position.

(2) The PD due to draft in zone A is much higher than that in zone B
for all cases investigated.

(3) The PD is higher in regions around supply and exhaust openings
and near the floor. In most areas, the PD is less than 10%.

(4) When the door moves along the partition, the average PD in both
zones A and B varies slightly.

(5) The average concentrations in zones A and B are at their lowest
value when the door is in the middle of the partition, and at their
highest when the door is near the northern wall.

(6) With door location fixed, the supply air temperature only
influences the average PD but not average contaminant concentration in
zone A and zone B. The reason for this is that the forced air flow from
ventilation systems is much stronger than the air movement induced by

temperature difference (i.e., natural convection).
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CHAPTER 6

CONCLUSIONS AND RECOMMENDATIONS

6.1 Conclusions

From the point of view of concern for indoor air quality and thermal
comfort, better comprehension of the indoor airflow structure and the
accompanying heat and mass transfer, 1induced by forced ventllation
systems and temperature differences, is required. Numerical simulation
is a powerful tool for the study of indoor environment, and has been
used by many researchers. However, the majority of the previous
numerical investigations has focused on single-zone configurations. The
simulation of multi-zones environments is generally based on the
assumption of uniform distributions of air velocity, temperature, and
contaminant concentration in each zone. This type of modeling 1is
inadequate for advanced investigations of indoor air quality and thermal
comfort. More precise analyses are required.

In this thesis, a numerical model was developed and applied to
analyze indoor air movement and accompanying heat and mass transfer in
three-dimensional two-zone enclosures with turbulent flow. This model
was used to predict the field distributions of air veloclity,
temperature, contaminant concentration, turbulence intensity, and other
comfort parameters, such as the percentage of dissatisfied people, for
various flow configurations. For natural convection cases, the

convectlve heat transfer rate across the connecting doorway between two




zones was presented iIn term of the convective coefficient. The
influence of door size and location on the inter-zone heat transfer rate
was shown. In force ventllated and partitioned enclosures, contaminant
transportation and ventilation effectiveness were investigated. The
effects of infiltration on the airflow pattern and contaminant migration
were examined as well. Correlations between the average contaminant
concentration and main parameters involved in the problem of specific
door and ventilation supply and exhaust arrangements were obtained. For
a two-zone enclosure in mixed convection circumstances, the
distributions of air velocity and temperature, and the percentage of
dissatisfied people due to drafts were studied. From the various case
studies, the following conclusions may be drawn:

(1) For natural convection caused by a constant temperature
difference between two end-walls, the inter-zone convective heat
transfer rate is quite sensitive to the change in the door height, but
not to the door location on the partition and the partition location
ltself. The neutral level of the air velocity component in the direction
perpendicular to the partition is lower in the hot than in the cold
Zone.

(2). For forced convection caused by mechanical ventilation, when
supply and exhaust openings are located in different zones, the airflow
pattern in the upstream zone is not significantly influenced by door
location. However, in the downstream zone, both the direction and the
magnitude of the air circulation are dependent on door location. As a
result, contaminant dispersion in the downstream zone changes when the
location of the door changes. When the supply, exhaust, and contaminant

source are placed in the same zone, the proper locations of a door in
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the partition can effectively protect the other 2zone from being
contaminated.

(3) When the ventilation air is introduced into zone A and released
through zone B, air infiltration uniformly distributed on the end wall
in zone B may only affect the airflow in zone B; a counterflow from zone
B to zone A may be avoided when the door opening is properly placed.
This 1s because, the momentum of infiltration air is much smaller than
that from ventilation air when the former infiltrates into the enclosure
through the entire end wall in 2zone B. Alr infiltration can be
considered a type of alr supply. Thus, it can be understood that
different alr supply systems can produce quite different airflow
patterns. Even for the same supply system, different modeling methods
can lead to different predictions of flow flield. The average amount of
contamination retained in both zone is reduced when the air infiltration
rate increases.

(4) For a partitioned enclosure with a ventilation supply opening
located on the end wall near the celling in zone A, and a ventilation
exhaust opening mounted on the celling near a side-wall in zone B, a
door location closer to the exhaust opening will result in an increased
ventilation effectiveness in both zones A and B.

(5). For the same arrangement of ventilation openings as described
in item 4, when a constant heat flux is applied on the end-wall of zone
B, and a constant point heat source is added in the central region of
zone B, the air temperature in zone A 1s negliglibly affected by the
heat sources in zone B. However, the horizontal temperature gradient in
the region near the floor of zone B 1s high, which may cause discomfort.

Generally speaking the values of the PD are relatively high in the
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region around the supply and exhaust openings and near the floor. The
door location influences the average contaminant in both zones A and B,
E but not the average percentage of dissatisfied people in each zone.

Each parameter has a different effect on room airflow and thermal
comfort. It is suggested that the parameters be divided into two
classes. The first class of parameters consisted of those having a
; strong influence ¢~ airflow; for example, the location of the supply
| opening, the type of diffuser, the geometry of the enclosure, and so on.
The location of the exhaust opening, etc, belong to the second class of
parameters, those influencing room airflow less,

The results of the case studies confirmed the conclusion that the
location of the supply openirg is a first class parameter and that the
location of the exhaust is a second class parameter. The door opening
can be considered an exhaust for the upstream zone, and a supply for the
downstream zone. Therefore, it exerts more effect on the flow pattern
and contaminant concentration distribution in the downstream zone than
in the upstream zone. However, the ventilation effectiveness (expressed
by average air age) does not seem to be much affected by the door
? location, as described in section §.4.

The results obtained show that proper location of supply, exhaust

and door openings can be important in attempting to improve indoor air

quality in each zone.

: The model developed could be applied to analyze other engineering
phenomena related to heat and mass transfer 1ln Carteslan coordinate,
such as cooling of electronic equipment and heat transfer through

double-glass window.
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6.2 Recommendations

For future research, it is suggested that the following geometrical

configurations of enclosures be considered:

(1) vertically separated two-zone enclosures (multi-story
configurations),

(2) three-zone enclosures in horizontal, in vertical, or in combined
horizontal-vertical arrangement.

For more accurate simulations, the following modifications are
recommended:

(3) a more precise formulation for air infiltration.

(4) Sources of heat and contaminant, released by both occupants and
building components, should be better characterized.

(5) A more accurate description of the supply diffuser ls required in
order to obtain a more reliable boundary condition for ventllation alr.
(6). The dynamic response of variables to the variations of the source
emission rate and boundary conditions, such as the heat transfer from a
time-dependent heat source or from solar radiation, should be
investigated.

The development of modern super computers has created favorable
conditions for numerical modeling of air movement and the convective
heat and mass transfer in buildings. Large-scale computations may now be
performed within acceptable costs. In these circumstances, computational
prediction is expected to play a more important role in further research
on indoor air quality, thermal comfort, and other heat and mass transfer

phenomena in buildings.
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b) case 1lA-3 2z/H = 0.96

c) case 1A-1 z/H = 0.96

Figure 5.2.4 Contaminant contours for the cases with exhaust in zone A
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case 2A-3

Figure 52.7 Velocity vectors for the cases

with exhaust in zone A
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Figure 5.2.8 Contaminant contours for the cases with exhaust in zone A
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Figure 53.6 Velocity wectors
in horizontal section z/H=0.29
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Figure 5.3.8 Contaminant contours in horizontal section z/H=0.29

156






z\f (o

3
f

L]
™
@
o
I

ero=mEe ]

suonnquasip 93e pue swaned mopny Z'p'c amdiy A " .. .. “ : X
- S PP | I YO SO N N
mmoug\%Am \\\\\\\\ ’J"""l
c.lll.!u-'///".uo
......... d//”'.o-
......... ANSNSN SN .,
......... A
e e o o & e e HIVNNTNTNNGL 0 o o .
-.i....o.l'l""""."\

a
seiize 06°0 = M/ & (q

158

......... I ¢ o o o o 4 o
e o o o o & .——‘ovooc-
....... L I Y N N
\\\\\\\\\ -’Illltno
¢ o o e o o o VNN SN N V.,
e o o+ o o @ .o///llo-o
« # o o o o o ’//,,Ioco
......... NSNNSSSNS ..,
......... A A
------ ¢ . S et b -,
........ ."""’""
NOIJ3A SONIXYN a

0043 $12°0 LT°0 = M/ & (e

llllllll S~ % s e e e s e .
oooooo LI T e
.a:cc.ol/’f’d).’..
' -....al/’llfl..o
e o o o o o -o’///’llil.
« s e e e o & LY N N N N
. . . P ANSNSNSN S v,
..sn-..l//’/’ll‘-
e o ¢ o o l/,,,,,l- .
........ vt~ .,
I D
S 0 s 2 0 0 4 s t]lemntmrntmtutn - o




l\
(o]
~ )
< o
" I
g =
[=] \a
> >
T v

-
..s..n.-.--lgs ¢ P e e ®m e = wm e e &
[N U W W W W W T I I I N Lt s 4 e ¢ o o « o o ¢
i\\\\\\\\‘l""".gl\lc--uu:a.'

-
[ SN U N N O N T W T I A | 5‘\\\...--00.
LI Y N N N N O U T I A L T S
LI N NI O T T Y Y A A LI S N
va SN SNSNSAN AN LI T N N
e m SN sSsNSNSNSNNY VS NN N N @ e o0 e e
S N T T caasnw Ny L., .
Ll aal aal ol ol ol et : O o e e I T s g g o @
W GV O o o ! PSS
17/ /7777”7 WP P el B
| W VAP P g ah U | 7T
Jl/////'//f“ = W PP PR R
!I///”'--‘: Nl 142 srmm e -
‘,///—-~\“ >’°‘///,’———-—'
lllll-ocol‘| L 4 72 ¢ 005 s
‘\gs---—-ﬁ”’a T T T T TR S )

Figure 5.4.3 Airflow patiemns and age distributions

f) y /W = 0.83

L]
CTOR

o

B S

b) y /W = 0.50

159

A
.
[
L I
.

W’ B s et ad et me w [y
P & e a e e a '
LI B B )

L O

at z/H = 0.04

0 10108
CTOR

O i o g (g g e P
V 7
10/ /777777
1/ 7”7
|/ P rr s
17 rrrs”
|14 v rrr””
141 7 ¢ 0o =~

T 8 & & & ® & ¢ s 0

TR T T W W L WO N (P

LN T B B U WL SR

y /W = 0.83

C)




average alr age

(normalized by ‘l.’n)

zone B
1.0 |-
09 -
0.8 F
0.7 |-
0.6 \
' zone A

0‘5'% YJW

0.17 0.33 0.50 0.67 0.83

Figure 544 Variation of average age with door position
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Figure 5.4.5 Variadon of average concentration in each zone
with door location

ventilation rate: 2.5 ach

door location: variable

supply location: xr/L = 0.0 yr/W = 0.46 zl/H = 0.88
exhaust locaton: xJL = 0.75 yE/W = 0.88 zEIH = 1.0
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Figure 5.4.6 Variation of average concentration in each zone
with supply location

ventlation rate: 2.5 ach

door location: x,/L = 0.5 yD/W = 0.5

supply location: var.able

exhaust location: xJL = 0.75 yElW = (.88 zE/H = 1.0
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Figure 5.4.7 Variation of average concentration in each zone
with exhaust location

ventilaton rate: 2.5 ach

door location: x /L = 0.5 yy/W = 0.5

supply location: x/L = 0.0 y/w = 0.46 leﬂ = 0.88
exhaust location: variable
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Figure 5.4.8 Variation of average concentration in each zone
with ventilation rate
ventilation rate: variable
door location: xD/L = 0.5 y,/W = 0.5
supply location: x/L = 0.0 y/W = 0.46 z/H = 0.88
exhaust location: xJL = 0.75 yE/W = (.88 z/H = 1.0
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Figure 5.5.2 Temperature distributions for the case with y /W = 0.17
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Figure 5.5.5 Temperature distributions for the case with y /W = 0.50
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TABLE 3.1.1

Source term for conservation equation

r
¢ s¢
0 0
ép , 8 8u a av a aw
Hers 3% ¥ 3% Werr 3 * 3y Wers %) * 3z Peff 2x
8p , 8 8u a av 8 ow
Hefs 3y * 3% Werr 3y * By (Perr 3y * 3z Mefr 3y
8p ., 0 du -] av 8 ow,
Begr | =32 * 3% Werr 32 * 3y Metr 320 * 3z Merr 32/ PPE°
“:ff 0
h
T
eff
o Gk s e GB
v} 2
eff € - pE_
;. C, ¢ (G *Gg) (1+ CR.) - C, &
Bess 0
[
[+

174



TABLE 4.4.1

Under-relaxation factors

URF u v W h PP k € c

Natural

convection | 0.3 | 0.3 | 0.3 | 0.25 0.5 0.8| 0.8 1.0

Forced

convection | 0.3 | 0.3 | 0.3 - 0.2 | 0.8{0.8] 10

Mixed

convection | 0.2 | 0.2 | 0.2 | 0.3 0.22 |1 0.8} 0.8| 1.0

TABLE 5.2.1
Dimensions of openings
door supply exhaust source

w/W 0.17 0.083 0. 083 -
h/H 0.75 0.083 - -
1/L - - 0. 056 -

175




Arrangement of openings

TABLE 5.2.2

first type: air

door location

exhaust location

infiltration yD/w xE/L yE/H
through wall W
case 1B-1 0.17
case 1B-2 0.50 0.7 0.7
(zone B)
case 1B-3 0.75
case 1A-1 0.17
case 1A-2 0.50 0.19 0.71
(zone A)
case 1A-3 0.75

second type: supply

door location

exhaust location

opening on wall W at yD/w xE/L yE/H

zI/H=O.042, yI/W=0.13

case 2B-1 0.17

case 2B-2 0.50 0.75 0. 88
(zone B)

case 2B-3 0.83

case 2A-1 0.17

case 2A-2 0.50 0.19 0.88
(zone A)

case 2A-3 0.83
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TABLE 5.3.1

Dimensions and locations of openings in infiltration study

door supply exhaust source
dimension
w/W 0.17 0. 083 0.083 -
h/H 0.75 0.083 - -
1/L - - 0. 056 -
location
x/L 0.5 0.0 0.75 0.75
y/W varlable 0.125 0.875 0.875
z/H - 0.042 1.0 0. 125
TABLE §.3.2
Average Concentration in Each Zone
in infiltration study
infiltration rate | -0.005 -0.01 -0.03
zone A 3.941 2.820 0.874
zone B 6.033 4. 390 2.158
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TABLE S.4.1

Locations of openings for

basic model in ventilation effectiveness study

door supply exhaust source
x/L 0.5 0.0 0.75 0.25
y/W 0.5 0.46 0.875 0. 46
z/H - 0.87S5 1.0 0.46
TABLE 5.5.1
Dimensions and locations in mixed convection study
door supply exhaust sources
dimension
w/W 0.17 0.083 0.083
h/H 0.75 0.083
1/7L 0. 056
location
y/W variable 0.46 0.875 0.5
z/H 0.875 ceiling 0.29
x/L 0.5 Hallw 0.75 0.69
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TABLE 5.5.2
Average PD and contaminant concentration in each zone

in mixed convection study

= 19°C T, = 20°C

T, = 18°C T I

I 1

yD/H=0. 17| PA=4.85 PB=0.80 PA=4.54 PB=0.73 PA=4.24 PB=0.68

CA=5.52 CB=13.2 CA=5.50 CB=13.2 CA=5.48 CB=13.2

yD/w=0. S0| PA=4.66 FB=0.82 PA=4.37 PB=0.76 PA=4.07 PB=0. 69

CA=4.72 CB=12.3 CA=4.70 CB=12.3 CA=4.70 CB=12.3

yD/W=0. 83| PA=4.50 PB=0.91 PA=4.18 PB=0.84 PA=3.90 PB=0.77

CA=6.96 CB=13.8 CA=6.91 C(CB=13.8 CA=6.88 C(CB=13.8

PA: average percentage dissatisfied people in zone A
PB: average percentage dissatisfied people in zone B
CA: average contaminant concentration in zone A

CB: average contaminant concentration in zone B
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1. FLOW CHART FOR MAIN PROGRAM

4

l‘iiii!’

determine grid nodes and
steps: At, Ax, Ay and Az

give material propertles,
turbulent constants and

under-relaxation factors

call INIT to provide
initial and boundary

values of varlables

call TCOMPU for initial
temperature field without

considering convection

call WCOMPU to compute
the velocities in the

vertical direction
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10

11

call UCOMPU to compute
the velocities in the
X direction

call VCOMPU to compute
the velocities in the
y direction

call PPCOMPU to determine
the pressure corrections

for each cell

call CORRECT to make the
cell velocity and

pressure corrections

make an overall velocity

and pressure corrections

call TCOMPU to compute
the temperature field
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12

13

14

15

16

17

i

call EXCOMPU to
determine k

call EDCOMPU to
deteraine ¢

call VISTUR to determine
effective viscosity

check if the specified
criterion 1s met

yes

call CCOMPU to
compute the contaminant

concentration field

call PRINT to print
the results
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go back to step 2




2.FLOW CHART OF SUBROUTINE FOR COMPUTING VARIABLES

1 call COEFF to determine
the neighbor coefficients

2 | call CABCDX to rearrange
the coefficients
for line iteration

in the x direction

3 call TDMA to solve the
Tri-diagonal matrix

4 | call CABCDY to rearrange
the coefficients

for line iteration
in the Y direction

5 call TDMA to solve the
Tri-diagonal matrix
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l

call CABCDZ to rearrange
the coefficlents
for line iteration
in the Z direction

call TDMA to solve the
Tri-diagonal matrix

store the new value, and

compute update value by

welighted average with
the old value
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3. FLOW CHART FOR SUBROUTINE COEFF

compute the diffusion
coefficients

compute the convection

coefficlients

compute the source terms

assemble the neighbor
coeff. (Hybrid/upwind)

call BOUND to fix the
boundary values at
wall, ceiling and floor

call BOUND2 to correct
the coeff. at the partition

compute the coeff. Ap
and residuals
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