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ABSTRACT

Methodology and Tools for Distributed Debugging

Bao Minh Dang

Errors in distributed programs can be classified into computational bugs and synchronization errors. The former are entirely local to a process whereas the latter occur at the interfaces between distributed processes. The pomset model is used in this thesis to describe the synchronization behaviour of distributed programs. Based on this model, a synchronization specification of a distributed program can be defined by the program designer. A synchronization error can be viewed as the failure of an observed distributed computation to match with the given specification. Debugging distributed programs can be done in two stages. First, any synchronization errors are located by having the debugger compare its observation of the application program against the given specification. Then other debugging facilities are used to examine internal states of component processes in order to locate the computation bug. An integrated debugging system should allow the two stages to be used interchangeably and interactively. In this thesis, debugging techniques such as breakpointing and tracing are studied in the context of distributed computing environments.

Based on this approach, a distributed debugger has been designed and implemented on a network of SUN workstations. The debugger supports automatic checking for synchronization errors, breakpointing, checkpointing and use of traces. Debugging can be done interactively, and an integrated sequential debugger provides access to internal variables and source codes of processes.
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Chapter 1

Introduction

Distributed computing might have been a dream a decade ago, but not any more. Many factors have contributed to this trend. The demand for more computing power is ever growing and at the same time workstation type computing is becoming widespread within an organization. Local area networks connecting these machines are invariably present. Thus connectivity is not an issue. Not all of the workstations are busy at all times. As a result there is spare computing power available in a decentralized way.

The development of distributed computing has been slow, however. The distributed computing environment requires new solutions for the same problems that have been long solved in a centralized system. Determination of system state, fault-tolerance, scheduling, etc., have taken new meanings in distributed computing systems (DCS). Although a lot of research has been done in these areas and the nature of DCS has become better understood, software development for DCS has been slow. The lack of a programming language for distributed program development, and non-availability of a proven distributed operating system and proper software development tools are the main reasons for this slow growth. One of the tools that is probably most needed by any programmer in DCS is the distributed debugger.

In this thesis we develop an approach to debugging that is applicable to DCS. Based on this methodology, a design for a distributed debugger is presented.
1.1 Debugging and Testing

Before going into further discussion on debugging, we want to make the distinction between debugging and testing. Some have considered these operations to be the same [4], and it is true that many programmers carry on these two stages in program development at the same time.

According to Darlington, the main objective of testing is to derive a set of test data that “exercises” all aspects of a program [10]. As the result, faulty components of the program can be recognized. Therefore, testing is also seen as a process used to show the existence of bugs [11].

On the other hand, debugging is carried out only after a program has been detected to have bugs, either from testing or merely through regular use [32]. Therefore, in debugging, the programmer possesses the knowledge of the characteristics of the bug in terms of the behaviour which makes the program violate its specification. The objective of debugging is to locate the bug and carry out the necessary correction.

Usually, after a program is debugged, it requires further testing to make sure that no bug remains. If more bugs are found, more debugging is needed. The iteration is repeated many times until no more bugs are found, and the program is released for its intended application. Nevertheless, the two phases must be kept distinct: testing determines the existence of bugs while debugging locates the bugs and removes them.
1.2 Sequential Debugging Techniques.

Debugging techniques for sequential programs have been developed constantly since the first computer program was written. They range from adding extra statements to a program that print messages to the console screen, to sophisticated debuggers that allow the user to modify the contents of the processor’s registers for interactive debugging. Basically, the process of debugging sequential programs can be viewed as one in which the user tries to locate the position of a bug in his program where the program’s state starts failing to match the specification, that is the programmer’s expectation.

Formally, each program code corresponds to a sequence of atomic actions, where each action is a statement or instruction. There is no clear definition of an atomic action, it depends on the debugger implementation. A program has bugs if one or more segments of the above sequence are incorrectly defined. For instance, the segment of computation has a fault because it manipulates a data structure incorrectly; or it just simply has an extra instruction that had been carelessly added by the programmer.

Debugging sequential programs can be done in two ways. The program’s behaviour is verified by examining the sequence of events that occur when the program is executed. This can tell where the program, considered as a sequence of actions, starts deviating from expectation. The program’s state can also be examined, if the bug is known to corrupt data structures or produce invalid data. Although an undesirable state cannot tell what causes the bug, it gives a lead to the programmer which assists in locating the bug.
Thus existing debugging techniques are based on examination of the program's behaviour and the program's state. The tools that provide the user the necessary facilities are: trace tools and controlled-execution tools.

**Traces.** A program trace is the record of the history of its execution. The simplest form of trace is output statements that indicate the execution of a program's segment. A detailed trace can reveal the absence of a necessary event; the presence of an extra, erroneous event; or incorrect ordering of the events. Debuggers can also provide a trace in which a partial picture of the program's state is recorded whenever a specified condition occurs. Thus the user can examine whether the effect of the events on the program's state is as expected.

**Controlled-Execution.** Since the whole picture of the program's state at any point during its execution can be enormous in volume, a controlled-execution debugging technique may be used in which the program execution is suspended during its execution at some point so as to allow the user to examine the state. Because all events in a sequential program are totally-ordered and the state is preserved, the duration of the suspension will not affect the future state of the program.

Usually, the user specifies a suspension point, called breakpoint, in correspondance with an event. The program will be suspended when that event occurs. Beside allowing the user to examine the program state, breakpoints may also give the user a general view of the program behaviour, for example, not reaching a breakpoint indicates that the corresponding program segment is not executed.

Another form of controlled-execution is stepping, in which the program is suspended after every step. This will give the user a step-by-step progress of the
computation. However, because the program progresses very slowly, stepping is usually limited to a small segment in the program.

The program state can also be monitored using watchpoints. Each watchpoint is associated with an invariant in the program. The program's execution can be suspended when such an invariant is violated. This technique is more useful in program testing; in debugging, it helps to narrow down the area where a bug can be found.

1.3 Related Work in Distributed Debugging

Garcia-Molina identifies the key difficulties in distributed debugging in [16]: There are multiple threads of control in the distributed program execution and there is random delay in inter-process communication. They propose that testing and debugging be done together in a bottom-up manner, where component processes are assembled to be run as one distributed program. The assembled program is then run so that its traces are collected for examination afterward. The main disadvantage of this approach is that it relies on the user's ability to identify the trouble spots in the program using the traces of the distributed program. A more effective use of the program trace is to use it in replay, as suggested by Curtis [9] and Miller [28]. During the replay, the program is not running. Instead, data from the trace files is used to recreate inter-process communication activity of the program. The replay is done at a slow pace, allowing the user the time to observe the behaviour of the program. With the availability of workstations with high quality graphic support, an
animation of this activity can be created, presenting a graphical image of the program’s behaviour [6, 7, 20].

A debugging environment is suggested by Schiffenbauer [30] and Joyce [22] where the user has control of the inter-process communication. A central controller decides on the occurrence of every communication event in the program. Through this controller, the user can interactively determine the order of occurrences of events. Hence different program behaviours can be composed and examined. These tools, though, are more suggestive of a program testing facility than of a debugging facility.

The Behaviourial Abstraction approach is described by Bates in [5], where the user is allowed to define abstractions of events. When the program is debugged, a Recognizer is used to match the program’s actual behaviour with the defined abstractions, providing the means for automatic detection of “safety violations” [23] in the program. One limitation with this approach is that the complexity of recognizing a mismatch can be quite large. The second limitation is that the event abstraction of Bates cannot efficiently describe partial order relations between different event abstractions.

Bates and Baiardi [4] are among the first to suggest debugging of distributed programs based on program behaviour. Baiardi’s top-down approach is opposed to that of Garcia-Molina [16]. Testing and debugging are combined such that the behaviour of the whole program is first checked to identify erroneous components. The behavioural specifications of these components are given in greater detail, and the check is then repeated to identify erroneous sub-components. This process continues until the actual component causing the error is identified. A Behaviour Specification of the components is provided to the debugger for the purpose of checking. The
problem with this method is that the component that displays faulty behaviour might not be the one that causes it; for instance, it can receive invalid data generated by another component. Approaches similar to Baiardi's are found in [13, 18, 21].

Reproducibility is usually difficult in distributed debugging due to nondeterminism. Since the nondeterministic choice in one execution is not always the same as in another, a program may not follow the same course in a subsequent execution. A method of *Instant Replay* is proposed by Leblanc in [26] which makes use of the trace information from processes to guarantee reproduction of an execution. With this method, the program can be run in slow-motion, allowing the user to examine it without affecting the path of execution. *Instant Replay* can be very helpful if it is complemented with automatic checking of the observation against the specified behaviour of the processes. Reproducibility is also discussed in [13] where the patterns of interleaving of concurrent events and the non-deterministic choices are recorded for each process and used in later execution, forcing the program to produce the same synchronization behaviour in every execution.

Bei [6], Cameron [7] and Goldszmidt [17] suggest the use of an assertion checker in the debugger. In this technique, predicates are inserted in the program, and are validated by the debugger during execution. Thus the state of the program is deemed to be verified. The detection of bugs, using this method, relies on the user's choice of predicates. Many iterations of execution may also be needed before the location of bugs is determined.

Cheng presents a different use of program traces in [8]. Instead of letting the user of the debugger examine the program history by viewing the trace, they use the trace as input to a knowledge-based verification unit. This unit has been previously
supplied with the specification of the program. The trace is matched against this specification to detect errors. Since the specification is given in terms of the inter-process communication (IPC) activities of an individual process, the verification can be done for each process individually and concurrently.

What we find lacking in these works is a proper modeling of the distributed programs. The models that have been used do not fully describe the nature of a DCS and its properties. In addition, these debugging methods only go as far as identifying the synchronization errors. They do not provide the means to locate the actual programming bug which is the source of that error. Also lacking is a well-defined support for breakpoints. The works described above do not provide breakpoints in a distributed environment [4, 5]. They simply allow arbitrary breakpoints at which the program's state may be of little use to the user.

The approaches to debugging discussed above are also limited to functional aspects of the program, or "blackbox analysis". The program functionality, as reflected through by its behaviour, is checked against its specification in order to locate the synchronization error. However, we believe that another stage of debugging, the "whitebox analysis", is necessary. During this stage, the internal structure of the program is examined, with proper debugging tools, in order to locate the programming error which is the cause of the erroneous behaviour. In other words, an integrated hierarchical debugger is needed in order to provide an efficient debugging environment for a DCS.
1.4 Our approach

Our approach is based on the observation that a program is considered to have bugs when it exhibits abnormal behaviour that can be observed from the outside world. The abnormal behaviour is recognized when the program generates erroneous output or follows an undesirable course of action. If the program is sequential, the debugger is applied directly to locate the bug, which is then removed by the programmer. In a distributed program with many processes, a similar approach can be followed by posting an observer for every process. If the observer knows the expected behaviour of that process, it can detect the faulty behaviour of a process. In practice, the observer is a "checking program" which takes into account the specification of that process.

In principle, we follow Baiardi for debugging by checking the program's behaviour against the specification. However, we limit our observation to the program's behaviour at the process's interface, or the interactions of a process with other processes. This is similar to the semantics in [8]. Moreover, finding the process which has faulty behaviour does not mean that the bug has been found. Additional debugging tools are needed for locating the bug. Hence they are provided as an integral part of our debugging system.
Chapter 2

Distributed Computing and Debugging

Models are used in system analysis and problem solving for the sake of abstraction. A model is chosen in such a way that the components and properties of the system which are relevant to the analysis are emphasized and insignificant details are removed [3]. Thus the model becomes a simplified and generalizing view of the problem. We use the pomset (partially ordered multiset) theory for modeling distributed programs. The pomset model is chosen because of its ability to describe truly concurrent behaviours [29]. Before presenting the formalism of the pomset model, we will state the assumptions of the system on which the model will be applied. Some terminologies are also clarified.

Assumption: The following is assumed for a distributed program:

1. A program consists of a number of communicating processes, where communication is done via message-passing on peer-to-peer, unidirectional channels.

2. Primitives for message-passing are send and receive, where send is non-blocking and receive is blocked on an empty channel.

3. Channels have infinite buffers.

4. Messages are delivered in FIFO manner, and subjected to a variable, positive and finite delay.

5. Processing within a process is strictly sequential.
The second assumption implies that a receive event is always causally dependent on a send event. The fourth assumption implies that the communication is reliable.

The Pomset model

Definition 2.1 A pomset $p$ is a quadruple $[V, \Sigma, \Gamma, \mu]$ where:

$V = \text{set of process events}$

$\Sigma = \text{set of process actions}$

$\Gamma \subseteq V \times V = \text{partial order, which is an irreflexive and transitive relation, defined on } V \text{ which expresses:}$

1. the expected temporal precedence among events in $V$, where $p$ describes a program's specified behaviour;

or

2. the observed temporal precedence among events in $V$, where $p$ describes the program's observed behaviour at run-time; in this case, $p$ is also called the computation of the program.

If $(e_1, e_2) \in \Gamma$ then the representation $e_1 \rightarrow e_2$ means $e_1 \text{ happens before } e_2$.

$\mu = V \rightarrow \Sigma$ is a many to one mapping.

Each event $v \in V$ can be seen as an instance or an occurrence of an action $a$ defined in $\Sigma$, where $\mu(v) = a$, and multiple occurrences of the same action are possible. Depending on the level of abstraction, such an action can represent a complex operation, or just a single machine instruction.
If an event \( e_1 \) is a send event, and \( e_2 \) is the receive event which receives the message sent by \( e_1 \), they are called matching events, and denoted:

\[
e_1 = s(e_2), \quad \text{and} \quad e_2 = r(e_1).
\]

Send and receive events are called communication events.

The algebra of pomsets is discussed in detail in [29]; we present only those parts that are relevant to our study:

**Conjunction.** Given pomsets \( p_1 = [V_1, \Sigma_1, \Gamma_1, \mu_1] \) and \( p_2 = [V_2, \Sigma_2, \Gamma_2, \mu_2] \), \( p_1 \parallel p_2 \) (conjunction pomsets) is a pomset \( p = [V, \Sigma, \Gamma, \mu] \) where \( V = V_1 \cup V_2 \), \( \Sigma = \Sigma_1 \cup \Sigma_2 \), \( \Gamma = \Gamma_1 \cup \Gamma_2 \) and \( \mu = \mu_1 \cup \mu_2 \). There is no causal dependency between events in \( p_1 \) and those in \( p_2 \), because there is no relation between \( v_i \in V_1 \) and \( v_2 \in V_2 \). This construction is called concurrency in [29]. We use the term conjunction to remove the possible implication that \( p_1 \) and \( p_2 \) are required to occur simultaneously. Furthermore, our definition does not require \( V_1 \) and \( V_2 \) be disjoint as in [29].

**Concatenation.** The concatenation of \( p_2 \) to \( p_1 \) described as \( p_1; p_2 \) (or \( p_1p_2 \)) is a pomset \( p = [V, \Sigma, \Gamma, \mu] \) where \( V = V_1 \cup V_2 \), \( \Sigma = \Sigma_1 \cup \Sigma_2 \), \( \Gamma = \Gamma_1 \cup \Gamma_2 \cup (V_1 \times V_2) \), \( \mu = \mu_1 \cup \mu_2 \). \( (V_1 \times V_2) \) is required to ensure that every pair \( (v_1, v_2) \), \( v_1 \in V_1 \) and \( v_2 \in V_2 \), is in \( \Gamma \), i.e. \( v_1 \rightarrow v_2 \).

**Prefix.** A pomset \( p' \) is a prefix of \( p \) (\( p' \leq_\pi p \)), if \( p' \) is obtained from \( p \) by deleting a subset of events from \( p \), provided that if \( e_1 \) is deleted and \( e_1 \rightarrow e_2 \) then \( e_2 \) is also deleted.

**Augmentation.** A pomset \( p' \) is an augment of \( p \) (\( p \leq_\alpha p' \)) if they are identical pomsets in all respects except that \( \Gamma' \) is a superset of \( \Gamma \).
Projection. A pompset \( p' = [V', \Sigma', \Gamma', \mu'] \) is a projection of pompset \( p = [V, \Sigma, \Gamma, \mu] \) onto a set \( A \) of actions, denoted as \( p' = \text{proj}(p, A) \), if for every event \( v \in \Sigma' \) such that \( \mu(v) \in A \), \( v \) is removed in \( V' \) along with all edges in \( \Gamma \) that associate with \( v \). Formally:

\[
p' = \text{proj}(p, A) \iff (\Sigma' = \Sigma \cap A, \\
V' = \{ v \mid v \in V \land \mu(v) \in \Sigma' \}, \\
\Gamma' = (V' \times V') \cap \Gamma, \\
\mu' = (V' \times \Sigma') \cap \mu)
\]

Definition 2.2 A distributed computation is a pompset \( p = [V, \Sigma, \Gamma, \mu] \) which takes the system from the initial state \( s_0 \) to the current state \( s_p \), written as:

\[
\text{so } p s_p
\]

Definition 2.3 A state \( s_r \) recorded during a computation \( p \) is a consistent global state (CGS) iff:

\[
\exists r \leq x p [s_0 r s_r]
\]

2.1 Debugging Distributed Programs

Conventional debugging techniques cannot be applied directly to distributed programs because of the reasons discussed in chapter 1. Locating bugs in distributed programs is also difficult because of the 2-dimensional nature (space and time) of a DCS. In sequential programs, events are totally ordered, and from any mismatches in the observed behaviour, one can always trace back to the cause of that misbehaviour, which is located a certain number of events back. The same cannot be said for a
distributed program where the cause of the misbehaviour observed at some process could have originated from some faulty actions in another. Thus the effect of the error, or the bug, propagates in both time and space away from its original point until it surfaces and is noticed by the program's user.

An error in one process can cause another process to become erroneous if the processes communicate with each other. Either the erroneous process sends invalid data to the other, or it causes communication events to occur with incorrect timing, violating necessary coordination. If the computation of one process does not have any communication events then errors in that computation will never affect other processes. Thus communication events can be seen as having the property of being able to spread an error from one process to another. We can thus divide events in a distributed program into two groups: communication events and internal events, based on the effect they might have on the propagation of an error.

Communication events are also called synchronization events. Coordination of synchronization events is central to distributed programs. As stated earlier, a distributed program consists of a number of individual processes, each of which carries out its own computation and shares information with other processes through message-passing. The synchronization specification of a program is the required behaviour of each process with respect to the synchronization events. A pomset of these events, in which the necessary temporal behaviour of the events are specified, is used for this purpose.

Program failure can also be in the form of corrupted data. Synchronization events can still occur as expected but processes may be exchanging invalid data. However, the invalid data flow can be traced back using other means such as a
trace facility. Therefore, in our scope of debugging, we restrict the specification to concern only the relative ordering of synchronization events.

Every process can be viewed as a blackbox which carries out its own computation and has certain interactions with its surrounding environment. This behaviour, which is observable, should conform to that required by the program's specification. Failing this, the program is said to have bugs. The same view can be applied to each component of a distributed program. Each process can be seen as a blackbox whose sole connection to the outside world is through its IPC activities. These activities can be monitored by an observer, who is also provided with the process's synchronization requirements. Deviations of the observed behaviour from the specified behaviour can be detected. Using the pomset model, the synchronization errors, which cause erroneous behaviour, will be formally defined.

**Definition 2.4** A process synchronization specification is the set $P = \{ p_i, p_2, \ldots \}$ of pomsets describing a process’s synchronization behaviour. Each $p_i \in P$ specifies a valid abstract behaviour of the process in terms of its synchronization events.

In debugging a distributed program, the debugger maintains a partially ordered history of synchronization events that have occurred. A labeled partial order $\alpha$ which is isomorphic to the partial order history of events is employed to timestamp (label) the observation. Therefore, $\alpha$ is the equivalent of the actual behaviour of the process.
Definition 2.5  Given a specification $P$, an observation $\alpha$ is said to agree with $p_i \in P$ iff:

$$\exists \beta \leq_\pi p_i \ [ \beta \leq_\alpha \alpha ]$$

Synchronization errors can then be defined indirectly as follows:

Definition 2.6  An observed computation $\alpha$ is said to have synchronization errors with respect to a specification $P$ iff:

$$\exists p_i \in P \ [ \alpha \text{ agrees with } p_i ].$$

Intuitively, $\alpha$ agrees with $p_i$ when every causal dependency among events in $p_i$ is satisfied by the corresponding events in $\alpha$. We say that $\alpha$ is a valid observed behaviour of $P$. Execution of a distributed program can result in different computations, each corresponding to one abstract behaviour $p_i$ in the specification $P$. The resulting computation is the outcome of nondeterministic choice that is made at execution time. Some of these computations may be valid implementations of $P$ while others may not. In debugging, we want to recreate the invalid computations in order to locate the synchronization error contained within those computations.

Detection of a synchronization error does not mean that the exact bug (or bugs) is located. The observed error can be the result of a bug that occurred in another process some time before, the effect of which might have propagated through different events and processes until it surfaced in the form of a synchronization error that is just detected. In such a case, the internal operations of processes need to be examined further to locate the real bug.
Therefore, our debugging process consists of two main stages. First, the synchronization error is located. Then the information and knowledge obtained from that is used to locate the faulty program codes which caused the violation.

2.2 Time and Clock

Time is a fundamental concept which we use to establish the order of events [24]. In debugging, time is important because the occurrence of an event "before" or "after" another can determine the validity of a computation. However, time can become an intriguing issue when the order of events is apparently different when perceived by different observers. This could happen when there is an arbitrary positive delay from the time an event occurs to the time an observer perceives that occurrence. To retain the actual ordering of events, a clock whose value is monotonically increasing is used, and each event is timestamped with the value the clock has when that event occurs.

In computer systems where a centralized control exists, there is a clock common to all subsystems. All events are timestamped with this clock value, resulting in a total ordering. On the other hand, a DCS has no common clock, and values of the local clocks by themselves are not sufficient if one wants to establish the temporal order of events among different nodes. To retain the temporal order, other schemes for timestamping have been proposed: Logical Clock (LC) by Lamport in [24] and Global Clock (GC) by Heping in [31].

In LC scheme, a counter is associated with each process in a distributed program. The counter's value is the logical time for that process, and is initialized
at zero. When an event occurs, and if it is a send event or an internal event, the counter is incremented. The event is then timestamped with the counter value. For a send event, the message sent out is also timestamped with this value. For a receive event, it is handled a little differently. The counter value of the receiver is first compared with that of the timestamp of the received message. If the counter's value is less than that of the timestamp, it is replaced with the timestamp's value. Then the counter is incremented and its value is used to timestamp the receive event.

Figure 2.1 illustrates events in a distributed computation with their timestamps in LC. If \( LC(e_1) \) and \( LC(e_2) \) are timestamps of events \( e_1 \) and \( e_2 \), respectively, then the following is always true:

\[
e_1 \rightarrow e_2 \Rightarrow LC(e_1) < LC(e_2)
\]

GC scheme also maintains counters for each process as their logical time. However, each local logical clock is a vector of counters of \( N \) elements, where \( N \) is the number of processes in the program. The algorithm for maintaining these
clocks is given in section 3.1.1. If $GC(e_1)$ and $GC(e_2)$ are timestamps of events $e_1$ and $e_2$, respectively, the following is true:

$$e_1 \rightarrow e_2 \iff GC(e_1) \preccurlyeq GC(e_2)$$

where the relation $\preccurlyeq$ is defined as follows:

**Definition 2.7** Given $GC_1 = [a_1, a_2, \ldots, a_n]$ and $GC_2 = [b_1, b_2, \ldots, b_n]$, then $GC_1 \preccurlyeq GC_2$ iff

$$\forall i \in \{1\ldots n\} [a_i \leq b_i] \land \exists j \in \{1\ldots n\} [a_j < b_j].$$

Although $LC$ is simpler to implement and has less overhead, events with these timestamps are mapped to a total order. Therefore truly concurrent events which have no temporal relationship between them cannot be identified. On the other hand, $GC$ guarantees that the real partial order of a computation is preserved through the timestamp based on $GC$. Formally, a record of a computation in which events are timestamped with $GC$ forms a labeled partial order which is isomorphic to the computation. Since such a record is needed for checking the synchronization error, $GC$ is used in our debugging system.

### 2.3 Liveness Violation

The detection of an error in a program, based on the checking of temporal relationships between events, can only reveal one class of errors, which is that of synchronization errors. This approach cannot detect the non-occurrences of an event that is supposed to occur. This type of error will be called a “liveness violation”. For instance, a deadlock in a system or a premature termination of a process constitutes
a liveness violation. While an observer can always tell the presence of safety violations in a process when the observed computation does not follow the specification, he is not able to say that a liveness violation exists just because an expected event has not been observed. Supporting facilities can be built to aid the user in detecting this kind of violation. Relevant parameters related to the characteristics of the application program and of the computer system which is used to run that program are supplied. Based on these parameters, potential liveness violations can be detected and the user could be informed of the possible errors. For example, a timeout period can be specified as the maximum time a process can be blocked on receiving a message. If the process is blocked longer than this period, the user is informed of the situation. In turn, the user can inspect the status of the process at the other end of the channel to know the cause of the timeout. In general, the user has the ultimate decision on whether the debugged program has violated the liveness requirements. However, in a future version of the distributed debugger, additional information can be added to the program's specification so that the debugger can detect liveness violations. Such a debugging facility is needed in particular for applications in real-time systems.

2.4 Probe effects

Probe-effect in debugging refers to the phenomenon in which the debugger has undesired effects on the debugged programs, altering the program's course of execution. Two typical scenarios may arise as the result of the probe-effect. In the first scenario, a program known to be erroneous starts to function as desired in the
debugging environment; the bug in the program seems to disappear under the influence of the debugger. In the second, the opposite occurs: program that works correctly under normal condition begins to exhibit erroneous behaviour in the debugging environment [14, 15].

Probe-effect in the second scenario is easy to deal with, and can also be beneficial. It helps to reveal program errors that the programmer has yet to notice. However, the disappearance of bugs caused by the probe-effect, as in the first scenario, can introduce difficulty to debugging. With a program that executes correctly, one cannot get any clues that point to its defects.

One of the causes of the probe-effect is the influence of the debugger on the patterns of interleaving of concurrent events. Operations that are defined as concurrent can be implemented on a sequential system by interleaving their events. If some of the patterns of interleaving cause synchronization errors, and if the debugger prevents these patterns from taking place, then the probe-effect can be observed. The following example illustrates this situation.

Example 2.1 Consider a process $P$ with two input ports: $a$ and $b$ and an output port $c$. The specification of $P$ is:

$$r(a) \rightarrow r(b) \rightarrow s(c)$$

where $r(a)$ means receiving a message through port $a$ and $s(c)$ means sending a message through port $c$. Suppose the implementation of $P$ has $r(a)$ and $r(b)$ as concurrent events:
Thus during execution, two possible interleaving of \( r(a) \) and \( r(b) \) can be observed:

1. \[ r(a) \rightarrow r(b) \rightarrow s(c) \]  \hspace{1cm} (valid)

and

2. \[ r(b) \rightarrow r(a) \rightarrow s(c) \]  \hspace{1cm} (invalid)

If, under normal condition, the second computation is always chosen between the two as the program is executed, a synchronization error is observed. The probe-effect arises when the program is executed under a debugging environment in which, due to the debugger's influence, the first computation is always observed.

\[ \square \]

In a rather more subtle situation, the debugger may affect the outcome of nondeterministic choice made by the program. Recall that a program may consist of different possible computations, one of which will be realized during an execution. The selection process depends on both the implementation of the program and the environment in which the program is executed. If the debugger causes the correct computation to be selected, which would not be once the debugger is removed, then probe-effect is again observed. This is shown in the next example:

**Example 2.2** Let \( P = \{ p_1, p_2, \ldots \} \) be the specification of a program. \( p_i, p_j \in P \) are two of the possible computations that the program can have. Assume
that the implementation of \( p_i \) is correct, and that of \( p_j \) has errors. If, under normal conditions, nondeterministic choice is always made in favor of \( p_j \), we will observe errors on each execution of the program. However, if when the program is debugged, the debugger causes the implementation of \( p_i \) to be selected for the execution, the program will seem to have no error.

\[ \square \]

It should be noted that it is possible for the correct computation to be selected under the normal condition, and no error would be observed during that execution. Likewise, the invalid computation can be chosen when the program is debugged, and the error is detected. All of this depends on the influence of both the computing and the debugging systems on the outcome of the interleaving patterns and on the nondeterministic choice.

Probe-effect is present in any debugging system, and one should understand its impacts in order to appropriately compensate for its effect. We do not attempt to address this issue here. However, as shown in the experiment done by Gait in [15], delay introduced by the debugger on synchronization events does mask some existing synchronization errors in a concurrent program. As this delay increases, it can completely mask out all synchronization errors. Therefore, in designing our debugger, we have attempted to minimize this additional debugging delay as much as possible.
Chapter 3

An Approach to Debugging based on Pomset.

As stated in chapter 2, our strategy of debugging a distributed program can be divided into two stages: locating synchronization errors, and locating programming bugs which cause these errors. A synchronization error is located by comparing the actual behaviour of the program against its specification. A programming bug is located by using debugging tools to examine the internal state and operation of component processes.

A typical debugging session can be as follows. First the specification of the program being debugged is supplied to the debugger. Then the program is executed under the debugging environment. The debugger monitors the IPC activity of component processes in the program and checks whether this activity follows the specification. A synchronization error is located when a mismatch occurs.

After the synchronization error is located, the execution is suspended. The user can then use debugging tools for breakpointing, checkpointing and tracing to examine the internal states of the processes to narrow down the search for the cause of the synchronization error.
In the following sections, the design of a debugger which is based on our strategy is described. The discussion includes the fundamental points that are necessary for achieving our design goal.

3.1 Basic needs

3.1.1 Global Time

As mentioned above, one of the main things we look for during a debugging session is the correctness of the temporal orders between events, as required in the problem specification. Therefore, events are to be labeled with timestamps so that their causality is preserved. We employ the Global Clock algorithm of Shang [31] for timestamping, which has properties that meet our requirement. This algorithm uses $N$-dimensional vectors called *Global Clocks*(GC), where $N$ is the number of processes.

Each component of GC corresponds to a process. Each process has its own GC. When processes exchange messages, they also exchange the values of their GC. Each event will be stamped with the current value of the local GC, which is called *Global Time* (GT), the logical time indicating the moment the event occurs. If $TS(e_i)$ is the timestamp in GT of event $e_i$, the GC algorithm ensures that:

$$TS(e_1) < TS(e_2) \iff e_1 \rightarrow e_2$$

where the relation « is defined in definition 2.7.
Therefore, by comparing the value of their $GT$, one can always establish the causality of events. Moreover, events that have no causal relationship are also identified. When the $GC$ are kept as part of event records in a trace file, execution history can be fully reconstructed.

Given a distributed program with $N$ processes, the algorithm for managing the $GC$ is described as follows:

Algorithm 3.1.     \textit{Global Clock Algorithm.}

A $n$-element vector of counters is associated with each process. Consider $\GC_k = [c_1, c_2, ..., c_n]$ which is associated with process $P_k$.

Initialize: \quad $\forall \ i \in \{1...n\} \ [\ c_i = 0 \ ]$.

For each occurrence of an event $e$,

Case 1: if $e$ is a send event, then

\[
\begin{align*}
    c_k &= c_k + 1, \\
    TS(e) &= GC_k
\end{align*}
\]

The new value of $GC_k$ is used to timestamp the send event $e$ as well as the message being sent.

Case 2: if $e$ is a receive event, then the timestamp $TS_m$ of the received message is retrieved first:

\[
TS_m = [t_1, t_2, ..., t_n],
\]

then $GC_k$ is updated as follows:

\[
\begin{align*}
    C_k &= C_k + 1, \\
    \forall \ i \in \{1...n\} \ [\ c_i = max(c_i, t_i) \ ], \\
    TS(e) &= GC_k
\end{align*}
\]
Figure 3.1 - Events in a distributed computation with timestamps in GC

The receive event $e$ is then timestamped with the new value of $GC_k$.

Example 3.1 Figure 3.1 shows a typical distributed computation where the events are timestamped with $GC$ values. By comparing their timestamps, the causal relationship of the events can be established. For instance:

$$e_{23} \rightarrow e_{13}$$

since

$$[1,3,1] \prec [3,4,1]$$

where $[1,3,1]$ and $[3,4,1]$ are timestamps in $GC$ of $e_{23}$ and $e_{13}$ respectively.

Meanwhile, there is no causal relationship between $e_{23}$ and $e_{12}$ since their timestamps, $[1,3,1]$ and $[2,0,0]$ respectively, are not comparable.

The following are some properties of event timestamps using $GC$. $e_{ij}$ denotes the $j^{th}$ event in process $P_i$. For $e_{ij} \in P_i$, $TS(e_{ij})$ is the timestamp of $e_{ij}$ in $GC$ and...
$TS(e_{ij})[k]$ is the $k^{th}$ element in $TS(e_{ij})$.

**Property P1** For $e_{kl} \in P_k$, $e_{kl} \rightarrow e_{ij}$ iff

\[
TS(e_{kl})[k] \leq TS(e_{ij})[k], \quad \text{if } (k \neq i)
\]

\[
TS(e_{kl})[k] < TS(e_{ij})[k], \quad \text{if } (k = i)
\]

that is, the value of the $k^{th}$ element in the timestamp of event $e_{ij}$ is always greater than or equal to those of the events that precede $e_{ij}$.

**Property P2** Define $\text{prec}(e_{ij}, k) = \{ e_{kl} \mid e_{kl} \in P_k \land e_{kl} \rightarrow e_{ij} \}$, then:

\[
\left| \text{prec}(e_{ij}, k) \right| = TS(e_{ij})[k], \quad \text{if } k \neq i
\]

and

\[
\left| \text{prec}(e_{ij}, k) \right| = TS(e_{ij})[k] - 1, \quad \text{if } k = i
\]

Properties P1 and P2 are proved in [27].

**Definition 3.1** Given a pomset $p = [V_p, \Sigma_p, \Gamma_p, \mu_p]$ and $e_0 \in V_p$. $\text{pref}(p, e_0)$ is a pomset $q = [V_q, \Sigma_q, \Gamma_q, \mu_q]$ where:

\[
V_q = \{ e \mid e \in V_p \land ( e \rightarrow e_0 \lor e = e_0 ) \},
\]

\[
\Sigma_q = \{ a \mid e \in V_q \land \mu_p(e) = a \},
\]

\[
\Gamma_q = (V_q \times V_q) \cap \Gamma_p,
\]

\[
\mu_q = (V_q \times \Sigma_q) \cap \mu_p.
\]

**Lemma 3.1** Given a pomset $p$ and $e_0 \in V_p$ is an event in $p$ then:

$q = \text{pref}(p, e_0) \Rightarrow q \leq p$.

**Proof** Comes immediately from definition 3.1.
In the following discussion, for a pomset \( p = [V_p, \Sigma_p, \Gamma_p, \mu_p] \), by referring to a pomset \( q \) corresponding to a set of events \( V_q \subseteq V_p \), we assume that
\[
q = [V_q, \Sigma_q, \Gamma_q, \mu_q]
\]
where:
\[
\Sigma_q = \{ a \mid e \in V_q \land \mu_p(e) = a \},
\]
\[
\Gamma_q = (V_q \times V_q) \cap \Gamma_p,
\]
\[
\mu_q = (V_q \times \Sigma_q) \cap \mu_p.
\]

Property P3: Given a computation \( W \) whose events are timestamped with \( GC \).
Define \( U = CC(c_1, c_2, \ldots, c_n) \) as a pomset that consists of the first \( c_1 \) events in process \( P_1 \), the first \( c_2 \) events in process \( P_2 \), and so on. If:
\[
\exists e_{ij} \in P_i \left[ \forall k \in \{1 \ldots n\} \left[ c_k = TS(e_{ij})[k] \right] \right]
\]
then \( U = \text{pref}(W, e_{ij}) \).

Proof: In the computation \( W \), consider the event \( e_{ij} \in W \) and the pomset \( U = CC(c_1, c_2, \ldots, c_n) \) where \( C_k = TS(e_{ij})[k], k \in \{1 \ldots n\} \).

\[
\forall e_{kl} \in W:
\]
\[
e_{kl} \in U \iff l \leq C_k
\]
\[
\iff TS(e_{kl})[k] \leq TS(e_{ij})[k] \quad \text{(algorithm 3.1)}
\]
\[
\iff e_{kl} \rightarrow e_{ij} \lor e_{kl} = e_{ij} \quad \text{(property P1)}
\]
\[
\iff e_{kl} \in \text{pref}(W, e_{ij}) \quad \text{(definition 3.1)}
\]
\[
\iff U = \text{pref}(W, e_{ij})
\]

Property P4: Given \( e_{ij} \in P_i \) and \( e_{kl} \in P_k \) being events in a computation \( W \), the pomset \( U = CC(c_1, c_2, \ldots, c_n) \) where
\[
c_m = \max(TS(e_{ij})[m], TS(e_{kl})[m]), \quad m = 1 \ldots n
\]
is a prefix of \( W \): \( U \preceq W \).
Proof

\( \forall e_{rs} \in W \)

\[ e_{rs} \in U \quad \iff \quad r \leq c_r \]

\[ \iff \quad TS(e_{rs})[r] \leq TS(e_{ij})[r] \lor TS(e_{rs})[r] \leq TS(e_{u})[r] \]

( algorithm 3.1 )

\[ \iff \quad e_{rs} \in \text{pref}(W, e_{ij}) \lor e_{rs} \in \text{pref}(W, e_{u}) \]

( property P3 )

\[ \forall e_{tu} \in W : \]

\[ e_{tu} \rightarrow e_{rs} \quad \Rightarrow \quad e_{tu} \in \text{pref}(W, e_{ij}) \lor e_{tu} \in \text{pref}(W, e_{kl}) \]

\[ \Rightarrow \quad e_{rs} \in U \]

( definition 3.1 )

\[ \Rightarrow \quad U \leq \pi W. \]

\[ \square \]

Example 3.2

1. Consider event \( e_{13} \) of the computation showed in figure 3.1. For any event \( e_{2}, \in P_2 \),

\[ e_{2} \rightarrow e_{13} \quad \iff \quad TS(e_{2})[2] \leq TS(e_{13})[2] \]

( = 4 )

For example,

\[ e_{22} \rightarrow e_{13} \quad \text{since} \quad TS(e_{22})[2] = 2 \]

(< 4 )

\[ e_{25} \rightarrow e_{13} \quad \text{since} \quad TS(e_{25})[2] = 5 \]

( > 4 )

2. Since \( TS(e_{13})[2] = 4 \), there are four events in \( P_2 \) that happen before \( e_{10} \): \( e_{21}, e_{22}, e_{23} \) and \( e_{24} \). Similarly, \( TS(e_{13})[3] = 1 \) means that there is one event in \( P_3 \) (\( e_{31} \)) that happens before \( e_{13} \).

3. \( U = CC(1,2,3) \) is the pomset that consists of the first event in \( P_1 \) (\( e_{11} \)), the first two events in \( P_2 \) (\( e_{21}, e_{22} \)) and the first three events in \( P_3 \) (\( e_{31}, e_{32}, e_{33} \)) (figure 3.2).
Figure 3.2 - Pomset $U = CC(1,2,3)$

Figure 3.3 - Pomset $U = CC(3,4,1)$
Now consider $e_{13}$ whose timestamp is $[3,4,1]$: the pomset $U = CC(3,4,1)$ which consists of $e_{11}$, $e_{12}$, $e_{13}$ (first three events in $P_1$), $e_{21}$, $e_{22}$, $e_{23}$, $e_{24}$ (first four events in $P_2$), and $e_{31}$ (first event in $P_3$) is a prefix of the current computation (figure 3.3).

Similarly, $U' = CC(2,1,3)$, obtained by applying $P3$ on $TS(e_{33})$, is also a prefix of the current computation (figure 3.4).

4. Consider $TS(e_{13})$ and $TS(e_{33})$ which are $[3,4,1]$ and $[2,1,3]$ respectively. $U = CC(3,4,3)$ is the pomset formed by applying $P4$ (figure 3.5). $U$ is a prefix of the current computation.

3.1.2 Global State

The program's global state at a point can reveal the correctness of the execution of that program up to that point. In debugging, when a program is in an undesirable state, we infer that a bug has already occurred. Thus one main practice in debugging
is to examine the program’s state from time to time and narrow down the “faulty region”.

In a centralized system, state recording is done by suspending the execution and recording the program state information. *Instant snapshot*, as this technique is called, is impossible in DCS because of the lack of a common clock. The alternative is to obtain a *consistent global state* [33] since a *CGS* also has all the necessary details for determining the correctness of a computation.

We have two ways to obtain a *CGS*. One is to suspend the whole program at a breakpoint. With FIFO channels, the program is in a *CGS* when all processes are suspended, since it sees no receive event whose corresponding send event has not occurred. The requirement for the suspension, however, is that the program state at that point contains information that interests the user. Therefore uncontrolled suspension of the program is not very desirable. The breakpoint mechanism should
suspend the program at a point where its state can be verified. This is the objective of breakpoints, and will be discussed in section 3.3.2.

A CGS can also be obtained without having to suspend the program by applying the algorithm in [27] for Spontaneous Global State Detection. This algorithm can be used to obtain the CGS that is needed for deadlock detection.

3.1.3 Synchronization Behaviour Specification

One part of our strategy in distributed debugging is to have the debugger check the correctness of the program's synchronization behaviour. For this purpose, the debugger is provided with the synchronization behaviour specification (SBS) by the program's designer at the beginning of a debugging session. When the program is executed under the debugging environment, its actual synchronization behaviour is monitored and checked against the given SBS for possible discrepancies.

If an execution of the program is viewed as a pomset of events, the SBS is given as a set of pomsets. This set can, and in most case does, have an infinite number of elements. Each pomset element corresponds to a possible synchronization behaviour of the program. One obvious requirement for the SBS is that it must cover all possible behaviours of the programs. Therefore it is more feasible to use a behaviour generator to define the SBS. Through this generator, pomsets that compose the program's SBS are derived. Hence, the behaviour generator can also be called the pomset generator. Usually, the generator is designed in the form of a specification language. From the design of the application program, the user uses this language to describe the program's synchronization specification. A main requirement for this language is that it should effectively describe pomsets representing any computation.
3.1.4 Central and Local structures

Debugging is a process that relies heavily on human intervention. The debugger is only a tool which helps the user to examine a suspected area in the program, but it is the user's decision that an action should be taken in order to locate a bug. Therefore, control of the whole debugging environment needs to be centralized. Through a single user-interface, the user should be able to monitor the activity of the whole system and intervene at any time if necessary.

Certain aspects of debugging, such as deadlock detection or breakpointing, also need a global view. One approach is to assign a central site, which collects information from all other sites and composes a global picture from that.

However, for the sake of efficiency and minimizing the potential probe-effect, debugging operations should be distributed as much as possible. If an operation at one site does not depend on one at another site, it should be done independently at the local site. For instance, monitoring individual processes can be done independently at each local site.

Therefore, we choose a combination of central and local structures for our debugger. This follows the same philosophy as in [16]. The debugger has one central node, called the central debugger, which consists of the user-interface and other modules for global operations. Local debugger modules, one per node, receive commands from the central debugger. Figure 3.6 illustrates this organization.
Figure 3.6 - General Structure of the Debugging System
3.2 Design Issues

3.2.1 Dependencies of debugger’s modules

One design goal of the distributed debugger is to maximize its flexibility: the debugger should be able to work in different computing environments. It should also be able to support the debugging of programs written in different languages. When moving the debugger from one computing system to another, minimal changes should be required. For instance, the debugger needs process controllers which control the execution of the application processes. Obviously, these modules are system-dependent. When the debugger is used on different systems, appropriate versions of the process controllers are to be provided. However, the process controllers exchange information with the rest of the debugging system using data tokens of standard format. Thus changes are not required in the other modules, which are not system dependent.

To achieve this goal, the modules of our debugger address three classes of dependency: system, programming language, and specification language. Each module has its own operation and interacts with other modules through carefully designed interfaces.

Modules that are system-dependent contain operations which relate to the operating system and the underlying architecture. Programming-language dependent modules are those that work with the source codes of the debugged programs. There is also a need to have modules that are specification-language dependent. These modules must be modified when the specification-language is changed. Since different
people may have different ways of specifying designs, a fixed specification language should not be imposed on the users of the debugger.

### 3.2.2 Probes

To obtain internal information from processes, the debugger uses "probes". These probes are either inserted into the program code, or attached to the communication ports or data areas. Through probes, internal states of a process can be extracted for examination by various debugging modules, and also by the user. Similar to probes that are used in electrical measurement systems, debugging probes may also alter the performance of the program. Compensation must be made to these probes in order to eliminate or reduce the so-called "probe-effect". As mentioned in section 2.4.3, this topic needs a detailed study of its own.

We divide probes into two types: static and dynamic. Static probes are inserted into the program code and remain there during the debugging process. Dynamic probes on the other hand can be set or removed by the user as desired during a single debugging session.

The static probes are mostly used to detect occurrences of synchronization events, since this information is always required during the debugging session. The Global Clocks that are attached to each process need this information to update their clock values. These probes send indicators of occurrences of every synchronization event to the *event processors*, which distribute them to other modules. For instance, the *tracker* needs this data as it monitors the behaviour of the program, and the breakpointing facility uses this information to determine whether a breakpoint has
been reached. Actually, there is a static probe for every action that is defined in the
*SBS*.

Dynamic probes are used when the user needs to extract more information from a process. For instance, the user may want to monitor changes of a certain variable. A dynamic probe will be defined, which returns the new value of this variable every time it is updated. Dynamic probes are more useful once the synchronization error is located, and when the user is looking for the bug that caused it.

### 3.2.3 Event

An event is the occurrence of a specific action in a distributed program. Each action is characterized by the operation being carried out and the location where that operation takes place. All operations that are internal to one process are considered to take place at the same location. The communication ports of a process are considered to be different locations: the sending and receiving of messages through these ports are different actions from those internal to a process. Each port is used for only one type of message, hence sending of messages of different types are different actions.

Events are divided into two types: synchronization events and local events. Synchronization events are events occurring at communication ports. The actions of these events are defined in the *SBS*. In the actual computation, each event is associated with a label indicating its related actions. A set of counters are also maintained to keep track of the number of occurrences of each action. Through these identifiers,
the pomset representing the actual computation can be constructed and compared with those in the specification.

Local events are instances of actions done inside a process. Therefore, they have little importance when the debugger is being used to locate synchronization errors. Once synchronization errors are identified, and the user starts to look within a process, local events become significant. Through the use of dynamic probes, the user can view and record local events for investigation.

During the execution of a distributed program, event information can be collected in large volume. The user may reduce the volume of this information by setting *event filters*. An event filter is defined for an action. It removes all events of that action from the user's view. With event filters, the amount of pertinent information can be extracted to reflect only those activities of the program that interest the user at that time. An event filter is to be set up as a pair. If events of sending messages of one type are filtered out, so must be those of the corresponding receivings, and vice versa. Therefore, event filters can also be viewed as *channel filters*.

### 3.2.4 Checkpointing

Debugging is an iterative process: the user executes the program again and again, each time collecting more information about the program's behaviour, and narrowing down the suspected areas of the bug until the exact bug is located.

In a distributed environment, such re-execution can become very expensive. Distributed programs are usually complex, and it may take a lot of time to get to
the same point in the computation where the user is interested. Because of nondeterminism, the new execution might not even get to the same point. Therefore, it is useful to have a checkpointing mechanism, which allows the program to be re-executed from certain points during the computation instead of starting from the beginning. Checkpointing is also used in fault-tolerant computations for rollback and recovery.

To be able to roll back to a checkpoint, the program's state at that point must have been previously saved. When the program is rolled back to a checkpoint, the current state of the program is discarded, and the state saved at that checkpoint is loaded into the system. In a DCS, the saved state must be a CGS.

Obtaining the CGS of a distributed program during its execution is not simple. However, in our debugger, when the program is suspended at a breakpoint, its state is always a CGS. The user can create a checkpoint by saving this state. Therefore, in our debugging system, the user specifies the checkpoint by specifying a breakpoint, and then saving that state. Details on breakpoints are discussed in section 3.3.2.

The program's states that must be saved for the future roll-back also have to be clearly defined. However, the notion of what actually constitutes the program's state is ambiguous. Beside the processors' states, the program's state consists of many variables that are globally and locally defined, as well as port variables. Depending on each application program, what needs to be saved as a program's state at a checkpoint varies. Since the debugger is designed to be used for all kinds of programs, it must be able to identify what has to be saved in order for the program to be rolled back and restarted later. We propose a solution for this problem in section 4.4.
3.2.5 Database

While debugging a program, the user needs to observe and examine the program's states and behaviour as its execution proceeds. Because the execution happens too fast for a human to follow, traces files are used. A trace file has records of relevant state information, all in their proper order of occurrences, representing the execution history that the user can examine at a slower pace.

In a DCS environment, the volume of information in a trace file is much larger due to multiple threads of execution. Collection and maintenance of traces are better done using the distributed database system approach.

A distributed relational database is fragmented across processes. We assume one fragment of the database for each process in the debugged program. Details regarding a process are stored as a fragment at the local site of the process. The database actually consists of two tables. The first table contains information on synchronization events. The second contains only local events. The structure of the tables are:

- **Table 1:**

  - **Timestamp** (Primary key)
  - **Action**
  - **Counter**
  - **Data**
- Table 2:  
  \textit{Timestamp}  \hspace{1cm} \text{(Primary key)}  
  \textit{Action}  
  \textit{Counter}  \hspace{1cm} \text{(Primary key)}  
  \textit{Data}  

In table 1, \textit{Timestamp} is in \textit{GT}. \textit{Action} is the activity done in the event. \textit{Counter} shows the number of times the same action has occurred since the beginning of the execution. This is kept for the purpose of efficiency since one can always obtain the value of \textit{counter} by scanning through the local fragment of the table. \textit{Data} is relevant information related to the events, such as the contents of the messages.

The fields in table 2 are similar to those in table 1. Since in each process, the value of the GC is changed at the occurrence of an synchronization event, several local events may have the same TS, two fields – \textit{Timestamp} and \textit{Counter} – are used as the primary key in table 2. The \textit{counter} counts the number of local events that has occurred since the immediately preceding synchronization event. In other words, the value of \textit{counter} is reset every time a synchronization event occurs. Note that records on local events are collected through dynamic probes. As these probes are inserted and removed during the course of a debugging session, the set of local events varies accordingly.

This distributed database system also consists of local database managers, one for each site, which manage all database fragments at the local sites. A central database manager will coordinate all of these local managers and keep the whole database in a consistent state and offer a global, singular view of the database to the user.
Data in the database is updated when the program is executed in the debugging environment. These data are obtained through static and dynamic probes that are previously inserted into the program. During the execution, the "event processor" will collect this information and pass it to the local database manager, to store it in the right place. Local events are always kept in relation with their preceding synchronization events. Therefore, in operations on the database, we are concerned only with the synchronization events that are kept in table 1.

For any number of records in table 1 of the database, a corresponding pomset can always be formed based on information from these records. Each record corresponds to an event, whose action is specified in the action field of the records. The timestamps of the records define their partial order. For a database which has the full recording of a computation W, the corresponding pomset of its records is W.

The volume of data collected for a complete execution of a program can be enormous, and maintaining the database becomes impractical because of limitations of the system resource. To cope with this a data window can be defined. When the data window is employed, only records of a certain number of recent events are kept. As the execution proceeds, recent records are added to the database while the old ones are removed. Hence the size of the database will never exceed the window size, and the window can be viewed as a moving window. The central database manager will coordinate deletion of old records to keep the database in a consistent state. Consistency of the database with respect to the deletion of records is defined as follows:
Definition 3.2  Given a database of records from a distributed computation, its consistency is defined recursively as:

1. If no record is deleted from the database, the database is consistent.
2. Let $p$ be the corresponding pomset of the database before a deletion, $q$ be the corresponding pomset of records that are deleted, and $p'$ be the corresponding pomset of the records that remain in the database after the deletion. $p'$ is consistent iff $p$ is consistent and $q \leq_{\pi} p$.

In practice, the user specifies the window size of the database at the beginning of a debugging session. This value of the window size is given to the local database managers. When the data of the program trace is collected, the local manager keeps track of the size of data fragments. When the size of a fragment exceeds the window size, the corresponding local manager will determine the cut-off point in the database fragment. All records preceding the cut-off point are deleted so that the size of the fragment can be reduced. The central database manager is also informed so that it can coordinate similar deletion in other database fragment in order to keep the whole database consistent. The following algorithm provides a method for reducing the size of the database and keeping its consistency.

Algorithm 3.2.  Database Size-reduction Algorithm.

Input: - Database for a distributed computation of $n$ processes: $P_1$, $P_2$, ..., $P_n$; $DB_1$, $DB_2$, ..., $DB_n$ are the database fragments corresponding to the processes.

- a certain event $e_i \in P_i$, $i \in \{1...n\}$

Output: - the database in which a number of records are deleted.
Step 1: \( \forall k \in \{1...n\} \left[ TS(e_{ij})[k] \text{ is sent to } DB_k \right] \)

Step 2: \( \forall e_{ui} \in P_k \left[ TS(e_{ui})[k] \leq TS(e_{ij})[k] \Rightarrow \text{record for } e_{ui} \text{ is deleted} \right] \).

Theorem 3.1 Let \( p \) be the pomset corresponding to the database \( DB \);
\( e_{ij} \in P_i \) be an event in \( p \); \( q \) be the pomset corresponding to the records deleted by applying algorithm 3.2 to \( DB \); \( p' \) be the pomset corresponding to the resulting database \( DB' \) after the application of the algorithm. If \( p \) is consistent then:

1. \( \forall e_{um} \in P_i \left[ m \leq j \Rightarrow e_{um} \in q \right] \)
2. \( p' \) is consistent.

Proof

1. \( \forall e_{um} \in P_i : \)
   \( m \leq j \Rightarrow TS(e_{um})[i] \leq TS(e_{ij})[i] \) \( \text{ (algorithm 3.1) } \)
   \( \Rightarrow \text{record for } e_{um} \text{ is deleted} \) \( \text{ (step 2, algorithm 3.2) } \)
   \( \Rightarrow e_{um} \in q \)

2. \( \forall e_{ui} \in q : \)
   \( TS(e_{ui})[k] \leq TS(e_{ij})[k] \) \( \Leftrightarrow e_{ui} \rightarrow e_{ij} \lor e_{ui} = e_{ij} \) \( \text{ (property P1) } \)
   \( \Leftrightarrow e_{ui} \in \text{pref}(p, e_{ij}) \) \( \text{ (definition 3.1) } \)
   \( \Rightarrow q \preceq p \) \( \text{ (lemma 3.1) } \)
   \( \Rightarrow p' \text{ is consistent.} \) \( \text{ (definition 3.2) } \)

Thus every time the size of a database fragment has to be reduced, the local database manager for that fragment determines the record corresponding to the cut-off point. The timestamp of the record is then sent to the central manager to initiate the size-reduction. The central manager in turns distributes the values of the timestamp's
### a) Records in database

<table>
<thead>
<tr>
<th>Event</th>
<th>DB1 Timestamp</th>
<th>Event</th>
<th>DB2 Timestamp</th>
<th>Event</th>
<th>DB3 Timestamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{11}$</td>
<td>1,0,0</td>
<td>$e_{21}$</td>
<td>0,1,0</td>
<td>$e_{31}$</td>
<td>0,0,1</td>
</tr>
<tr>
<td>$e_{12}$</td>
<td>2,0,0</td>
<td>$e_{22}$</td>
<td>1,2,0</td>
<td>$e_{32}$</td>
<td>2,0,2</td>
</tr>
<tr>
<td>$e_{13}$</td>
<td>3,1,0</td>
<td>$e_{23}$</td>
<td>1,3,1</td>
<td>$e_{33}$</td>
<td>2,0,3</td>
</tr>
<tr>
<td>$e_{14}$</td>
<td>4,1,0</td>
<td>$e_{24}$</td>
<td>4,4,1</td>
<td>$e_{34}$</td>
<td>7,5,4</td>
</tr>
<tr>
<td>$e_{15}$</td>
<td>5,1,0</td>
<td>$e_{25}$</td>
<td>4,5,1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{16}$</td>
<td>6,5,1</td>
<td>$e_{26}$</td>
<td>4,6,3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{17}$</td>
<td>7,5,1</td>
<td>$e_{27}$</td>
<td>5,7,3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### b) Distributed computation corresponding to records in (a)

Figure 3.7 - Database before size reduction
components to other local managers according to algorithm 3.2. Upon receiving these values, and based on algorithm 3.2, the local managers can determine which records to be deleted in response to the size-reduction so that the database can still be consistent.

**Example 3.3** The tables in figure 3.7a show a sample of the database, which contains the recording for the computation in figure 3.7b. Each table corresponds to one process, and contains records of events and their timestamps.

Assume that the size of $DB_1$ has exceeded the window size and $e_{14}$ and all records preceding it must be deleted to reduce the size. While the records are removed, $DB_1$ also sends $TS(e_{14})[2]$ and $TS(e_{14})[3]$, which are 1 and 0, to $DB_2$ and $DB_3$ respectively. Upon receiving this value, $DB_2$ will delete all events $e_{2j}$, where $TS(e_{2j})[2] \leq 1$ from its database. Thus $e_{2j}$ is deleted from $P_2$. It easy to see that no record is deleted from $P_3$. The tables after the size-reduction and the ST-graph constructed from the data in these tables are showed in figures 3.8a and 3.8b.

Assume that $P_2$ also has to reduce its size and must delete all records up to and including $e_{24}$. $TS(e_{24})[1]$ and $TS(e_{24})[3]$ (which are 4 and 1) are sent to $DB_1$ and $DB_3$, respectively. Since $TS(e_{24})[3] = 1$, it is deleted from $P_3$. In $P_1$, there is no $e_{1i}$ where $TS(e_{1i})[1] \leq 4$, none is deleted. The tables and their corresponding ST-graph become as shown in figures 3.9a and 3.9b.

Sometimes, a complete history of a process has to be preserved, such as for use in an artificial environment to debug other processes. In that case, instead of discarding the past records completely, they can be archived onto a backup file for later use.
a) Records in database

b) Distributed computation corresponding to records in (a)

Figure 3.8 - Database after 1st size reduction initiated by $DB_1$
a) Records in database

<table>
<thead>
<tr>
<th>Event</th>
<th>Timestamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{11}$</td>
<td>1.0.0</td>
</tr>
<tr>
<td>$e_{12}$</td>
<td>2.0.0</td>
</tr>
<tr>
<td>$e_{13}$</td>
<td>3.1.0</td>
</tr>
<tr>
<td>$e_{14}$</td>
<td>4.1.0</td>
</tr>
<tr>
<td>$e_{15}$</td>
<td>5.1.0</td>
</tr>
<tr>
<td>$e_{16}$</td>
<td>6.5.1</td>
</tr>
<tr>
<td>$e_{17}$</td>
<td>7.5.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Event</th>
<th>Timestamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{21}$</td>
<td>0.1.0</td>
</tr>
<tr>
<td>$e_{22}$</td>
<td>1.2.0</td>
</tr>
<tr>
<td>$e_{23}$</td>
<td>1.3.1</td>
</tr>
<tr>
<td>$e_{24}$</td>
<td>4.4.1</td>
</tr>
<tr>
<td>$e_{25}$</td>
<td>4.5.1</td>
</tr>
<tr>
<td>$e_{26}$</td>
<td>4.6.3</td>
</tr>
<tr>
<td>$e_{27}$</td>
<td>5.7.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Event</th>
<th>Timestamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{31}$</td>
<td>0.0.1</td>
</tr>
<tr>
<td>$e_{32}$</td>
<td>2.0.2</td>
</tr>
<tr>
<td>$e_{33}$</td>
<td>2.0.3</td>
</tr>
<tr>
<td>$e_{34}$</td>
<td>7.5.4</td>
</tr>
</tbody>
</table>

b) Distributed computation corresponding to records in (a)

Figure 3.9 - Database after 2nd size reduction initiated by $DB_2$
Queries can be directed to the database by the user or by other debugging utilities, when the program is not running. Queries are made to the central manager, which analyses them and sends secondary queries to appropriate local managers. The user examines the program's behaviour and its states at various points during the computation through such queries. Utilities can also send queries to the central manager to retrieve information relevant to their operations. For instance, a query requesting all event data sorted in their timestamp is made when the ST-graph is built for figure 3.7.

The trace data collected and stored in the form of a distributed database can be used for several purposes. First of all, the user can examine the history of an execution of the debugged program. In another application, the user may decide to run only one but not all distributed processes but can still have the effect of them running. The trace information in the database is used to simulate the messages sent to the selected process. Genuine data in these messages can also be replaced by synthesized data before the messages are delivered to the receiving process. Thus the user will be able to examine the behaviour of the process under different sets of input data.
3.3 Design Choices

3.3.1 SBS and Compiler

We needed a language to describe the SBS which we call the specification definition language (SDL). For our prototype distributed debugger, we have proposed a simple SDL that is described below. This language lacks certain features such as allowing the use of predicates in the specification. There are also certain pomsets it cannot define. Nevertheless, it allows us to experiment with our prototype.

The basic components of the SDL are actions and operators. Each instance of an action represents an event. Operators define the causal relationship between events.

In the scope of our SDL, an action is characterized by the operation being carried out and its locality, i.e., the process in which the action occurs. Since each process is viewed as strictly sequential, we have the following restrictions on events:

1. All events of the same locality are serialized, and
2. No two events of the same action can occur simultaneously.

These restrictions pose some limits on how a process can be specified. On the other hand, without the restrictions, some pomsets cannot be defined using this language.

The four operators on pomsets that we use are defined in [29]. We repeat the definitions here, and then define their application when used on sets of pomsets.
Given two pomsets, \( p = [V, \Sigma, \Gamma, \mu], q = [V', \Sigma', \Gamma', \mu'] \), then:

**Concatenation**

\[
p \cdot q = [V \cup V', \Sigma \cup \Sigma', \Gamma \cup \Gamma', \mu \cup \mu']
\]

We usually write \( p \cdot q \) as \( pq \) for short.

**Conjunction**

\[
p \parallel q = [V \cup V', \Sigma \cup \Sigma', \Gamma \cup \Gamma', \mu \cup \mu']
\]

that is, there is no ordering requirement between members of \( V \) with those of \( V' \).

The two following operators produce a set of pomsets instead of a new pomset.

**Disjunction**

\[
p \% q = \{ p, q \}
\]

If a process is described to have a behaviour of \( p \% q \), it is to have either \( p \) or \( q \) as its computation for every execution, but not both.

**Kleene's star**

\[
p^* = \{ \epsilon, p, pp, ppp, \ldots \}
\]

We extend the above operators on sets of pomsets as follows:

\[
P \cdot Q = PQ = \{ pq \mid p \in P \land q \in Q \}
\]

\[
P \parallel Q = \{ p \parallel q \mid p \in P \land q \in Q \}
\]

\[
P \% Q = P \cup Q
\]

\[
p^* = \{ p^* \mid p \in P \}
\]

where \( P \) and \( Q \) are sets of pomsets.
Example 3.4

1. \( a[(bcd) \parallel (efg)]h \) is the pomset

2. \([a(c \parallel d)] \parallel (bd)\) is the pomset

3. \( a[a \parallel (aa)]a \) is the pomset

which can also be defined simply as \((aaaa)\).
Because of our restrictions on the definition of actions and events, we cannot have, for instance, the following pomset:

\[ \begin{array}{c}
  a \\
  \leftrightarrow \\
  a \\
  \rightarrow \\
  a \\
  \rightarrow \\
  a \\
  \rightarrow \\
  a \\
  \rightarrow \\
  a \\
  \rightarrow \\
  a \\
  \rightarrow \\
  a \\
\end{array} \]

However, we will be able to define pomsets such as the one in example 3.4(2).

A compiler will translate the SBS of the debugged program written in SDL into a data structure that represents the SBS internally for the debugger. In addition, the compiler will also check for semantic correctness in the specification. For example, it can detect if an exchange of messages between two processes is attempted without a channel connecting them.

The use of a compiler for handling SBS allows flexibility. Different people can have their own versions of SDL and they can be designed to suit their own needs. Only the compiler module will have to be changed in the debugger. The compiler can also be designed to carry out more extensive checks on the program semantics as well as verification of certain design rules required by the organization.
3.3.2 Breakpoint

The use of breakpoints in debugging allows the user to examine the program’s state on-line. When the execution reaches the breakpoint, it is suspended. The user can then examine the program as long as is necessary. Furthermore, the advantage of breakpoints is that the execution can be resumed. The user can continue to debug without having to restart the program from the beginning. By examining the program’s state and its behaviour history up to the breakpoint, the user may be able to assert the correctness of the preceding computation, and may gain more clues about the location of the errors.

In conventional debugging, the breakpoint is defined in the “implementation space”, that is the user defines a section in the code as a breakpoint. As the program is about to execute that section, it is suspended. As discussed before (section 3.3.1), defining breakpoints in this manner for a distributed program is not practical.

Our notion of breakpoints in distributed debugging is based on the program’s behaviour. To be more precise, it is based on what is expected to be observed in the program’s behaviour. In other words, the breakpoints are defined in the “specification space”.

In contrast with conventional breakpoints, breakpoints based on behaviour are imprecise. In conventional breakpoints, the execution is always suspended just before the code at a breakpoint is executed. In controlling breakpoints defined in the specification space, the specified behaviour must be observed before the execution is suspended. When the program’s execution is suspended, its history is supposed to
possess the specified behaviour corresponding to the breakpoint specification. Of course we assume that the program's computation contains no error up to that point.

In our design, the user chooses a breakpoint based on the program's specification. Given a program specification \( P = \{ p_1, \ldots, p_n \} \), a breakpoint can be specified as a pomset \( p_{bp}, p_{bp} \leq p_i, p_i \in P \). That is, \( p_{bp} \) is a prefix of a pomset in the specification.

During the execution, the debugger will compare the observed computation \( \alpha \) of the program with the specified breakpoint \( p_{bp} \). Execution is suspended when the following condition is true:

\[
\exists \alpha \exists \beta [ p_{bp} \leq_\alpha \beta \leq_\alpha \alpha ]
\]

In other words, \( \alpha \) contains a prefix which agrees with the breakpoint \( p_{bp} \). It is possible that for the breakpoint \( p_{bp}, p_{bp} \leq_\pi p_i \), there exists \( p_j \in P, p_j \neq p_i \), such that \( p_{bp} \leq_\pi p_j \). The breakpoint is reached, i.e., the execution is suspended, if the current computation is the implementation of any of these \( p_j \in P \).

A defined breakpoint \( p_{bp} \) may never be reached. The actual computation does not have the behaviour that is expected. That means, given the observed computation \( \alpha \):

\[
\exists \beta [ \beta \leq_\pi \alpha \land p_{bp} \leq_\alpha \beta ]
\]

One reason for a specified breakpoint not being reached is that, due to nondeterminism in the execution, the pomset that the breakpoint is based on is not chosen for the computation. For instance, consider a breakpoint \( p_{bp} \) defined as:

\[
p_{bp} \leq_\pi p_i, p_i \in P.
\]

If the observed computation \( \alpha \) agrees with \( p_j \in P \), but does not with \( p_i \in P \):

\[
\exists \beta \leq_\pi p_i [ \beta \leq_\alpha \alpha ]
\]
then the program will not be suspended. Neither will the breakpoint be reached if the computation contains synchronization errors, in which case \( \alpha \) does not agree with any \( p_i \in P \). However, the user may have to do further investigation, using other debugging tools, in order to determine the exact reason which caused the breakpoint not to be reached.

The breakpoint might not be reached if the computation fails the program's liveness requirement. For instance, the execution terminates prematurely, or enters a deadlock. In this case, the reason for the breakpoint not to be reached is quite apparent to the user.

The user may also want to specify the breakpoint based on a few, but not all, actions in the computation. For example, the breakpoint is specified based on the expected behaviour of the program with respect to only events of action \( a \) and \( b \) in the program. In such case, the defined breakpoint \( p_{bp} \) is a prefix of the projection of \( p_i \) onto the set of the desired actions. Formally, given the set \( A \) of actions that interest the user, then a breakpoint can be defined as:

\[
p_{bp} \subseteq \pi q, q = \text{proj}(p_i, A), p_i \in P.
\]

Obviously, two different computations, \( \alpha_1 \) and \( \alpha_2 \), may reach the same breakpoint \( p_{bp} \) which is defined in this manner, as long as the following condition is true:

\[
\exists \beta \ [ \beta \subseteq \pi \text{proj}(\alpha_1, A) \land \beta \subseteq \pi \text{proj}(\alpha_2, A) \land p_{bp} \subseteq \alpha \beta \]

The breakpoint defined in this manner corresponds to different behaviours, all of which possess common behaviour with respect to a number of actions. The program is suspended whenever this common behaviour is observed.
The breakpoint specification is simply the description of the pomset $p_{bp}$. The syntax for the description, however, should be simple for the user to use in order to specify the chosen pomset. On the other hand, the debugging system should also be able to use the specification and match it with the actual behaviour. We use predicates which are based on event counters for this purpose. Each predicate has two parts: one is used to specify the required temporal order of events in the pomset, the other to specify the prefix corresponding to the breakpoint. Here are a few examples on the breakpoint specification, whose detail semantics are being worked out at the time of this writing by Lea [25]:

**Example 3.5** Given the pomset:

$$(a \rightarrow b \rightarrow c)^*$$

meaning that the sequence $abc$ is to repeat indefinitely. If a breakpoint is to be reached after three iterations of this sequence, it is specified as:

$$(C(c)! \leq C(b) \leq C(a))$$  \hspace{1cm} \text{(part 1)}

$$\land (C(a) = 3 \land C(b) = 3 \land C(c) = 3)$$  \hspace{1cm} \text{(part 2)}

where $C(a)$ denotes the number of occurrences of action $a$.

Part 1 of the breakpoint specification is used by the debugger to determine whether the observation matches the desired pomset, i.e., $(a \rightarrow b \rightarrow c)^*$. Part 2 is used together with part 1 to determine the prefix of the pomset that corresponds to the breakpoint, which is:

$$a \rightarrow b \rightarrow c \rightarrow a \rightarrow b \rightarrow c \rightarrow a \rightarrow b \rightarrow c$$
Example 3.6

For the prefix:

\[
\begin{array}{c}
& a & \rightarrow & c & \rightarrow & a & \rightarrow & d \\
& b & \rightarrow & & b & & & \\
\end{array}
\]

the corresponding breakpoints can be specified as:

\[
( C(a) = 2 \land C(b) = 2 \land C(c) = 1 \land C(d) = 1 ) \\
\land ( C(c) \leq 1 \land C(a) \leq C(c) + 1 \land C(b) \leq C(c) + 1 \\
\land 2(C(c) + C(d)) \leq C(a) + C(b) )
\]

When the execution is suspended at a breakpoint, the user can examine the current program state as well as the recent computation. Or he can step through a local process without generating a synchronization event. He can add probes or remove the existing probes. His ultimate aim is to locate the bug.

3.3.3 Trace

Trace is used to preserve the history of a program. As the program reaches a "milestone" during the execution, a record is entered into a file called the trace file. Thus the path of computation through which the program has gone can be reconstructed using a trace file. Depending on the granularity of the user's needs, the milestones can be the procedures that have been called, the conditional branches that have been taken, or even every statement in that program.
In our debugger, traces of all synchronization events are recorded in the database. Each record has a timestamp so that the proper order of the events can be fully reconstructed. Optionally, the user can define the local events to be recorded. The local events are also timestamped with the current Global Clock value.

The ST-graph is used to represent the history of the program. In its graphical form, the ST-graph gives a visual picture of the temporal order of events in a computation. We define the ST-graph formally below.

**Definition 3.3** A directed labeled graph $q$ is a quadruple $(V, \Sigma, E, \mu)$ where:

- $V = \text{set of vertices}$
- $\Sigma = \text{set of labels}$
- $\mu = V \rightarrow \Sigma$ is a many-to-one mapping
- $E \subseteq V \times V$ is a non-transitive, irreflexive and asymmetric relation.

From now on we will use the name directed labeled graph to refer to the isomorphism class $[V, \Sigma, E, \mu]$ of such a graph.

**Definition 3.4** $g(p)$ is an one-to-one and onto function from the set $P$ of pomsets to the set $G$ of directed labeled graphs (where $P$ and $G$ are considered universal sets) which is defined as:

$$\forall p \in P :$$

$$g(p) = q \iff \left( V_q = V_p, \Sigma_q = \Sigma_p, \mu_q = \mu_p, E_q = \{ (v_1, v_2) \mid (v_1, v_2) \in \Gamma_p \wedge \exists v_3 \ [ (v_1, v_3), (v_3, v_2) \in \Gamma_p] \} \right)$$
From definition 3.4, we also have:

\[ p = g^{-1}(q) \iff (v_p = v_q, \Sigma_p = \Sigma_q, \mu_p = \mu_q, \Gamma_p = \{(v_1, v_2) \mid (v_1, v_2) \in E_q \ \vee \ \exists v_3 \in V_q \ [ (v_1, v_3), (v_3, v_2) \in E_q \} ) \}

For a distributed computation \( W \), \( g(W) \) is called the ST-graph of \( W \). Each pair \((v_1, v_2) \in E\) is called a process edge if \( v_1 \) and \( v_2 \) belong to the same process, otherwise it is called a channel edge. There should only be a channel edge between a matching pair of send and receive events if the graph is used to represent a distributed computation. In debugging, to prevent having an ST-graph which has channel edges between non-matching events, the corresponding pomsets should be maintained so that whenever a receive event is removed from the pomset, its matching send is also removed.

An ST-graph can always be constructed from a consistent database (definition 3.2) which keeps the partial recording of the distributed computation (section 3.2.5). The following algorithm shows how the ST-graph can be constructed:

**Algorithm 3.3** \textit{ST-graph Construction Algorithm.}

**Input:** Database fragments \( DB_1, DB_2, ..., DB_n \) corresponding to processes \( P_1, P_2, ..., P_n \). Each record in the database has information on the event type (send or receive) and the event timestamp in GC.

**Output:** An ST-graph \( q = [V_q, \Sigma_q, \Gamma_q, \mu_q] \).

**Step 1:** \( V_q, \Sigma_q \) and \( \mu_q \) can be obtained from data stored in the records.

**Step 2:** For every \( e_{ij}, e_{ik} \in P_i \):

\[ (e_{ij}, e_{ik}) \in E_q \iff TS(e_{ij})[i] + 1 = TS(e_{ik})[i]. \]
These pairs form the process edges of the graph.

Step 3: For every send event $e_{ij}$, form the set

$$R(e_{ij}) = \{ e_{hl} \mid (e_{hl} \in P_h) \land (e_{hl} \text{ is a receive event}) \land (TS(e_{hl})[i] = TS(e_{ij})[i]) \}.$$  

If

$$\exists e_{rs} \in R(e_{ij}) \land \exists e_{hl} \in R(e_{ij}) \land TS(e_{hl}) < TS(e_{rs})$$

then $(e_{ij}, e_{rs}) \in E_q$.

These pairs forms the channel edges of the graph.  

**Theorem 3.2**  
If $p$ is the corresponding pomset of records in a consistent database, and $q$ is the ST-graph obtained from applying algorithm 3.3 to the database then

$$q = g(p)$$

**Proof**

a) $\forall e_{ij}, e_{ik} \in P_i$

$$(e_{ij}, e_{ik}) \in E_q$$

$$\iff (e_{ij} \rightarrow e_{ik}) \land (\exists e_{hl} \in P_i \mid e_{ij} \rightarrow e_{hl} \land e_{hl} \rightarrow e_{ik})$$

(definition 3.4)

$$\iff (TS(e_{ij})[i] < TS(e_{ik})[i]) \land (\exists e_{hl} \in P_i \mid TS(e_{ij})[i] < TS(e_{hl})[i] \land TS(e_{hl})[i] < TS(e_{ik})[i])$$

(property P1)

$$\iff TS(e_{ij})[i] + 1 = TS(e_{ik})[i].$$  

(algorithm 3.1)
b) \( \forall e_{ij} \in P_i, e_{rs} \in P_r, r \neq k : \)

\( (e_{ij}, e_{rs}) \in Eq \)

\[ \leftrightarrow ( e_{ij} \text{ is a send event} \land e_{rs} \text{ is a receive event} \land \exists e_{kl} \; [ e_{ij} \rightarrow e_{kl} \land e_{kl} \rightarrow e_{rs} ] ) \] (definition 3.4)

\[ \leftrightarrow ( e_{ij} \text{ is a send event} \land e_{rs} \text{ is a receive event} \land e_{rs} \in R(e_{ij}) \land \exists e_{kl} \in R(e_{ij}) \; [ e_{kl} \rightarrow e_{rs} ] ) \]

( property P1 and step 3 of algorithm 3.3)

\[ \leftrightarrow ( e_{ij} \text{ is a send event} \land e_{rs} \text{ is a receive event} \land e_{rs} \in R(e_{ij}) \land \exists e_{kl} \in R(e_{ij}) \; [ TS(e_{kl}) < TS(e_{rs}) ] ) \]

(algorithm 3.1)

\[ \Box \]

Example 3.7 Let us use algorithm 3.3 to construct the ST-graph using the data given is figure 3.10.

a. Process edges for events in DBi are obtained by sorting the timestamp of the events on the \( i^\text{th} \) element (TS(e\_ij)[ij]). Figure 3.11 shows these edges.

b. Channel edges for event \( e_{25} \) can be established by first forming the set \( R(e_{25}) \):

\( R(e_{25}) = \{ e_{16}, e_{34} \} \) (because TS(e\_16) = TS(e\_34) = 5). Since TS(e\_16) = [6,5,1] and TS(e\_34) = [7,5,4], TS(e\_16) \( \in TS(e_{34}) \). Therefore there is a channel edge from \( e_{25} \) to \( e_{16} \), and \( e_{16} = r(e_{25}) \).

c. Consider the send event \( e_{15} \), \( R(e_{15}) = \emptyset \). We conclude that \( r(e_{15}) \) has not been recorded.
<table>
<thead>
<tr>
<th>Event</th>
<th>TS</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{12}$</td>
<td>2,0,0</td>
<td>Send</td>
</tr>
<tr>
<td>$e_{13}$</td>
<td>3,1,0</td>
<td>Recv</td>
</tr>
<tr>
<td>$e_{14}$</td>
<td>4,1,0</td>
<td>Send</td>
</tr>
<tr>
<td>$e_{15}$</td>
<td>5,1,0</td>
<td>Send</td>
</tr>
<tr>
<td>$e_{16}$</td>
<td>6,5,1</td>
<td>Recv</td>
</tr>
<tr>
<td>$e_{17}$</td>
<td>7,5,1</td>
<td>Send</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Event</th>
<th>TS</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{22}$</td>
<td>1,2,0</td>
<td>Recv</td>
</tr>
<tr>
<td>$e_{23}$</td>
<td>1,3,1</td>
<td>Recv</td>
</tr>
<tr>
<td>$e_{24}$</td>
<td>4,4,1</td>
<td>Recv</td>
</tr>
<tr>
<td>$e_{25}$</td>
<td>4,5,1</td>
<td>Send</td>
</tr>
<tr>
<td>$e_{26}$</td>
<td>4,6,3</td>
<td>Recv</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Event</th>
<th>TS</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_{31}$</td>
<td>0,0,1</td>
<td>Send</td>
</tr>
<tr>
<td>$e_{32}$</td>
<td>2,0,2</td>
<td>Recv</td>
</tr>
<tr>
<td>$e_{33}$</td>
<td>2,0,3</td>
<td>Send</td>
</tr>
<tr>
<td>$e_{34}$</td>
<td>7,5,4</td>
<td>Recv</td>
</tr>
</tbody>
</table>

Figure 3.10 - Database used for example 3.7

$P_1$: $e_{12} \rightarrow e_{13} \rightarrow e_{14} \rightarrow e_{15} \rightarrow e_{16} \rightarrow e_{17}$

$P_2$: $e_{22} \rightarrow e_{23} \rightarrow e_{24} \rightarrow e_{25} \rightarrow e_{26}$

$P_3$: $e_{31} \rightarrow e_{32} \rightarrow e_{33} \rightarrow e_{34}$

Figure 3.11 - Process edges in the ST-graph of example 3.7
Figure 3.12 - The ST-graph constructed from data in figure 3.10

The full ST-graph for the database is shown in figure 3.12. Notice that the receive events \( e_{23} \) and \( e_{33} \) have no matching send. Their matching events have been deleted from the database.

After the ST-graph is constructed from the synchronization events, the local events can be added to the graph, the TS and counter field in the database is used to determine their positions in the graph.

An ST-graph can be very large when drawn out. A sliding window can be used to display only a section of it. When this window is moved to another section, that part of the graph will be shown to the user.

Conceptually, the use of the sliding window on a ST-graph \( g = (V, \Sigma, E, \mu) \) is equivalent to dividing \( V \) into three disjoint partitions, \( V_i, V_m \) and \( V_r \). The window
is moved when elements are transferred from one partition to another. The following requirements must always be observed for the window to be correct:

1. \( V_i, V_m \) and \( V_r \) are always pair-wise disjoint;
2. \( \forall v_1, v_2 \in V \left[ v_2 \in V_i \land (v_1, v_2) \in E \right] \Rightarrow v_1 \in V_i; \)
3. \( \forall v_1, v_2 \in V \left[ v_2 \in V_m \land (v_1, v_2) \in E \right] \Rightarrow v_1 \in (V_i \cup V_m) \)

The last two requirements ensure that for any two elements that belong to two different partitions, the edge between them, if there is one, always goes from \( V_i \) to \( V_m \) or from either \( V_i \) or \( V_m \) to \( V_r \).

To move the window without violating the above requirements, the following rules can be followed:

a. No element can be transferred directly from \( V_i \) to \( V_r \) or vice versa;
b. For any \( v \in V_m, v \) can be transferred to \( V_i \) iff \( \text{pred}(v) \subseteq V_i; \)
c. For any \( v \in V_l, v \) can be transferred to \( V_m \) iff \( \text{succ}(v) \subseteq (V_m \cup V_r) \)

where
\[
\text{pred}(v) = \{ v' \mid v' \in V \land (v', v) \in E \}, \text{ and}
\]
\[
\text{succ}(v) = \{ v' \mid v' \in V \land (v, v') \in E \}.
\]

Similarly,

d. For any \( v \in V_r, v \) can be transferred to \( V_m \) iff \( \text{pred}(v) \subseteq (V_i \cup V_m) \); and

e. For any \( v \in V_m, v \) can be transferred to \( V_r \) iff \( \text{succ}(v) \subseteq V_r \).

An example of the ST-graph and the sliding window is show in figure 3.13.

At each vertex in the graph, the user can extract more information related to the associated event by querying the database. Queries sent to the database use the timestamps and, in case of a local event, the local event \textit{counter} as keys to search for related records.
3.3.4 Tracking

Tracking is the operation in which the observed behaviour of a program is compared on-line against the specification of that program. Thus tracking is the main operation in the first stage of distributed debugging. The program is set to run while the debugger monitors the program behaviour in terms of the communication activities. Having been provided with the SBS, the debugger will suspend the program whenever it detects an occurrence of an event that does not follow the SBS. The user is notified of the location of the violation.
The method of checking the actual behaviour of the program against its specification has been proposed by Bates in [5] and also used in [4, 18]. Bates uses a *Shuffle Automaton* for the purpose of tracking. In the *Shuffle Automaton*, the tokens that cause state transitions are defined as sets of concurrent events. For example, the *Shuffle Automaton* for the following sequence of events:

```
 a  b  c  d  e
```

looks like:

```
0 1 2 3
{a} {b,c,d} {e}
```

A tracking facility using a *Shuffle Automaton* can recognize any interleaving of the concurrent events b, c and d. However, a *Shuffle Automaton* may face a combinatorial explosion if there are partial orders between some of the concurrent events. For instance, the *Shuffle Automaton* representing the following sequence of events:

```
a  c  
b  d
```
Baiardi [4] and Gordon [18] use an assertion checker instead. Their approach reduces the complexity of tracking, but it could not cover all possible errors the program may have.

By using the pomset model, we can reduce the complexity faced by the Shuffle Automaton approach, and still keep track of all possible moves of the program. The tracking procedure is done basically in the following steps:

- From the SBS, the set of pomsets $R(\alpha)$, which represents all possible computation of the program is built,

- From this set, the set of actions that can occur, called next_event, is formed.

- If the action of the next event is not in this set, a violation is assumed,

- If the next event is valid, $R(\alpha)$ is updated, and a new next_event set is built.

This method does not try to construct all possible combinations of events that a serialized concurrent computation can have. In fact, the set next_event represents
all concurrent actions, and the actual order of their occurrence is irrelevant. Therefore, the complexity that is faced by methods based on FSM is no longer present.

Tracking using the pomset approach can effectively handle concurrency and partial orders. The drawback in the pomset approach is in the way nondeterminism is described. Every computation which corresponds to an outcome of a nondeterministic choice must be represented by a pomset. Thus a set of pomsets is used to specify the program behaviour. Since an observation can agree with more than one of these pomsets in the specification, more than one next_event set is needed for the purpose of tracking.

Tracking is effective in locating synchronization errors. However, it does present additional overhead to debugging operations. The application process cannot be allowed to execute more than one event ahead when the tracking module is checking the validity of the last event. As mentioned in section 2.4, the delay imposed on the application process due to tracking can be a source of probe-effect. Therefore, the use of tracking should be discouraged when probe-effect is suspected to be present in the debugging system.

### 3.3.5 Event Colors and Logical Channels

During a computation, processes can, and usually do, exchange different kinds of messages. However, for practical reasons, these messages are sent on the same channel that connects two processes. Internal computations of a process will decipher the message data to know the type of the received message.
While monitoring the program, the debugger can only perceive actions that are done when messages are exchanged. That is, they can only detect that the action is for sending or for receiving a message. For the purpose of checking against specification, this kind of information is apparently not enough. Hence, more detail should be obtained from the communication ports of the processes. On the other hand, the debugger should not go too far to examine the contents of the messages, as that will cause too much interference to the normal execution of the program.

Our solution is to assign colours to synchronization actions [19]. These actions are divided into groups, each of them will have a distinct colour. When an event occurs, it will have the colour of the related action. The monitors of the debugger are built to be colour sensitive. They recognize the colour of the events, hence the events can be classified into groups without requiring the debugger to look into the message contents.

In assigning colour to the synchronization events, we also extend the idea by making the messages have the same colour as their corresponding sends and receives. In effect, logical channels can be formed by assuming that a channel can carry only messages of one colour. Thus two processes may have more than one logical channel connecting them, as viewed by the debugger, instead of only one physical channel as implemented.

With events grouped together by colours, colour filters can be installed. The filters give a projected view of the program behaviour by removing certain types of actions from the whole picture. Formally, given a program behaviour $p = [V, \Sigma, \Gamma, \mu]$, and a set $F$ of actions filtered, then the resulting behaviour after filtering is the pomset $p' = \text{proj}(p, \Sigma - F)$. Thus the user can screen out irrelevant
actions when debugging a program, keeping only those that are deemed significant to the computation. Figure 3.14 illustrates this effect. Figure 3.14a shows a distributed computation whose events have two colours, *dark* (e.g., \$e_{11}\$ and \$e_{22}\$) and *shade* (e.g., \$e_{12}\$ and \$e_{33}\$). If events of *shade* colour are filtered out then the computation will be perceived as shown in figure 3.14b.
Figure 3.14 - A computation with coloured events being filtered.
Chapter 4

Implementation

A prototype for the distributed debugger using the design discussed in chapter 3 has been implemented and tested. The programming language used for the implementation is C. The test programs for the debugger were also written in C. The DCS that is used for this implementation consists of four SUN workstations, running under SUN’s UNIX. In the following sections, we will describe the structure of the debugger, operation of the modules, and other major details of the implementation.

4.1 System Structure

The debugger is divided into two parts: the central debugger (CD) and the local debugger (LD). Each part of the debugger is further divided into several modules for handling different tasks. The list of the modules and their functionalities is shown in table 4.1 for the CD and table 4.2 for the LD. In the current implementation, the CD and LDs are treated as single processes running on their own sites. However, the modular construction of this software allows for extensions to support multiple processes in each site.
Table 4.1 - Central Debugger modules

<table>
<thead>
<tr>
<th>Module</th>
<th>System Dependent</th>
<th>Programming Language Dependent</th>
<th>Specification Language Dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformer</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>SBS Compile</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Breakpoint Coordinator</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B/D Detector</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Database Central Mgr.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>User Interface</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>CD/LD Interface</td>
<td></td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2 - Local Debugger modules

<table>
<thead>
<tr>
<th>Module</th>
<th>System Dependent</th>
<th>Programming Language Dependent</th>
<th>Specification Language Dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process Controller</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Event Processor</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracker</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Breakpoint Recognizer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Database Local Mgr.</td>
<td></td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
4.1.1 Central Debugger

There is a single CD for the whole debugging system. The CD consists of coordinator modules which keep the operations in the LDs in synchronization. Figure 4.1 shows the general structure of the CD.

The Transformer is a preprocessor which converts the source program into a “debuggable” version. Abstractly viewed, the transformer inserts static probes into the program. These probes allow the debugger to detect occurrences of synchronization events. This is achieved by adding additional codes to the program. When these added codes are executed, they will send information to the debugger.

With proper annotation in the source codes by the programmer, colours can be added to synchronization events. Thus more logical channels can be assigned to the same physical channel, where each logical channel carries only messages of the same colour (see 3.3.5).

By the use of the transformer, the debugger can be adapted for use with different programming languages. In fact, a debugger can have several transformers, one for each programming language that the debugger is intended for.

SBS Compiler reads the SBS written in SDL and generates the necessary data structures which define the program’s components and their synchronization. Two of these structures are the process table and the action table. The process table is the list of all processes in the program. This list has the process names as assigned by the user, along with their site locations, as well as the logical channels inter-connecting them. The action table contains, for each action, its identifier, the assigned colour, and the type of action (e.g., send or receive). The CD will distribute these tables to
Figure 4.1 - Central Debugger Structure
all LDs; information in them is necessary for identifying various components and events in the program.

The compiler also generates the internal representation of the SBS. This data structure is described in detail in section 4.2.2. While generating this data structure, the compiler also does some semantic checking, such as whether an action can occur in a certain process.

The SBS structure that is built from SDL is called the basis SBS. This is the program specification in its most detailed form. Prior to an execution of the debugged program, the compiler module will read the basis SBS and generate another version called the working SBS. In the working SBS, actions with colours that are to be filtered will be removed. The working SBS is then distributed to the LDs. Furthermore, an SBS for a composite process can be generated from the basis SBS. This feature is not included in this implementation.

**Breakpoint Coordinator** receives breakpoint definitions from the User Interface. The condition for a breakpoint is analysed and the predicates and action counters are identified. The counter values are sent to **Breakpoint Controllers** at the LDs; the module ensures that a counter value of an action and predicates involving that action are only sent to the node where that action is allowed to occur. For example, if the counter part of the definition for a breakpoint is:

\[ a_1 = x_1 \text{ and } a_2 = x_2 \text{ and } a_3 = x_3 \ldots \]

where \( a_i \) is an action defined for process \( P_i \), then the **coordinate**r will send \([a_1 = x_1]\) to the LD which controls \( P_1 \), \([a_2 = x_2]\) to the LD which controls \( P_2 \), and so on.
The local Breakpoint Controller will signal the BP coordinator whenever a local action counter reaches the specified value. The coordinator will evaluate its list of BPs, and suspend the execution if a breakpoint is reached, i.e., all the conditions of that breakpoint are satisfied.

Blocked and Deadlock (B/D) Detector is used to detect the condition where an application process is blocked indefinitely on a dead channel because the process at the other end of the channel has terminated prematurely. The detector also recognizes deadlock condition in which a cycle of processes are all waiting for messages to be sent from one another.

For the purpose of B/D detection, a predefined timeout value can be set for every awaited receive event. If a process is blocked on an empty channel longer than this timeout period, its LD will send a signal to the B/D detector. The detector will obtain the execution state of the process at the other end of the channel. If it finds out that the channel is “dead”, i.e., the process at the other end of the channel has terminated prematurely, the whole program will be suspended, and the user will be informed.

If the other process is also blocked on another empty channel, the detector repeats the inquiry. A directed graph is built and updated at every inquiry. Each vertex of the graph corresponds to a process and is timestamped with the process’s local GC value. If a cyclic path is detected in this graph, the detector gets one more sample of local GC values of all processes in the cycle. A deadlock is presumed to have occurred if the current GC values are the same as those in the timestamps. In this case as well, the execution will be suspended and the user will be informed of the situation.
The B/D detector is implemented as an additional tool to help the user detect liveness violations in the program. The effectiveness of this module relies on appropriate setting of the *timeout* value, the selection of which in turns depends on the user's knowledge and experience with the system. The debugger and its detection module, however, cannot determine anything about the state of a process which is alive but does not exhibit any activity for a long period. Such processes may be either in an undesirable infinite loop, or busy doing a very complex internal computation. If this inactiveness of a process causes some other processes to "time-out", the B/D detector will only inform the user. The latter should decide on how to handle the situation.

**Database Central Manager** can also be called the *query processor*, since it handles only queries; the collecting and updating of data are done locally by the *database local managers* in the *LDs*. A query is analysed and broken down into subqueries by the *CD* before they are sent to *LDs*. Using the *process table* and *action table*, the central manager can decide on the destination for each subquery. For instance, if a query is for events belonging to only one process, it will be sent to the *LD* that handles that process.

**User Interface.** The user controls the debugger through this module. Among the sub-modules in the *User Interface* are the *command processor* and the *ST-graph generator*. The ST-graph can be generated in different styles, using text or graphic representation. It can also be set to grow in "slow-motion", giving a picture of how the computation proceeds. If graphic capabilities are available, the ST-graph can also be used to generate an animation of a computation.

**The Interface between CD and LDs.** All instructions and data going between the *CD* and *LDs* must pass through an interface module called the *Central-Local*
Interface (CLI). The CLI operates in two modes: idle and running. It is in idle mode when the program is not in execution. In this mode, the CLI reacts on commands entered through the User Interface. In other words, it is invoked directly or indirectly by user commands. By contrast, in running mode, the CLI is the server for all other modules at the CD as well as the LDs. It receives requests, instructions or data from others, and passing them to the proper destination.

4.1.2 Local Debugger

The LD controls all application processes at the local node. Therefore there is only one copy of a specific module in a LD. The exception is the Process Controller, which requires one copy for every application process. The structure of the LD is shown in figure 4.2.

Process Controller. This is the only module that has access to the "internal space" of an application process. Through the process controller, dynamic probes can be set and removed during the debugging process. It can also return any part of the process's state as requested. Any breakpoints that are defined in the implementation space will be set through this module. In addition, the module is used to launch the application process at the start of an execution, and to detect whether the process has terminated.

Event Processor. All static probes send their signal and information to this module, which in turn will distribute the information to other modules that need them, such as the tracker or the database manager. The module also manages the Global Clock, and the timestamping of the events as they occur.
Figure 4.2 - Local Debugger Organization
In this implementation, the event processor is also used as the central server of the LD. It relays signals from other LD’s modules to the CD, as well as passing requests and commands sent from the CD to the LD’s modules.

Tracker. Just before the debugged program is executed (under the debugger’s control), the tracker receives the copies of the working SBS (from the CD) that are pertinent to application processes at the local nodes. From this SBS, it derives the set of events that can occur and sends to the event processor. When an event occurs, the event processor passes the related information to the tracker, which updates its structures and derives the new list of possible next events.

Because the process for tracking is quite complex compared to the operations of other modules, the tracker is implemented as a separate process. Thus after passing the list of next events to the event processor, the tracker can carry out further operation on its structures, preparing for the next step of tracking.

Breakpoint Recognizer keeps a list of action counters and predicates, updating them from tokens sent by the event processor. There is also another list of specified counter values related to breakpoints. These values are sent from the breakpoint coordinator. When an event occurs, the list of action counters are updated, and then the list of predicates is reevaluated. Any predicates that are no longer valid will be flagged; the current computation does not agree with the pomset specified with those predicates. When a counter reaches the specified value, it generates a signal to the coordinator, which will update its master list of breakpoints.

Database Local Manager. During the execution, the database local manager collects data on events from the event processor and inserts them into the database,
updating the indexes accordingly. Using these indexes, it can answer queries sent by
the database central manager.

When the size of the database file exceeds a preset limit (see 3.2.5), the
module will determine the event at which all preceding events will be deleted. The
timestamp of this event is sent to local managers at other sites through the central
manager. The local managers will delete old records at their sites accordingly, so
that the remaining data will be consistent.

4.2 Main Data Structure

Process Table and Action Table

The process and action tables contain the basic information about the program
to be debugged. Figure 4.3 shows an example of the process table of a distributed
program that consists of three processes. Their communication channels are shown
in figure 4.4. Each entry in the process table consists of the process ID, its location
in the system, and all channels connected to it. The user can use this ID to identify
the process in various user commands. The channels are logical channels and each
can carry messages of one colour. Hence, a channel is identified by its direction,
the connecting process and the colour assigned to that channel. The action table has
the names assigned to every actions, along with the type of the action as well as
the assigned colour (figure 4.5).

The locations of the processes are only logical, where the nodes are identified
with numbers 1, 2, 3, ... . When the debugger is launched, the corresponding numbers
Figure 4.3 - Process Table

Figure 4.4 - Processes and channels corresponding to data in figure 4.3
<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Colour</th>
</tr>
</thead>
<tbody>
<tr>
<td>a₁</td>
<td>Send</td>
<td>$C_1$</td>
</tr>
<tr>
<td>a₂</td>
<td>Receive</td>
<td>$C_2$</td>
</tr>
<tr>
<td>b₁</td>
<td>Receive</td>
<td>$C_1$</td>
</tr>
</tbody>
</table>

Figure 4.5 - Action Table

numbers can be assigned to each physical node by the user. The debugger will locate and load the executable codes of the process accordingly.

The process table and the action table are used to identify the processes and the actions, as well as the validity of the many operation related to them. Therefore, these tables are not changed during a debugging session. When modification is made to these tables, the program must be reloaded, which is equivalent to starting a new debugging session.

**SBS Structure**

The internal structure of the SBS is a cyclic directed graph, where a cyclic path represents a sequence of actions that repeatedly occur. This structure is best explained by an example: Consider an SDL statement for the SBS: $ab^*c((d%e)\| (g\%h))i^i$
where $a$, $b$, $c$ ... are actions. The graph in figure 4.6 represents the $SBS$ structure that is generated by the compiler for the above statement. Because $a, b, c$ occur in a sequence, there is an edge going from node 1 to node 2, and another from node 2 to node 3. Since $b^* = \{ \epsilon, b, bb, \ldots \}$, there is also an edge from node 1 to node 3, as well as an edge from node 2 to itself. Where there is more than one edge coming out from a node, it signifies the point where the common prefix of two or more pomsets has terminated. Thus the graph section containing nodes 1, 2 and 3 represents the pomsets: $ac, abc, abbc, \ldots$

The pomsets containing conjunction actions need special nodes, as illustrated in the graph section between nodes 4 and 11. Actions in different branches of this section can occur in any order. However, node 5 signifies a choice between the two actions $d$ and $e$; a similar case is in node 8. Although the actions in this section can repeat indefinitely, as illustrated by the edge going from node 11 to node 4, the actions in all conjunction branches must be completed before the next sequence can take place. The use of node 11 ensures that requirement.

The tracker follows the execution by keeping a list of different pomset prefixes; the current computation has satisfied all these prefixes. Each pomset prefix has a distinct list of actions that can be its next event. These actions form the $next\text{-}event$ set. For example, if $a$ in figure 4.6 has occurred, the list will look as in figure 4.7a. If $c$ is the action of the next event, the first entry is deleted from the list, the list is updated (figure 4.7b), and expanded (figure 4.7c) to reflect the new prefixes that correspond to the computation. The entry has sublists if a conjunction is encountered. Its $next\text{-}event$ set is the union of the $next\text{-}event$ sets of its sublists. Such an entry is allowed to go to the next node when all of its sublists have reached their corresponding end-points (e.g., node 11).
4.3 The Sequential Debugger

The *Process Controller* (4.1.2) needs the ability to start and terminate a process as well as to access the process's state space. We achieve this by employing a sequential debugger. The sequential debugger is able to load a process, run it and suspend it. It can also access any of the local variables of the process under debugging. With a source code debugger, these operations can be done with the source programming language.
Figure 4.7 - Manipulation on SBS structure

<table>
<thead>
<tr>
<th>Current Node</th>
<th>Action</th>
<th>Next Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>b</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>c</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>i</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>d, e, g, h</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>d</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>e</td>
<td>11</td>
</tr>
<tr>
<td>9</td>
<td>g</td>
<td>11</td>
</tr>
<tr>
<td>10</td>
<td>h</td>
<td>11</td>
</tr>
</tbody>
</table>
The dynamic probes, which signal the occurrence of an event internal to a process, can be made using the watchpoint facility of the sequential debugger. This allows the user to exercise wide control over the process. When the process is suspended at a breakpoint, the user can also “step” through statements, or set up conventional breakpoints, as long as the effective computation does not involve any synchronization events.

In order to use the sequential debugger, we have created a three-way connection between the event processor, the sequential debugger and the application process, as in figure 4.8. While the behaviour of the process as it appears on the surface is monitored directly by the event processor, the sequential debugger will provide the necessary access inside the process.

4.4 Creating Checkpoints

To implement checkpoints in our debugging system, we take advantage of the fork() system call of UNIX [2]. When a checkpoint is to be created, all application processes are caused to spawn identical child processes. Meanwhile, the LDs also save all pertinent information needed for rolling-back, such as the action counters, the Global Time and in-transit messages. The child processes are kept dormant and their IDs are saved along with other relevant information. A checkpoint ID is given. When the program is rolled-back, the saved information is restored. All current application processes are killed, and the child processes are awaken from their sleep. Thus the complete program’s state can be saved and fully restored.
The drawback of this approach is that it is very expensive in terms of the space needed to save the whole program's code and data space. The compromise is in limiting the number of checkpoints the user can keep at any point. In our present implementation, only one checkpoint can be kept. Improvement on checkpointing based on this approach can be made if the debugger is implemented in the operating kernel, where it has access to the page table of the paging system. Multiple checkpoints can be made without having to save the whole process space each time; only pages of memory which are changed since the last checkpoint need to be saved [12].
4.5 Constraints and Limitations

With the Global Clock scheme, it is necessary that the debugger be able to append and extract the timestamp on the messages. However, implementation in the user space does not allow it to do so. Our solution to this problem is to build an additional layer between the application process and the communication subsystem. The transformer will reroute all calls to the communication subsystem to corresponding routines through this layer. The drawback of this approach is that in certain operating system calls, there are features that are disabled. We cannot collect information about them. However, this approach allows us to capture the whole information on an application message, which may be saved in the database and can be useful in playback. The use of an additional communication layer is also favourable in instant replay, where the occurrence of synchronization events must be under control. Furthermore, synthesized messages can be inserted into the channel through this layer when an artificial environment is created.

The additional layer is not necessary if the communication subsystem can be modified. Since it is installed in the kernel, it can be made to provide all the information and features described above at minimum overhead. However, we could not do it due to practical problems.

The structure of our testing facility also poses some potential problems. While all the SUN workstations have their own processing power, they all share the same mass storage. This creates a bottleneck in certain operations, especially for the database. The operating system makes all messages go through this mass storage device before being delivered to the destination. This in effect serializes all messages.
One major constraint is the lack of a sequential debugger that can be interfaced to our system. The sequential debugger *dbx* is the powerful source-code debugger on the UNIX system [1]. It offers almost every feature that a sequential debugger can have. However, the interface to this debugger is intended for a human user, and is not highly compatible to another software process. If this interface is modified such that *dbx* can exchange information with the event processor using the same data tokens, then we can exploit the full capability of this facility to our advantage.

There are many limitations in the current implementation of the distributed debugger. One of them is the lack of a well-designed specification language to specify the synchronization behaviour specification. Although we use the pomset model to describe distributed programs, our *SDL* is still based on regular grammar. Therefore we cannot use *SDL* to effectively describe some application programs.

In addition, our implementation does not contain a transformer module. The design calls for a preprocessor for source programs which can insert debugging codes in them. However, this has not been implemented due to time limitation. For testing purposes, the transformation process has been done by hand.

A database manager which can handle updates and retrievals on a large database is also needed. Currently, the traces are kept in a sequential file, without any indexing. Retrieval therefore is done through sequential search. A database system which can handle SQL queries is desirable.
4.6 Module Integration

The implementation has been done through the following stages:

Stage 1: The modules were built individually. After each module was built, its functionality was tested. We had to write test programs to provide the test environment and the input required for that module.

Stage 2: After the modules had been tested, we started putting them together. First, we tested the interfaces between the CD and the LDs for proper coordination. Then the user interface and the event processor were added. With a small test program, we tested the launch of an application in the debugging environment. Then breakpointing, deadlock detection and tracking and checkpointing modules were added. Testing was done at every step.

Stage 3: The whole system was put together. We could start running the debugger, using a small and simple distributed program for testing. At this stage, we used the debugger itself for debugging. For example, the traces were collected to determine how far the debugger had worked before it failed. Then breakpoints were set to suspend the application program, which in effect would also suspend the activity of the debugger. With a few user commands installed for the purposes of debugging, we examined the state of the debugger. This procedure was repeated until the module which had caused the problem was identified. The sequential debugger was then used to locate the bugs in those modules.
Chapter 5

Summary and suggestion for future work

The lack of a well-defined methodology in distributed debugging has prompted the study presented in this thesis. Although there are existing debugging facilities for distributed programs, no formal model is used to formalize the problem for which these facilities are intended. The notion of error is left to the user's discretion.

We believe that synchronization plays an important role in the correctness of a distributed program. Therefore, synchronization between processes in a distributed program is our main focus. To describe the characteristics of the program synchronization behaviour, we advocate the use of the pomset model. Based on this model, behaviour of the program with respect to activity at the interfaces of its component processes can be specified. The specification is given in terms of the order of occurrences of events at the interfaces. From this abstract model, we are able to define the synchronization specification of a process formally. A definition of synchronization error with respect to a given synchronization specification is also stated. With this definition of synchronization errors, we narrow the problems in distributed debugging to that of finding an effective method for locating and removing the error from the debugged program.
Based on our analysis, we propose a debugging strategy consisting of two stages. First, the synchronization error is located. Second, the programming bug which caused the error is located and subsequently removed. The first stage is a black-box analysis, where the behaviour of the component processes is observed and compared with a supplied synchronization specification. In the second stage, white-box analysis is carried out in which the internal states of component processes are scrutinized so that the programming bug can be found. Debugging facilities supporting these two stages can be used alternatively during a typical debugging session. In other words, an integrated debugging system which provides analysis at both black-box and white-box levels is called for.

With the debugging methodology as suggested, and with the guidelines for an effective distributed debugger given above, we propose a design for such a debugger. Chapter 3 is the detailed discussion of this design. Among the basic notions that are used in the design are those of a Consistent Global State in a distributed system, and a Synchronization Behaviour Specification. We also employ the labeling scheme called Global Clock. Timestamps with this logical clock value on events retain true partial order between the events. Using the timestamps, we are able to reconstruct the pomset corresponding to the actual behaviour of the program, which is needed for our analysis.

At the conceptual level of the design, the debugger consists of two parts: Central Debugger and Local Debuggers, each of which has different modules to handle different operations in the debugging system. The modules are designed so that they belong to at most one of the three dependencies: system, programming language and specification language. Thus, only a limited number of modules need to be changed when the debugger is used in a different environment.
We also present an abstract notion of the collection of information from the execution of the debugged program. This information is seen as being obtained by means of probes that are inserted into the program. The actual implementation of these probes is therefore not restricted to any particular method. The probes are the only connections between the debugger and the debugged program. Hence the influence of the debugger on the execution of the program can be analysed at these probing points. As the volume of information collected through the probes can be enormous, we suggest the use of a database for maintaining and manipulating this information.

As for the actual design, we provide a specification language (SDL) to describe the SBS. Using its set of production rules which is part of the language, SDL provides a means for specifying the set of pomsets representing all possible behaviours of the debugged program. However, the grammar employed by this language is similar to those of regular expression. Therefore, SDL renders a certain degree of ambiguity and complexity to other operations that must use the SBS, such as the tracker and the breakpoint controller.

Applying the design, we have implemented a prototype version of a distributed debugger. The operations that were actually implemented are: SBS compiler, tracking module, breakpoint controller, blocked and deadlock detector, checkpointing mechanism and the probes. However, the breakpoint module has not yet provided full support since a semantics for breakpoint specifications has not been finalized. Also, we have not provided support for dynamic probes. The database and related facilities are not available at the current stage of implementation.

As one of our design goals is to provide an integrated debugging system for black-box and white-box analysis, this objective has not been met. The program
behaviour is monitored and checked against the specification by the tracker, while the integration of the sequential debugger allows internal states of component processes to be accessible to the debugger. However, for tracing back from the location of synchronization error to the programming bug, the debugger offers limited support to the user. Without the database that manages the trace information, the user can only use the integrated sequential debugger to trace to the source of the synchronization error.

By limiting each module in our debugging system to at most one of the three defined dependencies, we have maximized the portability of our implementation. Minimum modification is needed in order to make the debugger workable in different environments. Furthermore, the areas where changes might be necessary are clearly defined based on these dependencies.

We believe that our strategy for distributed debugging is constructive and productive in terms of locating the cause of errors in distributed programs. The definition of program behaviour and synchronization error are based on a well-defined abstract model. Therefore analysis can be done conceptually without restriction to any particular system in application. However, our study, as a continuation of what has been done by [19], is still in a early stage. Further studies are needed, some of which are in the areas discussed below.

First of all, a pomset language with a well-structure semantics is much needed. The pomset language will generate pomsets representing the program's behaviour. It should be simple for the user to use, and also descriptive and unambiguous for the debugger to interpret.
Support for process composition is a desirable feature of a distributed debugger that is not currently supported in our design. A composite process can be created by grouping together several component processes. The behaviour of the composite process is described by the interactions of the component processes within the group with those outside. Interactions between processes of the same group are deemed to be invisible. When a composite process is created, the SBS corresponding to that new process should also be generated accordingly and automatically. One should focus, among other things, on the problems that may arise when processes in different nodes are to be combined.

Further studies on the application of the database are also required. The information that is maintained in the database is potentially very useful to the analysis of a debugged program. For example, Instant Replay allows the execution to be done in slow motion, and relies on trace information to preserve the original ordering of events. Thus the user can scrutinize the debugged program on-line, while still being able to maintain the same synchronization behaviour of the program as that of a recent execution.

In the scope of our study, we have excluded the errors that are violations to the liveness requirements of the program. To make our debugger support the handling this type of error, the pomset semantics have to be augmented with checkable liveness requirements. A utility which performs the verification of the observation against these requirements must also be added to the debugger. The findings on this particular topic can enable the expansion of the debugger to make it applicable to real-time systems.
Finally, there have been few extensive study on probe-effect [14, 15]. We have known that one of the sources of the probe-effect is delays in communication caused by the debugger. However, we do not know about other possible sources of the probe-effect. Until there is a clear understanding of the characteristics of probe-effects, it is not possible to decide on compensation methods either to prevent or to reduce this undesirable effect in debugging systems.

Distributed debugging is still in the early stages of development. Far more studies have to be done before one can expect to have a debugger for use with distributed programs that is as effective as those being used on sequential programs. Nevertheless, we believe that this thesis has provided a structured approach to the problem of distributed debugging. Further enhancement can be made to provide a complete debugging environment that actually meets the needs of those who design and implement distributed programs.
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Appendix A

A BNF Definition for SDL

\[
\begin{align*}
<\text{prog_sbs}> & \ ::= \ <\text{prog_def}><\text{sbs_def}> \\
<\text{prog_def}> & \ ::= \ \text{process} <\text{procdef}> \\
& \quad \quad \text{color} <\text{coldef}> \\
& \quad \quad \text{channel} <\text{chnldef}> \\
& \quad \quad \text{event} <\text{eventdef}> \\
<\text{procdef}> & \ ::= \ <\text{procdesc}>; \mid <\text{procdesc}>, <\text{procdef}> \\
<\text{procdesc}> & \ ::= \ <\text{pid}>:<\text{node_id}> \\
<\text{coldef}> & \ ::= \ <\text{col_id}>; \mid <\text{col_id}>, <\text{coldef}> \\
<\text{chnldef}> & \ ::= \ (<\text{src_pid}>, <\text{dst_pid}>, <\text{colspec}>) \mid \\
& \quad \quad (<\text{src_pid}>, <\text{dst_pid}>, <\text{colspec}>) , <\text{chnldef}> \\
<\text{colspec}> & \ ::= \ <\text{col_id}> \mid <\text{col_id}>, <\text{colspec}> \\
<\text{eventdef}> & \ ::= \ <\text{eid}>(<\text{type}>, <\text{col_id}>) ; \mid \\
& \quad \quad <\text{eid}>(<\text{type}>, <\text{col_id}>) , <\text{eventdef}> \\
<\text{sbs_def}> & \ ::= \ <\text{pid}>\{<\text{statements}>\} \mid \\
& \quad \quad <\text{pid}>\{<\text{statements}>\} <\text{sbs_def}> \\
<\text{statements}> & \ ::= \ <\text{onestatement}> , <\text{onestatement}>, <\text{statements}> 
\end{align*}
\]
<onestatement> ::= <expr_id> := <choice_expr>

<choice_expr> ::= <seq_expr> | <seq_expr> % <choice_expr>

<seq_expr> ::= <conj_expr> | <conj_expr>; <seq_expr>

<conj_expr> ::= <star_expr> | <star_expr> || <conj_expr>

<star_expr> ::= <comp_expr> | <comp_expr> *

<comp_expr> ::= <expr_id> | <eid>(<pid>) | [ <choice_expr> ]

<pid> ::= <id>

<node_id> ::= <id>

<col_id> ::= <id>

<src_pid> ::= <id>

<dst_pid> ::= <id>

<eid> ::= <id>

<type> ::= send | receive

<expr_id> ::= <id>

<id> ::= <letter><rest_of_id>

<rest_of_id> ::= <letter><rest_of_id> | <digit><rest_of_id>

<letter> ::= A | B | C | D | E | F | G | H | I |
             J | K | L | M | N | O | P | Q | R |
Example A.1  Consider a distributed program consisting of four processes: $P_1$, $P_2$, $P_3$ and $P_4$. The informal specified operation of the program is:

After receiving a message from $P_1$, depending on the contents of that message and on its own computation, $P_2$ will send a message to either $P_3$ or $P_4$. However, $P_2$ should never send two messages in a row to $P_3$ without interleaving them with one to $P_4$. Also, messages between $P_1$ and $P_2$ are of different types than those between $P_2$ and $P_3$ or $P_4$.

Assume that the program is distributed over a DCS having three nodes: $A$, $B$ and $C$. Processes $P_1$ and $P_2$ are located at node $A$ while $P_3$ is located at $B$ and $P_4$ at $C$. The SBS for the above program can be given as follows:

```c
/* Program definition part */
colour C1, C2;
/* C1 is the colour assigned to messages between P1 and P2, C2 is assigned to those between P2 and P3 or P4 */
```
channel (P1, P2, C1), (P2, P3, C2),
(P2, P4, C2);

event snd1(send, C1), rcv1(receive, C1),
snd2(send, C2), rcv2(receive, C2);

/* Process SBS definition part */

P1 {
   S1 := snd1(P2)*.
}

P2 {
   S1 := rcv1(P1); snd2(P3).
   S2 := rcv1(P1); snd2(P4).
   S3 := [ S1; S2; [S2]* ]*.
}

P3 {
   S1 := rcv2(P2)*.
}

P4 {
   S1 := rcv2(P2)*.
}
Note: for a process SBS, as many statements as necessary may be given. However, only the last statement is effective: it is used as the SBS for that process. If the last statement contains the names of other statements, these names are replaced by the corresponding specification. For example, $S_3$ in $P_2$ will be expanded into:

$$S3 := \begin{array}{l}
[ rcv1(P1); \quad snd2(P2); \\
  rcv1(P1); \quad snd2(P4); \\
  [ rcv1(P1); \quad snd2(P4) \quad ]^* \\
]^*.
\end{array}$$
Appendix B

Distributed Debugger - User’s Manual

B.1 Starting the Debugger

The debugger is started by entering the following shell command at the site where the CD is located:

<debugger name> node-list

<debugger name> has not been finalized at the moment. node-list is the list of Internet names of machines where the LDs are located. The LDs are assigned numbers 1, 2, 3, ..., corresponding to their order in node-list. The prompt ‘$’ is displayed when the debugger is ready to accept user commands.

B.2 User Commands

Name: bp_clear, bp_disable, bp_enable

Usage:

bp_clear [breakpoint names...]
bp_disable [breakpoint names...]
bp_enable [breakpoint names...]

removes (clears), disables or enables breakpoints whose names are given.
**Name:** bp_list

**Usage:**

```
bp_list -cds [breakpoint names...]
```

lists breakpoints; if breakpoint names are given then lists only those breakpoints.

- **-c:** gives the list of counters in the breakpoint definitions and their specified values

- **-d:** gives the full definition of the breakpoint(s)

- **-s:** gives the status of the flags defined for the breakpoint(s).

The default is -s.

---

**Name:** bp_set

**Usage:**

```
bp_set -cs [-f file | definition]
```

sets a breakpoint based on channel counter values. The actions to be taken when the breakpoint is reached are specified using the flags:

- **-c:** make a checkpoint (allowing the program to be able to roll-back later; will automatically set -s flag.

- **-s:** suspend the program

If [-f file] is specified, the breakpoint definition is read from file; otherwise it is given in definition.

A breakpoint definition has the following format:

```
breakpoint-name := breakpoint-condition
```
breakpoint-name is an identifier assigned to the defined breakpoint. breakpoint-condition is a predicate of channel counter values:

counter-value [ | ] counter-value ... ]

where | is logical OR and & is logical AND. Each counter-value has a format of:

[local-pid, remote-pid, event-name, value],

where event-name is the name of the action whose occurrences are counted for the breakpoint: the counter-value is reached when the number of occurrences of the action is greater than or equal to value. local-pid is the process-id of the process where the action occurs. remote-pid is the process-id of the process at the other end of the channel.

Example B.1  A typical breakpoint definition would be:

bp1 := [p1, p2, snd1, 3] & [p2, p3, snd2, 6] &
((p3, p2, rcv2, 6) [ p4, p2, rcv2, 10])

Note that the operator & has higher precedence than |, and that brackets can be used to override the precedence.
Name: dbx
Usage: dbx pid dbx-command

executes a dbx command on process pid. This is similar to executing dbx-command under dbx when the process is debugged alone using dbx.

Name: getsbs
Usage: getsbs sbs-file

reads the program's SBS from sbs-file. This command should be executed at the beginning of every debugging session, and it can be used only once per debugging session.

Name: help
Usage: help

gives a list of user commands with a brief description of every command.

Name: prsbs
Usage: prsbs [-d] [-s [w] [process-ids ...]]

prints the SBS.

-d: prints the definition part only
-s: prints the basis SBS (default)
-w: prints the working SBS

If no process-id is given, the SBS for all processes will be printed. Otherwise, only the SBS of the indicated process is printed.
Name: quit
Usage: quit

ends a debugging session.

Name: roll_back
Usage: roll_back

roll back to a previously created checkpoint (see hp_set). The program would be in the suspended state, and the resume command can be used to resume execution.

Name: set, reset filter
Usage: set filter colours...
reset filter colours...

removes or sets colour filters.

Name: set, reset help
Usage: set help
reset help

similar to the help command, prints the list of all set and reset commands.
Name: set procdefn
Usage: set procdefn process-id exec-filename [args]

specifies how a process can be executed. exec-filename is the name of the executable file which contains the code for the process process-id. args are command line arguments needed for starting up the process.

Name: set trace
Usage: set trace [on | off]

turns trace collection on or off.

Name: sh
Usage: sh [shell-command]

executes shell-command. If no command is given, the UNIX shell whose name is in the SHELL environment variable is invoked. If SHELL is not defined, then /bin/csh is used by default.

Name: start, resume
Usage: start
resume

starts the execution of the debugged program from the beginning or resumes the execution after it has been suspended (either by reaching a breakpoint or by a user command).
Name: suspend
Usage: suspend

suspending the execution. The exact point where each process is actually suspended is undetermined.
B.3 A Debugging Session

For the distributed program whose SBS is given in example A.1, following are some typical steps of a debugging session:

1. The code for every process is recompiled and then linked with the debugging-support library so that the program can be debugged. This is to be done by the transformer.

2. The debugger is started.

3. The program's SBS is given to the debugger. If the program's SBS is stored in the file prog.sbs, then the user command will be:

   \[ \text{get}sbs \text{ prog.sbs} \]

4. The name of the executable file for each process, along with the required command line arguments, is specified with the set procdefn command. For example:

   \[
   \text{set procdefn P1 App1 arg1 arg2}
   \]
   \[
   \text{set procdefn P2 App2 arg1}
   \]
   ...

   where \textit{App1} and \textit{App2} are the names of the executable file for processes \textit{P1} and \textit{P2} respectively.
5. The program is executed by \textit{start}. If a synchronization error is suspected, the execution is suspended and the user is informed by a message similar to:

\begin{verbatim}
Synchronization error suspected in p2:
[rcv1(P1); snd2(P3); rcv1(P1); <snd2(P4)>;
[rcv1(P1); snd2(P4)]*]
\end{verbatim}

Since \textit{snd2(P4)} is enclosed in angle brackets, it means that \textit{snd2(P4)} is the only event that is expected to occur in \textit{P2} but another event has occurred instead.

6. Breakpoints can be set and the program can be restarted using the \textit{start} command. For example, if the following breakpoint command is entered:

\begin{verbatim}
bp_set -s bp1 := [P1, P2, snd1, 1] & [P2, P1, rcv1, 1]
& [P2, P3, snd2, 1] & [P3, P2, rcv2, 1]
\end{verbatim}

the program would be suspended after one message has been sent from \textit{P1} and received by \textit{P2} and another has been sent from \textit{P2} and received by \textit{P3}. When the program is suspended after a breakpoint is reached, internal variables of processes can be examined using the \textit{dbx} command.

7. A checkpoint can be specified given the above program behaviour (one \textit{send} from \textit{P1} to \textit{P2} and from \textit{P2} to \textit{P3} and the \textit{receives} corresponding to those \textit{sends}). Using the following \textit{bp_set} command:
\texttt{bp\_set -c bp1 := [P1, P2, snd1, 1] \& [P2, P1, rcv1, 1] \& [P2, P3, snd2, 1] \& [P3, P2, rcv2, 1]}

then when the program is suspended because the breakpoint \textit{bp1} is reached, the program state is saved. Later, if the \textit{roll\_back} command can be used to restart the execution of the program from this checkpoint.