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ABSTRACT

Network Synthesis of Complex Impedance and Complex Reactance Functions.

Adel M. K. Hashem
Concordia University, 1993

One of the main problems in system stability analysis address the location of the roots of polynomials with complex coefficients. In this thesis J-fraction expansion is used to test the stability of any complex polynomial.

An extension of the generalized Routh array and the generalized Hurwitz determinant for a polynomial with real coefficients to include a polynomial with complex coefficients is illustrated. Applications of these methods for the stability of multivariable polynomials with real coefficients are illustrated.

The importance of synthesis procedures with real components is well known in network theory. This research addresses an extension to the present methods of circuit theory to include a new type of element, namely, a pure imaginary resistor (jR). A complex impedance Z(s) is synthesized in the s-plane by using four kinds of elements; real resistors (R), imaginary resistors (jR), real inductors (L), and real capacitors (C). Also a complex reactance X(s) is synthesized by using three kinds of elements (jR, L, C) or by using two kinds of elements (jR, L) or (jR, C).

We extend the whole idea of network synthesis of X(s) in a continuous system (s-domain) to synthesise a discrete complex reactance function X(z) in discrete system (z-domain). Discrete complex reactance function could be implemented or synthesized directly by the algebraic equation obtained from X(z). Algebraic equation can be implemented by computer program, digital circuitry, or programmable

iii
integrated circuits. Algebraic equation is one of the many possible realizations of $X(z)$. Other realizations include partial fraction expansion realization (parallel realization), cascade realization, J-fraction expansion, or S-fraction expansion realization.

The implementation of the $X(z)$ function can be done using delay elements which are equivalent to inductors, capacitors or imaginary resistors (energy storage elements), similar to that used with a complex reactance function $X(s)$.

After synthesising $Z(s)$, $X(s)$, and $X(z)$ in continuous and discrete systems respectively, it is logical to extend the above procedures to synthesise complex impedance matrices of two-port networks. We derive the complex impedance matrix $[Z(s)]$ of a two-port network from a stable polynomial with complex coefficients and its alternant polynomial. A complex reactance matrix of a two-port network $[X(s)]$ is constructed from the quasi-real and quasi-imaginary parts of a complex polynomial $P(s)$. These matrices are synthesized by using the J-fraction, the S fraction, and the partial fraction expansions. A complex impedance matrix $[Z(s)]$ is synthesised by using four types of elements ($R, jR, L, C'$). Also, a complex reactance matrix $[X(s)]$ is synthesized by using three types of elements ($jR, L, C'$) or by using two types of elements ($jR, L$) or ($jR, C'$).
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Chapter 1

INTRODUCTION

What is network synthesis? A generally accepted definition of network analysis and synthesis, includes three key words.

- Excitation
- Network
- Response

As depicted in Figure 1.1, network analysis is concerned with determining the response, given the excitation and the network. In network synthesis, the problem is to design the network, given the excitation and the desired response. Since the transfer function of any system or network is completely described by input and
output signals of that system, then a mathematical synthesis of this function leads to a network synthesis.

1.1 Motivation

The methods for testing the stability of a polynomial with real coefficients are well known. A multivariable polynomial with real coefficients can be reduced to one variable polynomial with complex coefficients. To test the stability of a multivariable polynomial we can therefore test the stability of a complex polynomial with one variable which is the first motivation for studying complex polynomials.

To test stability of complex polynomials we have to extend the Routh array and the Hurwitz determinant of real polynomials to include complex polynomials as well. This extension will be more general for testing the stability of any polynomial with real or complex coefficients. We can prove that these methods of testing the stability of a real polynomial are a special case of that extension.

The second motivation behind our interest in studying the stability of complex polynomials is that it will open a window in circuit theory to allow us to construct complex rational functions. Synthesis of these functions will enable us to include a new type of element, namely a pure imaginary resistor ($jR$).

The interpretation of this imaginary resistance is understood by studying harmonic states with complex amplitudes. Superconductor materials (i.e., zero-loss material), which are represented by imaginary resistances, have found many practical applications in microwave, millimeter-wave devices and circuits [1, 2]. Barely five years after the discovery of high-temperature superconductors, researchers succeeded in developing a variety of useful circuits and devices using thin film technology based on new materials. There have been many experimental research attempts to obtain a superconductor material with high $T_c$, near room temperatures, which can
represent \((jR)\).

The first motivation behind our interest in imaginary resistances is that they will enable us to study such complex networks as free mathematical creations. In addition, the theory of complex networks is of practical interest in modulation problems, and this is a second motivation for studying the imaginary resistances.

### 1.2 Outline of The Thesis

This thesis is concerned with network synthesis of complex rational functions, which leads to a study of the stability of the complex polynomial denominators of these functions.

The thesis is organized as follows: In Chapter 2, we present different methods of studying the stability conditions of any polynomial \(P(s)\) with complex coefficients. Chapter 3 contains a synthesis of certain complex functions e.g. complex impedance \(Z(s)\) or complex reactance \(X(s)\) functions in the s-plane. Chapter 4 is mainly concerned with transferring the whole idea of network synthesis from the s-domain to the z-domain. Chapter 5 addresses an extension of network synthesis of Chapter 3 to include two-port networks. Finally Chapter 6 gives some concluding remarks concerning the research described in this thesis and suggestions for future work.

In the remainder of this chapter we outline specific contents of each chapter.

#### 1.2.1 Chapter 2: Stability conditions for a complex polynomial and its applications

One of the main problems in system stability analysis is the location of the roots of polynomials. This chapter introduces the problem of the stability of complex
polynomials, which implies the stability of complex rational functions for complex networks.

Three methods are used to derive the necessary and sufficient conditions for the stability of a given complex polynomial. In the first one, a powerful mathematical method referred to as the J-fraction [6] expansion is explored. In the second method a generalized Routh array of a complex polynomial is derived using the division process and two cross multiplying processes. In the third method, the generalized Hurwitz determinant and the modified generalized Hurwitz determinant of a complex polynomial are derived. The second and third methods for testing the stability of complex polynomials are the first contribution of the thesis. The relationship among the coefficients in the J-fraction expansion, the terms in the first column in the generalized Routh array and the successive principal minor determinants in the modified generalized Hurwitz determinant are found.

One of the most important aspects of studying the stability of a complex polynomial $P(s)$ is its application to the stability of multidimensional systems.

1.2.2 Chapter 3: Synthesis of complex impedance and complex reactance functions in the s-plane

The importance of synthesis procedures with real components is well known in network theory. Chapter 3 addresses an extension of the present methods of circuit theory to include a new type of element, namely a pure imaginary resistor ($jR$). Initially, this chapter deals with finding a network realization of a complex impedance or admittance and a complex reactance or susceptance in the form of a rational function of the two polynomials with complex coefficients. The method of J-fraction
expansion has opened a new research area in circuit theory for the synthesis of complex functions. These functions are rational and have non-negative real parts in the closed right-half of the frequency $s$-plane.

A complex impedance is synthesized by using four kinds of elements; a real resistor ($R$), imaginary resistors ($jR$), real inductors ($L$) and real capacitors ($C$). Complex reactance is synthesized either by using three kinds of elements ($jR, L, C$) or by using two kinds of elements ($jR, L$ or $jR, C$). The relationship between a complex impedance $Z(s)$ and its associated complex reactance $X(s)$ is also derived in this chapter. This is the second contribution of the thesis.

### 1.2.3 Chapter 4: Synthesis of a complex reactance function $X(z)$ in the $z$-plane

In this chapter, we extend the ideas of Chapter 3 (in $s$-domain) to the $z$-domain synthesis and this is the third contribution of the thesis. A complex reactance function $X(s)$ is analogue of a discrete complex reactance function $X(z)$. A mathematical transformation method is used to transfer an analog complex reactance $X(s)$ from the $s$-plane to a complex reactance function $X(z)$ in the $z$-plane. $X(z)$ can be obtained from any complex polynomial which has all roots inside the unit circle in the $z$-plane. Discrete complex reactance function can be implemented or synthesized by the directly obtained algebraic equation from $X(z)$. The algebraic equations can be implemented by computer program, digital circuitry, or programmable integrated circuits. Direct evaluation of algebraic equations is one of the many possible realizations of the discrete complex reactance function.

The purpose of this chapter is to provide a realization of a discrete complex
reactance function $X(z)$, e.g algebraic realization, partial fraction expansion realization (parallel realization), cascade realization, J-fraction expansion realization, continued fraction expansion realization, ... etc. The implementation of a discrete complex reactance function can be achieved by using delay elements which are equivalent to inductors, capacitors or imaginary resistors (energy storage elements) in an analog complex reactance function $X(s)$.

1.2.4 Chapter 5: Synthesis of complex reactance two-port networks in the s-plane

Chapter 5 addresses extensions of the complex reactance function of Chapter 3 to the two-port networks in the s-domain and this is the fourth contribution of the thesis. The extensions are related to the construction and synthesis of a complex impedance matrix $[Z(s)]$ or a complex reactance matrix $[X(s)]$ of two-port networks from any stable complex polynomial. Realizability conditions for complex impedance and complex reactance two-port parameters are given. A complex impedance two-port matrix is synthesized by using four kinds of elements $(R, jR, L, C)$. Complex reactance matrix is synthesized by either three kinds of elements $(jR, L, C)$ or by using two kinds of elements $(jR, L$ or $jR, C)$.

1.2.5 Chapter 6: Conclusions and future work

Network synthesis presented in this thesis is summarized and discussed in this chapter. Suggestions for future work in this area are also made in this chapter.
Chapter 2

STABILITY CONDITIONS FOR A COMPLEX POLYNOMIAL AND ITS APPLICATIONS

2.1 Introduction

One of the main problems in system analysis is the location of the roots of polynomials in the complex s-plane. A mathematical method referred to as the J-fraction is explored in this chapter to find the necessary and sufficient conditions for the stability of a polynomial with complex coefficients. Some theorems are presented to illustrate the stability conditions. Also three criteria are found to determine the number of roots that lie in the left half and the right half of the complex s-plane, respectively. A generalized Routh array for a complex polynomial is considered. Two methods are used to construct that array. The first method involves a division process, and the second method involves two cross multiplying processes. The generalized Hurwitz determinant and the modified generalized Hurwitz determinant for the stability of a complex polynomial are derived. Relationships between coefficients
in the J-fraction expansion, the terms in the first column of the generalized Routh array, and the successive odd principal minor determinants in the modified generalized Hurwitz determinant are established. The analysis is supported by numerical examples.

2.2 J-Fraction Expansion

Let \( P(s) \) be a polynomial of degree \( n \) with complex coefficients,

\[
P(s) = s^n + (a_1 + jb_1)s^{n-1} + (a_2 + jb_2)s^{n-2} + \ldots + (a_{n-1} + jb_{n-1})s + (a_n + jb_n) \quad (2.1)
\]

The main problem considered in this chapter is to determine the necessary and sufficient condition for the polynomial given by equation (2.1) to be stable, namely condition when all the roots lie in the open left half of the complex s-plane. In (2.1) the condition \( a_1 > 0 \) is necessary but obviously not sufficient for stability. To establish the sufficient condition for \( P(s) \) to be stable, we derive some theorems.

From \( P(s) \) we seek another polynomial \( Q(s) \) [6] of degree \( n - 1 \) such that properties of \( P(s) \) could be determined from the J-fraction expansion of the quotient \( Q(s)/P(s) \). There is one choice for \( Q(s) \) which is particularly convenient, called the alternant of \( P(s) \). The polynomial \( Q(s) \) has the following form,

\[
Q(s) = a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + jb_4s^{n-4} + a_5s^{n-5} + jb_6s^{n-6} + \ldots \quad (2.2)
\]

The quotient \( Q(s)/P(s) \) has in general a J-fraction expansion of the form [6, 7, 8],

\[
\frac{Q(s)}{P(s)} = \frac{1}{F_1s + 1 + E_1 + \frac{1}{F_2s + E_2 + \frac{1}{F_3s + E_3 + \frac{1}{F_4s + E_4 + \frac{1}{F_5s + E_5 + \frac{1}{F_6s + E_6 + \cdots}}}}}} \quad (2.3)
\]

called the test-fraction of \( P(s) \)
Theorem 2.1 [6] Let $P(s)$ in equation (2.1) be a polynomial of degree $n > 0$ with complex coefficients. Let $Q(s)$ in equation (2.2) be the alternate of $P(s)$. All the roots of $P(s)$ have negative real parts if and only if, $P(s)$ has a test-fraction of the form (2.8) and all $F_1, F_2, F_3, \ldots, F_n$ are real and positive and $E_1, E_2, E_3, \ldots, E_n$ are purely imaginary or zero.

As an illustration of Theorem 2.1, consider the following example:

Example 2.1 Given a polynomial $P(s)$ with complex coefficients

$$P(s) = s^4 + (5 - j5)s^3 + (0 - j19.75)s^2 + (-18.375 - j17.875)s - (13.125 - j0.625)$$

(2.4)

the alternate polynomial of $P(s)$ can be written as

$$Q(s) = 5s^3 - j19.75s^2 - 18.375s + j0.625$$

(2.5)

then the $J$-fraction expansion of $Q(s)/P(s)$ is obtained as follows:

$$
\frac{Q(s)}{P(s)} = \frac{1}{0.2s + 1 - j0.21 + \frac{1}{0.03925 - j0.7387 + \frac{1}{1.2527 - j1.6615 + \frac{1}{3.1022 - j4.6418}}}}
$$

(2.6)

This is the test-fraction of the polynomial $P(s)$, and all the coefficients of $s$ and the constant terms in (2.6) are positive real and purely imaginary, respectively. This means that the polynomial $P(s)$ with complex coefficients is stable, and all the roots lie in the left half of the complex $s$-plane. However, they need not appear in conjugate pairs, as shown in Figure 2.1. The roots are given by (2.7).

$$\lambda_1 = -2 + j0.5, \quad \lambda_2 = -1.5 + j1, \quad \lambda_3 = -1 + j2, \quad \lambda_4 = -0.5 + j1.5$$

(2.7)

For a stable polynomial with real coefficients $p(s)$, all the roots lie in the left half of the complex $s$-plane, and they occur in conjugate pairs.
2.2.1 Determination of the number of roots of $P(s)$ in each of the half-planes $\{\text{Re } s > 0 \text{ and Re } s < 0 \}$ using J-fraction expansion

We have seen from Theorem 2.1 and Example 2.1, that all the roots of $P(s)$ are in the left half of the $s$-plane $\{\text{Re } s < 0 \}$ if and only if the coefficients $F_i$'s in equation (2.3) are all positive. Also, we see in (2.3) that if all the $F_i$'s have negative signs, it implies that all the roots of $P(s)$ have positive real parts. The criterion for determination of the number of roots of $P(s)$ that lie in the left half and right half of the complex $s$-plane respectively, is given:

**Criterion 2.1** The number of roots with positive real parts of any complex polynomial is equal to the number of negative signs of $F_i$ in the J-fraction (2.3).

To illustrate this criterion consider the following example:

**Example 2.2** Consider a polynomial $P(s)$ with complex coefficients and its $Q(s)$
\[ P(s) = s^4 - (5 + j5)s^3 + (0 + j19.75)s^2 + (18.375 - j17.875)s - (13.125 + j0.625) \quad (2.8) \]

\[ Q(s) = -5s^3 + j19.75s^2 + 18.375s - j0.625 \quad (2.9) \]

Then the J-fraction of \( Q(s)/P(s) \) takes the following form

\[ \frac{Q(s)}{P(s)} = \frac{1}{-0.2s + 1 + j0.21 + \frac{1}{-0.6392s + j0.7387 + \frac{1}{-1.2527s + j1.6615 + \frac{1}{-3.1627 + j4.6118}}} \quad (2.10) \]

All coefficients of \( s \) and the constant terms in (2.10) having negative real and purely imaginary values respectively, means that \( P(s) \) is unstable and all the roots lie in the right half of the complex s-plane. The roots are given by (2.11) and shown in Figure 2.2.

\[ \lambda_1 = 2 + j0.5, \quad \lambda_2 = 1.5 + j1, \quad \lambda_3 = 1 + j2, \quad \lambda_4 = 0.5 + j1.5 \quad (2.11) \]

![Image of the s-plane showing the roots of P(s)](image)

**Figure 2.2: Roots of unstable \( P(s) \)**

The case corresponding to \( m \) roots of \( P(s) \) lie in the left half of the s-plane, and \( n-m \) roots in the right half of the s-plane is illustrated in Example 2.3.

**Example 2.3** consider a polynomials \( P(s) \), the corresponding \( Q(s) \), and the quotient \( Q(s)/P(s) \)

\[ P(s) = s^4 + (3 - j5)s^3 - (8 + j13.75)s^2 - (22.375 + j0.375)s + (-7.375 + j10.875) \quad (2.12) \]
\[ Q(s) = 3s^3 - j13.75s^2 - 22.375s + j10.875 \]  
(2.13)

\[ \frac{Q(s)}{P(s)} = \frac{1}{0.3333s + 1 - j0.1389 + \frac{1}{2.1928s + j1.3418 + \frac{1}{-0.1101 + j0.374 + \frac{1}{2.3581 + j0.6844}}} \]  
(2.14)

In this expansion three coefficients of \( s \) are positive real and one coefficient is negative real. This means that \( P(s) \) has three roots in the Re \( s < 0 \) plane and one root in the Re \( s > 0 \) plane. The roots of \( P(s) \) are shown in Figure 2.3

\[ \lambda_1 = 1 + j2, \quad \lambda_2 = -0.5 + j1.5, \quad \lambda_3 = -2 + j0.5, \quad \lambda_4 = -1.5 + j1 \]  
(2.15)

![Figure 2.3: Roots of \( P(s) \)]

### 2.3 Generalized Routh Array

We use two methods, to construct the Routh array for a general complex polynomial. In the first one, a long division process is used, and in the second, two cross multiplying processes are used. Detailed analysis is given in the next two subsections.

### 2.3.1 Generalized Routh array using division process.

In the previous section, the stability condition for a general complex polynomial was illustrated on the basis of Theorem 2.1. Now we present another method for
determining whether a given complex polynomial is stable or not. We start from
$P(s)$ as in Equation (2.1) and the corresponding $Q(s)$ as in Equation (2.2). $P(s)$
can always be written as

$$P(s) = r_1(s) Q(s) + R_1(s)$$ (2.16)

where, $r_1(s)$ is a polynomial of degree one and $R_1(s)$ is the remainder polynomial
of degree $n - 2$. Both $r_1(s)$ and $R_1(s)$ could be found by formally dividing $P(s)$ by
$Q(s)$, since this gives

$$\frac{P(s)}{Q(s)} = r_1(s) + \frac{R_1(s)}{Q(s)}$$ (2.17)

where $R_1(s)$ is

$$R_1(s) = c_1 s^{n-2} + c_2 s^{n-3} + c_3 s^{n-4} + c_4 s^{n-5} + ... + c_{n-3} s^2 + c_{n-2} s + c_{n-1}$$ (2.18)

We can also write $Q(s)$ in the last term of (2.17) in terms of $R_1(s)$ as

$$Q(s) = r_2(s) R_1(s) + R_2(s)$$ (2.19)

where, $r_2(s)$ is a first order polynomial and $R_2(s)$ is the remainder polynomial of
degree $n - 3$. Both $r_2(s)$ and $R_2(s)$ could be found by formally dividing $Q(s)$ by
$R_1(s)$, since this gives

$$\frac{Q(s)}{R_1(s)} = r_2(s) + \frac{R_2(s)}{R_1(s)}$$ (2.20)

where the remainder polynomial $R_2(s)$ is

$$R_2(s) = d_1 s^{n-3} + d_2 s^{n-4} + d_3 s^{n-5} + d_4 s^{n-6} + ... + d_{n-3} s^1 + d_{n-2}$$ (2.21)

We continue this process of division of two polynomials until the remainder polynomial equals zero.

The coefficients of polynomials $P(s)$, $Q(s)$, $R_1(s)$, $R_2(s)$, etc. can be
arranged in rows and columns according to the following pattern:

<table>
<thead>
<tr>
<th>$s^n$</th>
<th>$1$</th>
<th>$a_1 + jb_1$</th>
<th>$a_2 + jb_2$</th>
<th>$...$</th>
<th>$a_n + jb_n$</th>
<th>$\leftarrow$ 1st row $P'(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s^{n-1}$</td>
<td>$a_1$</td>
<td>$jb_2$</td>
<td>$a_3$</td>
<td>$...$</td>
<td>$a_n$ or $jb_n$</td>
<td>$\leftarrow$ 2nd row $Q(s)$</td>
</tr>
<tr>
<td>$s^{n-2}$</td>
<td>$c_1$</td>
<td>$c_2$</td>
<td>$c_3$</td>
<td>$...$</td>
<td>$0$</td>
<td>$\leftarrow$ 3rd row $R_1(s)$</td>
</tr>
<tr>
<td>$s^{n-3}$</td>
<td>$d_1$</td>
<td>$d_2$</td>
<td>$d_3$</td>
<td>$...$</td>
<td>$0$</td>
<td>$\leftarrow$ 4th row $R_2(s)$</td>
</tr>
<tr>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
<td>$...$</td>
</tr>
<tr>
<td>$s^2$</td>
<td>$g_1$</td>
<td>$g_2$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$\leftarrow (n)th$ row $R_{n-2}(s)$</td>
</tr>
<tr>
<td>$s^1$</td>
<td>$h_1$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$\leftarrow (n + 1)th$ row $R_{n-1}(s)$</td>
</tr>
<tr>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
<td>$\leftarrow (n + 2)th$ row $R_n(s)$</td>
</tr>
</tbody>
</table>

- In this pattern the first row corresponds to the coefficients of the given polynomial $P(s)$.

- The second row corresponds to the coefficients of the alternant polynomial $Q(s)$.

- The constants $c_1, c_2, c_3, ..., etc$, in the third row are coefficients of the remainder polynomial obtained from the quotient of $P'(s)/Q(s)$.

- The coefficients of the remainder polynomial obtained from the division of the two previous rows give the constant coefficients $d's, ... , h's$.

- Evaluation of the coefficients in this pattern is continued until the $(n + 2)th$ row is completed, in other words, until the remainder polynomial obtained from the two previous rows equals zero.

This pattern is the generalized Routh array for a complex polynomial $P'(s)$. It is similar to the Routh array for the real polynomial $p(s)$.

$$p(s) = s^n + a_1 s^{n-1} + a_2 s^{n-2} + a_3 s^{n-2} + a_4 s^{n-2} + a_5 s^{n-2} + ... + a_{n-1} s + a_n \quad (2.23)$$

In other words, (2.22) is a general array constructed from a complex polynomial, of which, the commonly used Routh array in control theory and system analysis for
real polynomials is a particular case. To this end, to obtain the Routh array for the real polynomial from the pattern in (2.22), we follow the procedure given below:

- Let all imaginary elements in (2.22) equal zero.

- Delete all the even columns.

- The resulting array is the Routh array for a real polynomial [9, 10] as in (2.24)

\[
\begin{array}{cccccccc}
  s^n & 1 & a_2 & a_4 & a_6 & a_8 & a_{10} & \ldots & \leftarrow \text{1st row even of } P(s) \\
  s^{n-1} & a_1 & a_3 & a_5 & a_7 & a_9 & a_{11} & \ldots & \leftarrow \text{2nd row odd of } P(s) \\
  s^{n-2} & c_1 & c_3 & c_5 & c_7 & c_9 & c_{11} & \ldots & \leftarrow \text{-3rd row } R_1(s) \\
  s^{n-3} & d_1 & d_3 & d_5 & d_7 & d_9 & d_{11} & \ldots & \leftarrow \text{-4rd row } R_2(s) \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \\
  s^2 & g_1 & g_3 & 0 & 0 & 0 & 0 & 0 & \leftarrow (n - 1)\text{th row } R_{n-1}(s) \\
  s^1 & h_1 & 0 & 0 & 0 & 0 & 0 & 0 & \leftarrow (n - 1)\text{th row } R_{n-1}(s) \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \leftarrow (n - 2)\text{th row } R_{n-1}(s)
\end{array}
\]

Note that in developing the array in pattern (2.22), the entire row may be divided or multiplied by a positive number in order to simplify the numerical calculation without altering the results of stability. The next theorem states the stability condition.

**Theorem 2.2** A necessary and sufficient condition for all the roots of any complex polynomial \(P(s)\) to have negative real parts is that all the coefficients in the first column of the array in (2.22) have positive sign.
Proof:

The $J$-fraction of $P(s)$ with respect to $Q(s)$ takes the form

$$\frac{P(s)}{Q(s)} = \frac{1}{a_1} s + 1 + E_1 + \frac{a_1}{c_1} s + E_2 + \frac{1}{a_2} s + E_3 + \frac{a_2}{c_2} s + E_4 + \frac{1}{\ldots}$$  \hfill (2.25)

From Theorem 2.1, $P(s)$ is stable if and only if all the coefficients of $s$ in (2.25) are real and positive. This means that all $a_1$, $c_1$, $d_1$, $\ldots$ should have positive signs. These $a_1$, $c_1$, $d_1$, $\ldots$ are the same as the coefficients in the first column of the generalized Routh array (2.22), and the stability condition is established. Q. E. D.

### 2.3.2 Generalized Routh array using two cross multiplying processes.

In the previous subsection 2.3.1, the creation of the generalized Routh array depended on a division process which is very tedious, even using a computer. We shall give a simple way to evaluate the generalized Routh array. The procedure for the construction of the generalized Routh array is given below:

- Write the given polynomial $P(s)$ of degree $n$ as in (2.1)
- Find the alternate polynomial of $P(s)$ of degree $n-1$ as in (2.2)
- Arrange the coefficients of the polynomial $P(s)$ and $Q(s)$ in the first two rows of the following pattern:
The coefficients $c_1, c_2, c_3, \ldots, \text{etc.}$, are evaluated using the two cross multiplying processes.

\[
\begin{align*}
C_1 &= \frac{a_1 (a_2 + jb_2) - a_3}{a_1} - \frac{jb_2}{a_1} \frac{a_1 (a_1 + jb_1) - jb_2}{a_1} \\
C_2 &= \frac{a_1 (a_3 + jb_3) - jb_4}{a_1} - \frac{a_3}{a_1} \frac{a_1 (a_1 + jb_1) - jb_2}{a_1} \\
C_3 &= \frac{a_1 (a_4 + jb_4) - a_5}{a_1} - \frac{jb_4}{a_1} \frac{a_1 (a_1 + jb_1) - jb_2}{a_1} \\
C_4 &= \frac{a_1 (a_5 + jb_5) - jb_6}{a_1} - \frac{a_5}{a_1} \frac{a_1 (a_1 + jb_1) - jb_2}{a_1}
\end{align*}
\]  

The evaluation of the $c'$s is continued until the remaining ones are all zeros. The same pattern of the two cross multiplying the coefficients of the two previous rows is followed in evaluating the $d'$s, $e'$s, $g'$s, \ldots etc.

\[
\begin{align*}
d_1 &= \frac{c_1 a_3 - a_1 c_3}{c_1} - \frac{c_2}{c_1} \frac{c_1 (jb_2) - a_1 c_2}{c_1} \\
d_2 &= \frac{c_1 j b_4 - a_1 c_4}{c_1} - \frac{c_3}{c_1} \frac{c_1 (jb_2) - a_1 c_2}{c_1} \\
d_3 &= \frac{c_1 a_5 - a_1 c_5}{c_1} - \frac{c_4}{c_1} \frac{c_1 (jb_2) - a_1 c_2}{c_1} \\
d_4 &= \frac{c_1 a_6 - a_1 c_6}{c_1} - \frac{c_5}{c_1} \frac{c_1 (jb_2) - a_1 c_2}{c_1}
\end{align*}
\]  

\[\text{(2.28)}\]
\[
\begin{align*}
\epsilon_1 &= \frac{d_1 c_2 - c_1 d_2}{d_1} - \frac{d_2}{d_1} \frac{d_1 c_2 - c_1 d_2}{d_1} \\
\epsilon_2 &= \frac{d_1 c_4 - c_1 d_4}{d_1} - \frac{d_4}{d_1} \frac{d_1 c_2 - c_1 d_2}{d_1} \\
\epsilon_3 &= \frac{d_1 c_6 - c_1 d_6}{d_1} - \frac{d_6}{d_1} \frac{d_1 c_2 - c_1 d_2}{d_1} \\
\epsilon_4 &= \frac{d_1 c_8 - c_1 d_8}{d_1} - \frac{d_8}{d_1} \frac{d_1 c_2 - c_1 d_2}{d_1}
\end{align*}
\] (2.29)

This process is continued until the \((n + 2)th\) row has been completed. The complete array of the coefficients is triangular as in (2.26).

### 2.3.3 Determination of the number of roots of \(P(s)\) in each of the half-planes \(\{\text{Re } s > 0 \text{ and } \text{Re } s < 0\}\) using Routh array

The number of roots in the left half and the right half of the \(s\)-plane can be determined from Criterion 2.2.

**Criterion 2.2** The number of roots with positive real parts of any complex polynomial is equal to the number of changes in the sign of the coefficients of the first column of the generalized Routh array pattern (2.26).

Note that the values of the terms in the first column are not important for us instead only signs of the terms are needed. Consider the following example to illustrate Theorem 2.2.

**Example 2.4** Consider a complex polynomial \(P(s)\) and its \(Q(s)\) as in Example 2.1.
The Routh array of the coefficients is constructed, following the analysis of the generalized Routh array just presented. The first two rows can be obtained directly from $P(s)$, and $Q(s)$. The remaining terms are obtained from equations (2.27), (2.28) and (2.29). The generalized Routh array now is

\[
\begin{array}{cccccc}
    s^4 & 1 & -5 - j5 & 0 - j19.75 & -18.375 - j17.875 & -13.125 + j0.625 & \text{- 1st row } P(s) \\
s^3 & 5 & -j19.75 & -18.375 & j0.625 & 0 & \text{- 2nd row } Q(s) \\
s^2 & 7.8225 & -j21.8588 & 13.2562 & 0 & 0 & \text{- 3rd row } c_i \\
s^1 & 6.2446 & -j9.167 & 0 & 0 & 0 & \text{- 4th row } d_i \\
s^0 & 1.9749 & 0 & 0 & 0 & 0 & \text{- 5th row } e_i \\
\end{array}
\]  

(2.30)

The number of changes in the sign of the coefficients of the first column is zero. This implies that there are no roots with positive real parts, and the given polynomial $P(s)$ is stable.

To illustrate Criterion 2.2, consider the following example:

**Example 2.5** Consider a complex polynomial $P(s)$ and its $Q(s)$ of Example 2.2.

The corresponding generalized Routh array is

\[
\begin{array}{cccccc}
    s^4 & 1 & -5 - j5 & 0 + j19.75 & 18.375 + j17.875 & -13.125 + j0.625 & \text{- 1st row } P(s) \\
s^3 & -5 & j19.75 & 18.375 & -j0.625 & 0 & \text{- 2nd row } Q(s) \\
s^2 & 7.8225 & -j21.8588 & -13.2562 & 0 & 0 & \text{- 3rd row } c_i \\
s^1 & -6.2446 & j9.167 & 0 & 0 & 0 & \text{- 4th row } d_i \\
s^0 & 1.9749 & 0 & 0 & 0 & 0 & \text{- 5th row } e_i \\
\end{array}
\]  

(2.31)

The number of changes in the sign of the coefficients in the first column is four, which implies that there are four roots with positive real parts, and $P(s)$ is unstable.

**Example 2.6** Consider a polynomial $P(s)$ with complex coefficients of Example 2.3.

The generalized Routh array is

\[
\begin{array}{cccccc}
    s^4 & 1 & 3 - j5 & -8 - j13.75 & -22.375 - j0.375 & -7.375 + j10.875 & \text{- 1st row } P(s) \\
s^3 & 3 & -j13.75 & -22.375 & +j10.875 & 0 & \text{- 2nd row } Q(s) \\
s^2 & 1.3681 & -j7.1076 & -8.8854 & 0 & 0 & \text{- 3rd row } c_i \\
s^1 & -12.4278 & j22.7973 & 0 & 0 & 0 & \text{- 4th row } d_i \\
s^0 & -0.451 & 0 & 0 & 0 & 0 & \text{- 5th row } e_i \\
\end{array}
\]  

(2.32)

$P(s)$ is unstable with one root lying on the right half of the $s$-plane because there is one change of sign in the first column in (2.32).
2.3.4 J-fraction expansion and the generalized Routh array relationship.

We first note that the construction of the generalized Routh array using a division process or two cross multiplying processes gives us the same pattern as in (2.22) and (2.26). The stability conditions for any complex polynomial can be summarized as follows:

- From the J-fraction expansion, as in (2.3) all \( F_1, F_2, F_3, \ldots \) are real positive.

- From the generalized Routh array, all the terms in the first column of the array in (2.22) or (2.26) have positive signs.

Now we try to find a relation between the coefficients, \( \{F_1, F_2, F_3, \ldots\} \), in the J-fraction expansion and the coefficients in the first column of the generalized Routh array, \( \{1, a_1, c_1, d_1, e_1, \ldots\} \). The division of any two successive terms in the first column of (2.26) gives us one value of the coefficients \( F' \)s in the J-fraction expansion (2.3).

\[
F_1 = \frac{1}{a_1}, \quad F_2 = \frac{a_1}{c_1}, \quad F_3 = \frac{c_1}{d_1}, \quad F_4 = \frac{d_1}{e_1}, \quad \ldots, \quad \ldots (2.33)
\]

Table 2.1 shows the relation between the constants \( F_1, F_2, \ldots \) in the J-fraction and the coefficients \( a_1, c_1, d_1, e_1, \ldots \) in the generalized Routh array. Also from Table 2.1 the stability criteria 2.1 and 2.2 should be observed.

2.4 Generalized Hurwitz Determinant

In the previous two sections, two methods were found to test stability of a complex polynomial on the basis of the J-fraction expansion, and of the generalized Routh
<table>
<thead>
<tr>
<th>J-Fraction</th>
<th>Routh</th>
<th>J-F &amp; Routh</th>
</tr>
</thead>
<tbody>
<tr>
<td>F₁</td>
<td>a₁</td>
<td>F₁ = \frac{1}{a₁}</td>
</tr>
<tr>
<td>F₂</td>
<td>c₁</td>
<td>F₂ = \frac{a₁}{c₁}</td>
</tr>
<tr>
<td>F₃</td>
<td>d₁</td>
<td>F₃ = \frac{a₁}{d₁}</td>
</tr>
<tr>
<td>F₄</td>
<td>e₁</td>
<td>F₄ = \frac{a₁}{e₁}</td>
</tr>
</tbody>
</table>

| ... | ... | ... |

Table 2.1: J-fraction, Routh array relationship

array. Now a third method which involves the generalized Hurwitz determinant for a complex polynomial will be presented. Starting from a polynomial $P(s)$, and its $Q(s)$ as in (2.1) and (2.2), the procedure is outlined below:

- Write the given polynomial $P(s)$ of degree $n$

- Arrange the coefficients of $Q(s)$ and $P(s)$ in the following matrix:

\[
A = \begin{pmatrix}
  a₁ & jb₂ & a₃ & jb₄ & a₅ & jb₆ & ... & ...
  1 & a₁ + jb₁ & a₂ + jb₂ & a₃ + jb₃ & a₄ + jb₄ & a₅ + jb₅ & ... & ...
  0 & a₁ & jb₂ & a₃ & jb₄ & a₅ & ... & ...
  0 & 1 & a₁ + jb₁ & a₂ + jb₂ & a₃ + jb₃ & a₄ + jb₄ & ... & ...
  0 & 0 & a₁ & jb₂ & a₃ & jb₄ & ... & ...
  0 & 0 & 1 & a₁ + jb₁ & a₂ + jb₂ & a₃ + jb₃ & ... & ...
  0 & 0 & 0 & a₁ & jb₂ & a₃ & ... & ...
  0 & 0 & 0 & 1 & a₁ + jb₁ & a₂ + jb₂ & ... & ...
  ... & ... & ... & ... & ... & ... & ... & ...
  ... & ... & ... & ... & ... & ... & ... & ...
\end{pmatrix}
\]  

(2.34)

The determinant of the matrix $A$ of rank $(2n - 1)$ is the generalized Hurwitz determinant, whose successive principal minors are denoted by $D_q$.

The commonly used Hurwitz determinant for a real polynomial $p(s)$ is a particular case of the Hurwitz determinant of the matrix $A$ in (2.34). To obtain the...
Hurwitz determinant for a real polynomial from the matrix $A$ in (2.34), the steps shown below are to be followed.

- Set all the imaginary elements in the matrix $A$ in (2.34) equal zero.

- Delete all the even columns in the matrix $A$.

- Delete the zero rows of $A$ created by the above two operations.

- If the first two operations create some rows in (2.34) having the same elements, retain one of them and delete the rest.

- The resulting determinant is the Hurwitz determinant for a real polynomial.

\[
D = |A| = \begin{vmatrix}
  a_1 & a_3 & a_5 & a_7 & a_9 & a_{11} & \ldots & \ldots \\
  1 & a_2 & a_4 & a_6 & a_8 & a_{10} & \ldots & \ldots \\
  0 & a_1 & a_3 & a_5 & a_7 & a_9 & \ldots & \ldots \\
  0 & 1 & a_2 & a_4 & a_6 & \ldots & \ldots & \ldots \\
  0 & 0 & a_1 & a_3 & a_5 & a_7 & \ldots & \ldots \\
  0 & 0 & 1 & a_2 & a_4 & a_6 & \ldots & \ldots \\
  0 & 0 & 0 & a_1 & a_3 & a_5 & \ldots & \ldots \\
  0 & 0 & 0 & 1 & a_2 & a_4 & \ldots & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{vmatrix}
\]  

(2.35)

The stability condition is stated in Theorem 2.3.
**Theorem 2.3** All the roots of a complex polynomial $P(s)$ have negative real parts if and only if, the modified generalized Hurwitz determinant

$$
\Delta_0 = 1, \quad \Delta_q = (-1)^{q-1} D_q > 0, \quad q = 1, 3, 5, 7, 9, 11, \ldots, (2n - 1) \quad (2.36)
$$

**Proof:**

From Theorem 2.2, $P(s)$ is stable if, and only if, the elements in the first column of the array in (2.26) have positive signs. We want to indicate the dependence of the determinant $\Delta_q$ upon the elements in the first column in the Routh array (2.26). After some matrix operations, the matrix $A$ in (2.34) can be transformed into an upper triangular matrix as in (2.37),

$$
B = (-1)^{q-1} \begin{pmatrix}
  a_1 & jb_2 & a_3 & jb_4 & a_5 & jb_6 & a_7 & jb_8 & a_9 & jb_{10} & \cdots & \cdots \\
  0 & a_1 & jb_2 & a_3 & jb_4 & a_5 & jb_6 & a_7 & jb_8 & a_9 & \cdots & \cdots \\
  0 & 0 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 & c_7 & c_8 & \cdots & \cdots \\
  0 & 0 & 0 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 & c_7 & \cdots & \cdots \\
  0 & 0 & 0 & 0 & d_1 & d_2 & d_3 & d_4 & d_5 & d_6 & \cdots & \cdots \\
  0 & 0 & 0 & 0 & 0 & e_1 & e_2 & e_3 & e_4 & \cdots & \cdots & \cdots \\
  0 & 0 & 0 & 0 & 0 & 0 & e_1 & e_2 & e_3 & \cdots & \cdots & \cdots \\
  \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
  \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix} \quad (2.37)
$$

The successive principal minors of the generalized Hurwitz determinant of the matrix $A$ in (2.34) are equal to the successive principal minors of the determinant of the matrix $B$ given by (2.37).

In Equation (2.37) it should be observed that the coefficients of the polynomial $Q(s)$ appear in the first two rows. The rows containing the $c's, d's, e's, f's, \ldots$ in (2.37)
are the same as those in the Routh array (2.26). Further, the elements of the first column in the Routh array are the same as the diagonal elements of the matrix $B$ (2.37). From Equation (2.37), the successive principal minors of the Hurwitz determinant will be:

$$D_q = (-1)^{\frac{q-1}{2}} \begin{vmatrix}
  a_1 & jb_2 & a_3 & jb_4 & a_5 & jb_6 & a_7 & jb_8 & a_9 & jb_{10} & \ldots \\
  0 & a_1 & jb_2 & a_3 & jb_4 & a_5 & jb_6 & a_7 & jb_8 & a_9 & \ldots \\
  0 & 0 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 & c_7 & \ldots \\
  0 & 0 & 0 & c_1 & c_2 & c_3 & c_4 & c_5 & c_6 & c_7 & \ldots \\
  0 & 0 & 0 & 0 & d_1 & d_2 & d_3 & d_4 & d_5 & d_6 & \ldots \\
  0 & 0 & 0 & 0 & 0 & d_1 & d_2 & d_3 & d_4 & d_5 & \ldots \\
  0 & 0 & 0 & 0 & 0 & 0 & c_1 & c_2 & c_3 & c_4 & \ldots \\
  0 & 0 & 0 & 0 & 0 & 0 & 0 & c_1 & c_2 & c_3 & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots 
\end{vmatrix}$$

(2.38)

$$D_q = (-1)^{\frac{q-1}{2}} a_1^2 c_1^2 d_1^2 c_1^2 \ldots \ldots \ g_1^2 h_1$$

(2.39)

$$\Delta_q = (-1)^{\frac{q-1}{2}} D_q = (-1)^{\frac{q-1}{2}} (-1)^{\frac{q-1}{2}} a_1^2 c_1^2 d_1^2 c_1^2 \ldots \ldots \ g_1^2 h_1$$

(2.40)

where, $q$ is equal to the sum of the numbers $a_1, c_1, d_1, e_1, \ldots$ etc. Since all the coefficients $a_1, c_1, d_1, e_1, f_1, \ldots$ etc. are greater than zero for stability (Theorem 2.2), this implies that all $\Delta_q > 0$ for stability. Q. E. D.
2.4.1 Determination of the number of roots of $P(s)$ in each of the half-planes \{$\text{Re } s > 0$ and $\text{Re } s < 0$\} using the Hurwitz determinant

The number of roots in the left and right half of the s-plane can be determined from the following criterion:

**Criterion 2.3** The number of roots with positive real parts of any complex polynomial, is equal to the number of changes in the sign of the odd determinants $\Delta_q$ in (2.96).

The general form of the determinant $\Delta_q$ is

$$\Delta_q = (-1)^{q-1}$$

$$\begin{vmatrix}
\begin{array}{cccccccc}
  a_1 & jb_2 & a_3 & jb_4 & a_5 & jb_6 & \ldots & \ldots \\
  1 & a_1 + jb_1 & a_2 + jb_2 & a_3 + jb_3 & a_4 + jb_4 & a_5 + jb_5 & \ldots & \ldots \\
  0 & a_1 & jb_2 & a_3 & jb_4 & a_5 & \ldots & \ldots \\
  0 & 1 & a_1 + jb_1 & a_2 + jb_2 & a_3 + jb_3 & a_4 + jb_4 & \ldots & \ldots \\
  0 & 0 & a_1 & jb_2 & a_3 & jb_4 & \ldots & \ldots \\
  0 & 0 & 1 & a_1 + jb_1 & a_2 + jb_2 & a_3 + jb_3 & \ldots & \ldots \\
  0 & 0 & 0 & a_1 & jb_2 & a_3 & \ldots & \ldots \\
  \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{array}
\end{vmatrix}$$

(2.41)

Note that the exact values of the determinants $\Delta_q$ are not needed. Instead, only signs of these determinants are sufficient for the stability criterion.

**Example 2.7** Given a complex polynomial as in Example 2.4.
Following the procedures in the generalized Hurwitz determinant just presented, and constructing the generalized Hurwitz determinant of the coefficients gives:

\[
D_q = \begin{vmatrix}
5 & -j19.75 & -18.375 & j0.625 & 0 & \ldots \\
1 & 5 - j5 & -j19.75 & -18.375 - j17.875 & -13.125 + j0.625 & \ldots \\
0 & 5 & -j19.75 & -18.375 & j0.625 & \ldots \\
0 & 1 & 5 - j5 & -j19.75 & -18.375 - j17.875 & \ldots \\
0 & 0 & 5 & -j19.75 & -18.375 & \ldots \\
0 & 0 & 1 & 5 - j5 & -j19.75 & \ldots \\
0 & 0 & 0 & 5 & -j19.75 & \ldots \\
0 & 0 & 0 & 1 & 5 - j5 & \ldots \\
\end{vmatrix}
\]

(2.12)

The modified generalized Hurwitz determinant is

\[
\Delta_q = (-1)^{\frac{n^2 - 1}{8}}
\begin{vmatrix}
5 & -j19.75 & -18.375 & j0.625 & 0 & \ldots \\
1 & 5 - j5 & -j19.75 & -18.375 - j17.875 & -13.125 + j0.625 & \ldots \\
0 & 5 & -j19.75 & -18.375 & j0.625 & \ldots \\
0 & 1 & 5 - j5 & -j19.75 & -18.375 - j17.875 & \ldots \\
0 & 0 & 5 & -j19.75 & -18.375 & \ldots \\
0 & 0 & 1 & 5 - j5 & -j19.75 & \ldots \\
0 & 0 & 0 & 5 & -j19.75 & \ldots \\
0 & 0 & 0 & 1 & 5 - j5 & \ldots \\
\end{vmatrix}
\]

(2.43)

In this example, the odd successive principal minors of the generalized Hurwitz determinants \(D_q\) and the modified generalized Hurwitz determinant \(\Delta_q\) are

\[
\begin{align*}
D_1 &= +5 & D_3 &= -195.56 & D_5 &= -9553 & D_7 &= +117800 \\
\Delta_1 &= +5 & \Delta_3 &= +195.56 & \Delta_5 &= +9553 & \Delta_7 &= +117800
\end{align*}
\]

(2.44)

Since all the principal minors of the modified Hurwitz determinant \(\Delta_q\) are positive real, this means that all the roots have negative real parts, which implies that the given complex polynomial \(P(s)\) is stable.
2.4.2 The stability relationship between the generalized Routh array and the modified generalized Hurwitz determinant

Necessary and sufficient conditions for $P(s)$ to be stable are:

- From the generalized Routh array, all the terms in the first column of that array in (2.26) have positive signs.

- From the modified generalized Hurwitz determinant (2.41), all $\Delta_1, \Delta_3, \Delta_5, \ldots$ are positive real.

The relation between these odd principal minor determinants $\Delta_i$ and the pattern (2.26) are derived as

$$a_1 = \Delta_1, \quad c_1 = \frac{\Delta_3}{\Delta_1^2}, \quad d_1 = \frac{\Delta_5}{\Delta_3^2}, \quad e_1 = \frac{\Delta_7}{\Delta_5^2}, \quad \ldots \ldots \quad (2.45)$$

Table 2.2 shows the relation between the odd determinants $\Delta_1, \Delta_3, \Delta_5, \ldots$ of the modified Hurwitz determinant and the coefficients $a_1, c_1, d_1, e_1, \ldots$ in the generalized Routh array. It should also be observed that the stability Criteria 2.2 and 2.3 can be obtained from Table 2.2.
Table 2.2: Routh array, Hurwitz determinant relationship

<table>
<thead>
<tr>
<th>Routh</th>
<th>Hurwitz</th>
<th>Routh &amp; Hurwitz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$\Delta_1$</td>
<td>$a_1 = \Delta_1$</td>
</tr>
<tr>
<td>$c_1$</td>
<td>$\Delta_3$</td>
<td>$c_1 = \Delta_3/\Delta_1^2$</td>
</tr>
<tr>
<td>$d_1$</td>
<td>$\Delta_5$</td>
<td>$d_1 = \Delta_5/\Delta_3^2/\Delta_1^2$</td>
</tr>
<tr>
<td>$e_1$</td>
<td>$\Delta_7$</td>
<td>$e_1 = \Delta_7/\Delta_5^2/\Delta_3^2/\Delta_1^2$</td>
</tr>
<tr>
<td>.....</td>
<td>.....</td>
<td>.....</td>
</tr>
</tbody>
</table>

2.5 Relationships Between J-Fraction Expansion, the Generalized Routh Array, and the Modified Generalized Hurwitz Determinant

The relations between $F_1, F_2, F_3, \ldots$ in the J-fraction expansion (2.3), $a_1, c_1, d_1, e_1, \ldots$ in the Routh array (2.26), and $\Delta_1, \Delta_3, \Delta_5, \ldots$ in the modified Hurwitz determinant (2.36) may be presented as in Table 2.3.

<table>
<thead>
<tr>
<th>J-Fraction</th>
<th>Routh</th>
<th>Hurwitz</th>
<th>J-F &amp; Routh</th>
<th>Routh &amp; Hurwitz</th>
<th>J-F &amp; Hurwitz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>$a_1$</td>
<td>$\Delta_1$</td>
<td>$F_1 = \frac{1}{a_1}$</td>
<td>$a_1 = \Delta_1$</td>
<td>$F_1 = \frac{1}{\Delta_1}$</td>
</tr>
<tr>
<td>$F_2$</td>
<td>$c_1$</td>
<td>$\Delta_3$</td>
<td>$F_2 = \frac{a_1}{c_1}$</td>
<td>$c_1 = \frac{\Delta_3}{\Delta_1}$</td>
<td>$F_2 = \frac{\Delta_1}{\Delta_3}$</td>
</tr>
<tr>
<td>$F_3$</td>
<td>$d_1$</td>
<td>$\Delta_5$</td>
<td>$F_3 = \frac{c_1}{d_1}$</td>
<td>$d_1 = \frac{\Delta_3\Delta_5}{\Delta_1^2}$</td>
<td>$F_3 = \frac{\Delta_1}{\Delta_3\Delta_5}$</td>
</tr>
<tr>
<td>$F_4$</td>
<td>$e_1$</td>
<td>$\Delta_7$</td>
<td>$F_4 = \frac{d_1}{e_1}$</td>
<td>$e_1 = \frac{\Delta_3\Delta_5\Delta_7}{\Delta_1^2\Delta_3^2}$</td>
<td>$F_4 = \frac{\Delta_1\Delta_3}{\Delta_3\Delta_5\Delta_7}$</td>
</tr>
<tr>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
<td>\ldots</td>
</tr>
</tbody>
</table>

Table 2.3: J-fraction, Routh array, modified Hurwitz determinant relationships

For the stability of a complex polynomial, the interrelations among the constant coefficients in the J-fraction expansion, the terms in the first column of the generalized Routh array and the odd successive principal minors of the modified
The generalized Hurwitz determinant can be obtained by directly using Table 2.4. Also from Table 2.4 the stability Criteria 2.1, 2.2 and 2.3 can be obtained.

<table>
<thead>
<tr>
<th>To From</th>
<th>J-Fraction</th>
<th>Routh</th>
<th>Hurwitz</th>
</tr>
</thead>
<tbody>
<tr>
<td>F₀ = 1</td>
<td>a₁ = 1/F₁</td>
<td>Δ₁ = 1/F₁</td>
<td></td>
</tr>
<tr>
<td>F₁</td>
<td>c₁ = 1/F₁F₂</td>
<td>Δ₃ = 1/F₁^3F₂</td>
<td></td>
</tr>
<tr>
<td>F₂</td>
<td>d₁ = 1/F₁F₂F₃</td>
<td>Δ₅ = 1/F₁^5F₂^3F₃</td>
<td></td>
</tr>
<tr>
<td>F₃</td>
<td>e₁ = 1/F₁F₂F₃F₄</td>
<td>Δ₇ = 1/F₁^7F₂^5F₃F₄</td>
<td></td>
</tr>
<tr>
<td>......</td>
<td>......</td>
<td>......</td>
<td>......</td>
</tr>
<tr>
<td>F₁ = 1/a₁</td>
<td>a₁</td>
<td>Δ₁ = a₁</td>
<td></td>
</tr>
<tr>
<td>F₂ = a₁/c₁</td>
<td>c₁</td>
<td>Δ₃ = a₁^2c₁</td>
<td></td>
</tr>
<tr>
<td>F₃ = c₁/d₁</td>
<td>d₁</td>
<td>Δ₅ = a₁^2c₁d₁</td>
<td></td>
</tr>
<tr>
<td>F₄ = d₁/ε₁</td>
<td>e₁</td>
<td>Δ₇ = a₁^2c₁d₁ε₁</td>
<td></td>
</tr>
<tr>
<td>......</td>
<td>......</td>
<td>......</td>
<td>......</td>
</tr>
<tr>
<td>F₁ = 1/Δ₁</td>
<td>a₁ = 1/Δ₁</td>
<td>Δ₀ = 1</td>
<td></td>
</tr>
<tr>
<td>F₂ = 1/Δ₃/Δ₁³</td>
<td>c₁ = Δ₃/Δ₁²</td>
<td>Δ₁</td>
<td></td>
</tr>
<tr>
<td>F₃ = 1/Δ₅/Δ₃³/Δ₁⁴</td>
<td>d₁ = Δ₅/Δ₃²/Δ₁³</td>
<td>Δ₃</td>
<td></td>
</tr>
<tr>
<td>F₄ = 1/Δ₇/Δ₅³/Δ₃⁴/Δ₁⁴</td>
<td>e₁ = Δ₇/Δ₅²/Δ₃²/Δ₁²</td>
<td>Δ₅</td>
<td></td>
</tr>
<tr>
<td>......</td>
<td>......</td>
<td>......</td>
<td>......</td>
</tr>
</tbody>
</table>

Table 2.4: The parameter interrelations among J-fraction, Routh array and modified Hurwitz determinant
2.6 Application of the Stability Conditions for a Complex Polynomial to a Multivariable System.

The stability of multidimensional systems and multidimensional polynomials have been discussed by Bose, Jury and others [12, 13, 14, 15]. From our analysis in this chapter, we observe that our study of the stability of a complex polynomial associated with one dimensional digital or analog systems, forms the kernel for the study of the stability of multidimensional systems. In the previous sections we have used three methods, namely:

- The J-fraction expansion
- The generalized Routh array
- The modified generalized Hurwitz determinant

to test the stability of a complex polynomial $P(s)$ describing a one dimensional system. We shall use these methods to test the stability of multidimensional polynomials with real coefficients. The stability of $P(s)$ with one variable opens a window for a practical test of the stability of two-variable polynomials $P(s_1, s_2)$. Also another practical application is to test the stability for two-variable discrete functions $P(z_1, z_2)$ e.g 2-D digital filter by using a double bilinear transformation to transfer $P(z_1, z_2)$ to $P(s_1, s_2)$

$$
    z_1 = \frac{s_1 + 1}{s_1 - 1}, \quad z_2 = \frac{s_2 + 1}{s_2 - 1}
$$

(2.46)
In general an important part of testing the stability of a polynomial with multivariables \( s_i, \ i = 1, 2, ..., k \), for an analog system described by

\[
P( s_1, s_2, ..., s_m, ..., s_k )
\]

or a polynomial with multivariables \( z_i, \ i = 1, 2, ..., k \), for a discrete system by using multi-bilinear transformation

\[
z_1 = \frac{s_1 + 1}{s_1 - 1}, \quad z_2 = \frac{s_2 + 1}{s_2 - 1}, \quad ..., \quad z_m = \frac{s_m + 1}{s_m - 1}, \quad ..., \quad z_k = \frac{s_k + 1}{s_k - 1}
\]

(2.48)

to transfer \( P(z_1, z_2, ..., z_m, ..., z_k) \) to \( p(s_1, s_2, ..., s_m, ..., s_k) \), leads to test the stability of a complex polynomial with one variable

\[
P(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k), \ \text{where} \ 0 \leq \omega_i \leq \infty \ i, m = 1, 2, ..., k, \ i \neq m
\]

(2.49)

**Definition 2.1** A multivariable polynomial \( P(s_1, s_2, ..., s_m, ..., s_k) \) of degree \( n \) in \( s_i, \ i = 1, 2, ..., k \) with real coefficients is said to be separable if it can be written as follows:

\[
P(s_1, ..., s_m, ..., s_k) = \sum_{n=0}^{n\_1} \sum_{m=0}^{n\_2} ... \sum_{k=0}^{n\_k} A_{n_1, ..., n_m, ..., n_k} s_1^{n\_1} s_2^{n\_2} ... s_k^{n\_k}
\]

\[
= \sum_{n=0}^{n\_1} a_{n\_1} s_1^{n\_1} ... \sum_{m=0}^{n\_2} b_{n\_2} s_m^{n\_2} ... \sum_{k=0}^{n\_k} c_{n\_k} s_k^{n\_k}
\]

\[
= (a_0 s_1^0 + a_1 s_1^1 + a_2 s_1^2 + a_3 s_1^3 + ... + a_n s_1^n) ...
\]

\[
(b_0 s_m^0 + b_1 s_m^1 + b_2 s_m^2 + b_3 s_m^3 + ... + b_n s_m^n) ...
\]

\[
(c_0 s_k^0 + c_1 s_k^1 + c_2 s_k^2 + c_3 s_k^3 + ... + c_n s_k^n)
\]

\[
= P_1(s_1) ... P_m(s_m) ... P_k(s_k)
\]

(2.50)

Otherwise \( P(s_1, s_2, ..., s_m, ..., s_k) \) is unseparable.

Once we get a complex polynomial with one-variable from separable or unseparable real polynomial with multivariables, then the stability methods of sections 2.2, 2.3, and 2.4 can be applied.
2.6.1 Stability test for multivariable polynomials using the J-fraction expansion

Consider a multivariable real polynomial \( P(s_1, s_2, ..., s_m, ..., s_k) \) of degree \( n \) in \( s_i, i = 1, 2, ..., k \). This polynomial will be transferred to one-variable polynomial in \( s_m \) with complex coefficients by putting \( s_i = j\omega_i, i = 1, 2, 3, ..., k \), and \( i \neq m \).

\[
P(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k) = s_m^n + (a_{1m} + jb_{1m})s_m^{n-1} + (a_{2m} + jb_{2m})s_m^{n-2} + \ldots + (a_{n-1,m} + jb_{n-1,m})s_m + (a_{nm} + jb_{nm})
\]

where the coefficients \( a_{im} \) and \( b_{im} \) are functions of \( \{j\omega_1, j\omega_2, ..., j\omega_k\} \).

From \( P(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k) \), the alternant polynomial will be

\[
Q(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k) = a_{1m} s_m^{n-1} + jb_{2m} s_m^{n-2} + a_{3m} s_m^{n-3} + jb_{4m} s_m^{n-4} + \ldots \tag{2.52}
\]

The J-fraction expansion of \( Q(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k) / P(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k) \) takes the form

\[
\frac{Q(j\omega_1, ..., s_m, ..., j\omega_k)}{P(j\omega_1, ..., s_m, ..., j\omega_k)} = \frac{1}{F_{1m}s_m + 1 + E_{1m} + \frac{1}{F_{2m}s_m + E_{2m} + \frac{1}{F_{3m}s_m + E_{3m} + \ldots + \frac{1}{F_{nm}s_m + E_{nm}}}}}
\]

where \( F_{im} \) and \( E_{im} \) are functions of \( \{j\omega_1, j\omega_2, ..., j\omega_k\} \). The stability condition for multivariable polynomial is stated in the following theorem:
Theorem 2.4 If a multivariable polynomial $P(s_1, s_2, ..., s_m, ..., s_k)$ is stable, then for each variable $s_m$, the complex polynomial $P(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k)$ has a J-fraction of the form (2.53) and all $F_{1m}, F_{2m}, ..., F_{nm}$ are real and positive and $E_{1m}, E_{2m}, ..., E_{nm}$ are pure imaginary or zero. This is valid for all $m=1,2,3,...,k$.

Proof

When $P(s_1, s_2, ..., s_m, ..., s_k)$ is a stable polynomial, then for $s_i = j\omega_i$, $i = 1,2,...,k$, $i \neq m$, the polynomial $P(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k)$, is stable with the J-fraction as in Equation (2.53) and all $F_{1m}, F_{2m}, F_{3m}, ..., F_{nm}$ are real and positive, otherwise, Theorem 2.1 would be violated. Q. E. D.

Now for each variable $s_m$ in $P(s_1, s_2, ..., s_m, ..., s_k)$, a criterion for determining the number of roots of $P(j\omega_1, ..., s_m, ..., j\omega_k)$ in the left half and right half of the complex $s_m$-plane is given below.

Criterion 2.4 For each variable $s_m$ of any multivariable real polynomial $P(s_1, s_2, ..., s_m, ..., s_k)$, the number of roots lying on the right half-plane $\text{Re } s_m > 0$ is equal to the number of negative signs of that $F_{im}$ in the J-fraction (2.53).

To illustrate the analysis, consider the example of Bose’s paper [13]. His analysis deals with a real multivariable polynomial using a resultant matrix to test stability for a two dimensional filter. But in this analysis we start with a multivariable polynomial with real coefficients, and the stability test is based on complex polynomials.

Example 2.8 It is required to determine whether $P(s_1, s_2)$ is stable or not

$$P(s_1, s_2) = \sum_{n_1=0}^{2} \sum_{n_2=0}^{2} A_{n_1n_2} s_1^{n_1} s_2^{n_2}$$

$$= 2s_2^3s_1^2 + 2s_2^3s_1 + s_2^3s_1^2 + 2s_2^3s_1 + 4s_2^3s_1 + 2s_2^3s_1 + s_2^3s_1 + 2s_2^3s_1 + 2s_2^3s_1$$

(2.54)
by putting \( s_1 = j\omega_1 \) in the two-variable real polynomial in (2.54) we get a single variable polynomial with complex coefficients as

\[
P(j\omega_1, s_2) = (-2\omega_1^2 + j2\omega_1^1 + 1)s_2^2 + (-2\omega_1^2 + j4\omega_1^1 + 2)s_1^1 + (-\omega_1^2 + j2\omega_1^1 + 2)
\]  

(2.55)

where \( 0 \leq \omega_1 \leq \infty \). We can write (2.55) in this form

\[
P(j\omega_1, s_2)/\kappa_1 = s_2^2 + \left[\frac{(-2\omega_1^2 + j4\omega_1^1 + 2)}{(-2\omega_1^2 + j2\omega_1^1 + 1)}\right] s_1^1 + \left[\frac{(-\omega_1^2 + j2\omega_1^1 + 2)}{(-2\omega_1^2 + j2\omega_1^1 + 1)}\right]
\]  

(2.56)

where

\[
\kappa_1 = (-2\omega_1^2 + j2\omega_1^1 + 1)
\]  

(2.57)

or in the form of equation (2.51):

\[
P(j\omega_1, s_2)/\kappa_1 = s_2^2 + \left[\frac{(4\omega_1^2 + 2\omega_1^1 + 2)}{(4\omega_1^2 + 1)}\right] s_1^1 + \left[\frac{(2\omega_1^1 - 2\omega_1^1 + 2)}{(4\omega_1^2 + 1)}\right] + j\frac{(-2\omega_1^1 - 2\omega_1^1)}{(4\omega_1^2 + 1)}
\]  

(2.58)

The alternant \( Q(j\omega_1, s_2)/\kappa_1 \) polynomial of (2.58) is

\[
Q(j\omega_1, s_2)/\kappa_1 = \left[\frac{(4\omega_1^2 + 2\omega_1^1 + 2)}{(4\omega_1^2 + 1)}\right] s_1^1 + \left[\frac{(2\omega_1^1 - 2\omega_1^1 + 2)}{(4\omega_1^2 + 1)}\right] + j\frac{(-2\omega_1^1 - 2\omega_1^1)}{(4\omega_1^2 + 1)}
\]  

(2.59)

For the variable \( s_2 \), the J-fraction of \( Q(j\omega_1, s_2)/P(j\omega_1, s_2) \) as in (2.53) becomes

\[
\frac{Q(j\omega_1, s_2)}{P(j\omega_1, s_2)} = \frac{1}{F_{11}s_2 + 1 + E_{11} + \frac{1}{F_{21}s_2 + E_{21}}}
\]  

(2.60)

where \( F_{11}, F_{21}, \) and \( E_{11}, E_{21} \) are functions of \( \{j\omega_1\} \). For any value of \( \omega_1, 0 \leq \omega_1 \leq \infty \) we found expressions of \( F_{11} \) and \( F_{21} \). The values of these expressions have positive signs for all values of \( \omega_1 \). This means that \( P(j\omega_1, s_2) \) is a stable polynomial. As a numerical calculation for \( \omega_1 = 4 \), equation (2.56) becomes

\[
P(j4, s_2)/\kappa_1 = s_2^2 + (0.399 - j0.6712)s_1^1 + (0.4859 - j0.1327)
\]  

(2.61)

and the alternant \( Q(j4, s_2)/\kappa_1 \) polynomial of (2.61) is

\[
Q(j4, s_2)/\kappa_1 = 0.399s_2^1 - j0.1327
\]  

(2.62)
For the variable $s_2$, the J-fraction of $Q(j\omega_2)/P(j\omega_2)$ as in (2.53) becomes

$$\frac{Q(j\omega_2)}{P(j\omega_2)} = \frac{1}{2.5063 s_2 + 1 - j0.8487 + \frac{1}{0.6667 s_2 - j0.2217}} \quad (2.63)$$

From equation (2.63) it is clear that all the coefficients of $s_2$ are real positive which means that $P(j\omega_2)$ is stable, the same is true for any value of $\omega_1$.

Also by putting $s_2 = j\omega_2$ in the two-variable real polynomial in (2.54) we get another single variable polynomial with complex coefficients:

$$P(s_1, j\omega_2) = (-2\omega_2^2 + j2\omega_2^1 + 1)s_2^2 + (-2\omega_2^2 + j4\omega_2^1 + 2)s_2^1 + (-\omega_2^2 + j2\omega_2^1 + 2) \quad (2.64)$$

where $0 \leq \omega_2 \leq \infty$. We can write (2.64) in the form:

$$P(s_1, j\omega_2)/\kappa_2 = s_1^2 + \left( \frac{-2\omega_2^2 + j4\omega_2^1 + 2}{(-2\omega_2^2 + j2\omega_2^1 + 1)} \right) s_1^1 + \left( \frac{-\omega_2^2 + j2\omega_2^1 + 2}{(-2\omega_2^2 + j2\omega_2^1 + 1)} \right) \quad (2.65)$$

where

$$\kappa_2 = (-2\omega_2^2 + j2\omega_2^1 + 1) \quad (2.66)$$

or in the form of equation (2.51)

$$P(s_1, j\omega_2)/\kappa_2 = s_1^2 \left( \frac{4\omega_2^2 + 2\omega_2^1 + 2}{(4\omega_2^1 + 1)} \right) s_1^1 + \left( \frac{2\omega_2^4 - 2\omega_2^2}{(4\omega_2^1 + 1)} \right) s_1^1 + \left( \frac{-2\omega_2^2 - 2\omega_2^1}{(4\omega_2^1 + 1)} \right) \quad (2.67)$$

The alternant $Q(s_1, j\omega_2)/\kappa_2$ polynomial of (2.67) is

$$Q(s_1, j\omega_2)/\kappa_2 = \left( \frac{4\omega_2^2 + 2\omega_2^1 + 2}{(4\omega_2^1 + 1)} \right) s_1^1 \left( \frac{2\omega_2^4 - 2\omega_2^2}{(4\omega_2^1 + 1)} \right) + \left( \frac{-2\omega_2^2 - 2\omega_2^1}{(4\omega_2^1 + 1)} \right) \quad (2.68)$$

and for the variable $s_1$, the J-fraction of $Q(s_1, j\omega_2)/P(s_1, j\omega_2)$ as in (2.53) becomes

$$\frac{Q(s_1, j\omega_2)}{P(s_1, j\omega_2)} = \frac{1}{F_{12}s_1 + 1 + E_{12} + \frac{1}{F_{22}s_1 + E_{22}}} \quad (2.69)$$

where $F_{12}$, $F_{22}$ and $E_{12}$, $E_{22}$ are functions of $j\omega_2$. For any value of $\omega_2$, $0 \leq \omega_2 \leq \infty$, we also found expressions of $F_{12}$ and $F_{22}$. The values of these expressions have positive signs for all values of $\omega_2$. This means that $P(s_1, j\omega_2)$ is a stable polynomial. Since $P(s_1, j\omega_2)$ and $P(j\omega_1, s_2)$ are stable polynomials this leads to the stability of $P(s_1, s_2)$. As a numerical calculation for $\omega_2 = 4$, equation (2.65) becomes

$$P(s_1, j\omega_2)/\kappa_2 = s_1^2 + (0.399 - j0.6712)s_1^1 + (0.4859 - j0.1327) \quad (2.70)$$
and the alternant \( Q(s_1, j4)/\kappa_2 \) polynomial of (2.70) is

\[
Q(s_1, j4)/\kappa_2 = 0.399s_1^4 - j0.1327
\]

(2.71)

For the variable \( s_1 \), the J-fraction expansion of \( Q(s_1, j4)/P(s_1, j4) \) as in (2.53) becomes

\[
\frac{Q(s_1, j4)}{P(s_1, j4)} = \frac{1}{2.5063s_1 + 1 - j0.8487 + \frac{1}{0.0007s_1 - j0.2217}}
\]

(2.72)

From (2.72) it is clear that all the coefficients of \( s_1 \) are real positive, which means that \( P(s_1, j4) \) is stable.

The previous example was given in Bose’s paper [13] and it is a second-order two-variables real polynomial. The next example is to test the stability of a fourth-order two-variables real polynomial

**Example 2.9** Consider a fourth order real polynomial with two variables. It is required to study the stability of \( P(s_1, s_2) \)

\[
P(s_1, s_2) = \sum_{n_1=0}^{4} \sum_{n_2=0}^{4} A_{n_1,n_2} s_1^{n_1} s_2^{n_2} \\
= 2s_2^4 s_1^4 + 6s_2^3 s_1^3 + 9s_2^2 s_1^2 + 6s_2 s_1^1 + 2s_1^0 + \\
+ 5s_2^4 s_1^4 + 20s_2^3 s_1^3 + 37s_2^2 s_1^2 + 38s_2 s_1^1 + 20s_1^0 + \\
+ 7s_2^4 s_1^4 + 28s_2^3 s_1^3 + 62s_2^2 s_1^2 + 60s_2 s_1^1 + 23s_1^0 + \\
+ 4s_2^4 s_1^4 + 22s_2^3 s_1^3 + 45s_2^2 s_1^2 + 36s_2 s_1^1 + 13s_1^0 + \\
+ 2s_2^4 s_1^4 + 6s_2^3 s_1^3 + 9s_2^2 s_1^2 + 6s_2 s_1^1 + 2s_1^0
\]

(2.73)

The two variable polynomial in (2.73) will transform to a one variable polynomial in \( s_2 \) with complex coefficients by setting \( s_1 = j\omega_1 \)

\[
P(j\omega_1, s_2) = (2\omega_1^4 - j6\omega_1^3 - 9\omega_1^2 + j6\omega_1 + 2)s_2^4 + \\
+ (5\omega_1^4 - j20\omega_1^3 - 37\omega_1^2 + j38\omega_1 + 20)s_2^3 + \\
+ (7\omega_1^4 - j28\omega_1^3 - 62\omega_1^2 + j60\omega_1 + 23)s_2^2 + \\
+ (4\omega_1^4 - j22\omega_1^3 - 45\omega_1^2 + j36\omega_1 + 13)s_2^1 + \\
+ (2\omega_1^4 - j6\omega_1^3 - 9\omega_1^2 + j6\omega_1 + 2)s_2^0
\]

(2.74)
where \(0 \leq \omega_1 \leq \infty\). We can write (2.74) in this form

\[
P'((\omega_1, s_2)/\kappa_1) = s_2^4 + \left[\frac{(5\omega_1^4 - j29\omega_1^2 - 37\omega_1^2 + j38\omega_1 + 20)}{(2\omega_1^4 - j10\omega_1^2 - 9\omega_1^2 + j6\omega_1 + 2)}\right] s_2^3 + \left[\frac{(7\omega_1^4 - j28\omega_1^2 - 62\omega_1^2 - j69\omega_1 + 23)}{(2\omega_1^4 - j6\omega_1^2 - 9\omega_1^2 + j6\omega_1 + 2)}\right] s_2^2 + \left[\frac{(4\omega_1^4 - j22\omega_1^2 - 45\omega_1^2 + j36\omega_1 + 13)}{(2\omega_1^4 - j6\omega_1^2 - 9\omega_1^2 + j6\omega_1 + 2)}\right] s_2 + \left[\frac{(2\omega_1^4 - j6\omega_1^2 - 9\omega_1^2 + j6\omega_1 + 2)}{(2\omega_1^4 - j6\omega_1^2 - 9\omega_1^2 + j6\omega_1 + 2)}\right] s_0
\]

(2.75)

where

\[
\kappa_1 = (2\omega_1^4 - j6\omega_1^2 - 9\omega_1^2 + j6\omega_1 + 2)
\]

(2.76)

or in the form of equation (2.51)

\[
P'((\omega_1, s_2)/\kappa_1) = s_2^4 + \left[\frac{(10\omega_1^6 + \omega_1^2 + 35\omega_1^4 - 26\omega_1^2 + 40)}{(4\omega_1^4 + 17\omega_1^2 + 4)}\right] s_2^3 + \left[\frac{(4\omega_1^4 - 42\omega_1^2 - 86\omega_1^2 - 18\omega_1^2)}{(4\omega_1^4 + 17\omega_1^2 + 4)}\right] s_2^2 + \left[\frac{(8\omega_1^6 + 6\omega_1^4 + 91\omega_1^2 + 9\omega_1^2 + 20)}{(4\omega_1^4 + 17\omega_1^2 + 4)}\right] s_2 + \left[\frac{(-20\omega_1^4 - 24\omega_1^2 - 20\omega_1^2 - 6\omega_1^2)}{(4\omega_1^4 + 17\omega_1^2 + 4)}\right] s_1^3 + 1
\]

(2.77)

The alternate polynomial \(Q((\omega_1, s_2)/\kappa_1)\) of (2.77) is

\[
Q((\omega_1, s_2)/\kappa_1) = s_2^4 + \left[\frac{(10\omega_1^6 + \omega_1^2 + 35\omega_1^4 - 26\omega_1^2 + 40)}{(4\omega_1^4 + 17\omega_1^2 + 4)}\right] s_2^3 + \left[\frac{(-14\omega_1^4 - 42\omega_1^2 - 86\omega_1^2 - 18\omega_1^2)}{(4\omega_1^4 + 17\omega_1^2 + 4)}\right] s_2^2 + \left[\frac{(8\omega_1^6 + 6\omega_1^4 + 91\omega_1^2 + 9\omega_1^2 + 20)}{(4\omega_1^4 + 17\omega_1^2 + 4)}\right] s_2 + \left[\frac{(-20\omega_1^4 - 24\omega_1^2 - 20\omega_1^2 - 6\omega_1^2)}{(4\omega_1^4 + 17\omega_1^2 + 4)}\right] s_1
\]

(2.78)

For the variable \(s_2\), the J-fraction of \(Q((\omega_1, s_2)/P((\omega_1, s_2))\) as in (2.53) becomes

\[
\frac{Q((\omega_1, s_2))}{P((\omega_1, s_2))} = \frac{1}{F_{11}s_2 + 1 + E_{11} + \frac{1}{F_{21}s_2 + E_{21} + \frac{1}{F_{31}s_2 + E_{31} + \frac{1}{F_{41}s_2 + E_{41}}}}} \quad (2.79)
\]

where \(F_{11}, F_{21}, F_{31}, F_{41}, E_{11}, E_{21}, E_{31}, E_{41}\) are functions of \(\omega_1\). For any value of \(\omega_1, 0 \leq \omega_1 \leq \infty\) we found expressions of \(F_{11}, F_{21}, F_{31}\) and \(F_{41}\). The values of these expressions have positive sign for all values of \(\omega_1\). This means that \(P((\omega_1, s_2)\) is stable polynomial. Also for \(s_2 = j\omega_2\) we have another complex polynomial in \(s_1\)
\[ P(s_1, j\omega_2) = (2\omega_2^4 - j5\omega_2^3 - 7\omega_2^2 + j4\omega_2 + 2)s_1^4 + \\
+ (6\omega_2^4 - j20\omega_2^3 - 28\omega_2^2 + j22\omega_2 + 6)s_1^3 + \\
+ (9\omega_2^4 - j37\omega_2^3 - 62\omega_2^2 + j45\omega_2 + 9)s_1^2 + \\
+ (6\omega_2^4 - j38\omega_2^3 - 60\omega_2^2 + j36\omega_2 + 6)s_1 + \\
+ (2\omega_2^4 - j20\omega_2^3 - 23\omega_2^2 + j13\omega_2 + 2)s_0^0 \]  \hspace{1cm} (2.80)

where \( 0 \leq \omega_2 \leq \infty \). We can write (2.80) in the form:

\[ P(s_1, j\omega_2)/\kappa_1 = s_1^4 + \left[ \frac{(6\omega_2^4 - 20\omega_2^3 - 28\omega_2^2 + j22\omega_2 + 6)}{(2\omega_2^4 - j5\omega_2^3 - 7\omega_2^2 + j4\omega_2 + 2)} \right] s_1^3 + \\
+ \left[ \frac{(9\omega_2^4 - j37\omega_2^3 - 62\omega_2^2 + j45\omega_2 + 9)}{(2\omega_2^4 - j5\omega_2^3 - 7\omega_2^2 + j4\omega_2 + 2)} \right] s_1^2 + \\
+ \left[ \frac{(6\omega_2^4 - j38\omega_2^3 - 60\omega_2^2 + j36\omega_2 + 6)}{(2\omega_2^4 - j5\omega_2^3 - 7\omega_2^2 + j4\omega_2 + 2)} \right] s_1 + \\
+ \left[ \frac{(2\omega_2^4 - j20\omega_2^3 - 23\omega_2^2 + j13\omega_2 + 2)}{(2\omega_2^4 - j5\omega_2^3 - 7\omega_2^2 + j4\omega_2 + 2)} \right] s_0^0 \]  \hspace{1cm} (2.81)

where

\[ \kappa_2 = (2\omega_2^4 - j3\omega_2^3 - 7\omega_2^2 + j4\omega_2 + 2) \]  \hspace{1cm} (2.82)

or in the form of equation (2.51)

\[ P(s_2, j\omega_2)/\kappa_2 = s_1^4 + \left[ \frac{(12\omega_2^4 + 2\omega_2^3 + 3\omega_2^2 - 10\omega_2 + 12)}{(4\omega_2^4 - 3\omega_2^3 + 17\omega_2^2 - 12\omega_2 + 4)} \right] s_1^3 + \\
+ \left[ \frac{(18\omega_2^4 - 3\omega_2^3 + 17\omega_2^2 - 12\omega_2 + 4)}{(4\omega_2^4 - 3\omega_2^3 + 17\omega_2^2 - 12\omega_2 + 4)} \right] s_1^2 + \\
+ \left[ \frac{(12\omega_2^4 + 28\omega_2^3 + 11\omega_2^2 - 18\omega_2 + 12)}{(4\omega_2^4 - 3\omega_2^3 + 17\omega_2^2 - 12\omega_2 + 4)} \right] s_1 + \\
+ \left[ \frac{(4\omega_2^4 + 43\omega_2^3 + 24\omega_2^2 + 8\omega_2 + 4)}{(4\omega_2^4 - 3\omega_2^3 + 17\omega_2^2 - 12\omega_2 + 4)} \right] s_0^0 \]  \hspace{1cm} (2.83)

The alternate \( Q(s_1, j\omega_2)/\kappa_2 \) polynomial of (2.83) is

\[ Q(s_1, j\omega_2)/\kappa_2 = \left[ \frac{(12\omega_2^4 + 2\omega_2^3 + 3\omega_2^2 - 10\omega_2 + 12)}{(4\omega_2^4 - 3\omega_2^3 + 17\omega_2^2 - 12\omega_2 + 4)} \right] s_1^3 + \left[ \frac{(2\omega_2^4 + 2\omega_2^3 - 9\omega_2^2 + 5\omega_2 + 3)}{(4\omega_2^4 - 3\omega_2^3 + 17\omega_2^2 - 12\omega_2 + 4)} \right] s_1^2 + \\
+ \left[ \frac{(12\omega_2^4 + 28\omega_2^3 + 11\omega_2^2 - 18\omega_2 + 12)}{(4\omega_2^4 - 3\omega_2^3 + 17\omega_2^2 - 12\omega_2 + 4)} \right] s_1 + \left[ \frac{(4\omega_2^4 + 43\omega_2^3 + 24\omega_2^2 + 8\omega_2 + 4)}{(4\omega_2^4 - 3\omega_2^3 + 17\omega_2^2 - 12\omega_2 + 4)} \right] s_0^0 \]  \hspace{1cm} (2.84)
For the variable $s_1$, the J-fraction of $Q(s_1, j\omega_2)/P(s_1, j\omega_2)$ as in (2.53) becomes

\[
\frac{Q(s_1, j\omega_2)}{P(s_1, j\omega_2)} = \frac{1}{F_{12}s_1 + 1 + E_{12} + \frac{1}{F_{22}s_1 + E_{22} + \frac{1}{F_{32}s_1 + E_{32} + \frac{1}{F_{42}s_1 + E_{42}}}}} \quad (2.85)
\]

where $F_{12}, F_{22}, F_{32}, F_{42},$ and $E_{12}, E_{22}, E_{32}, E_{42},$ are functions of $j\omega_2$. For any value of $\omega_2, 0 \leq \omega_2 \leq \infty$, we found expressions of $F_{12}, F_{22}, F_{32}, F_{42}$. The values of these expressions have positive signs for all values of $\omega_2$. This means that $P(s_1, j\omega_2)$ is a stable polynomial. Since $P(s_1, j\omega_2)$ and $P(j\omega_1, s_2)$ are stable polynomials, this leads to the stability of $P(s_1, s_2)$. As a numerical calculation for $\omega_1 = 4$, equation (2.74) becomes

\[
P(j4, s_2)/\kappa_1 = s_2^4 + (2.5067 - j0.6097)s_2^3 + (3.2836 - j0.9998)s_2^2 + (2.1476 - j1.3267)s_2 + 1
\]

and the $Q(j4, s_2)/\kappa_1$ polynomial of (2.86) is

\[
Q(j4, s_2)/\kappa_1 = 2.5067s_2^3 - j0.9998s_2^2 + 2.1476s_2
\]

The J-fraction of $Q(j4, s_2)/P(j4, s_2)$ for the variable $s_2$ becomes

\[
\frac{Q(j1, s_2)}{P(j1, s_2)} = \frac{1}{0.3989s_2 + 1 - j0.0841 + \frac{1}{0.9983s_2 + j0.0575 + \frac{1}{2.3177 - j0.9394 + \frac{1}{1.0272 - j0.0546}}}} \quad (2.88)
\]

Since all the coefficients of $s_2$ in (2.88) are real positive, $P(j4, s_2)$ is stable.

Also for $\omega_2 = 4$, equation (2.80) becomes

\[
P(s_1, j4)/\kappa_2 = s_1^4 + (3.1578 - j0.5772)s_1^3 + (4.7597 - j1.8434)s_1^2 +
\]
\[+ (3.6592 - j2.9244)s_1 + (1.7007 - j1.7686)
\]

and the $Q(s_1, j4)/\kappa_2$ polynomial of (2.89) is

\[
Q(s_1, j4)/\kappa_2 = 3.1578s_1^3 - j1.8434s_1^2 + 3.6592s_1 - j1.7686
\]

(2.90)
For the variable $s_1$, the J-fraction of $Q(s_1,j\omega)/P(s_1,j\omega)$ becomes

\[
\frac{Q(s_1,j\omega)}{P(s_1,j\omega)} = \frac{1}{0.3167 s_1 + 1 + j0.0021 + \frac{1}{0.8779 s_1 + j0.0064 + 1.7478 s_1 + j0.0028 + 3.8133}}
\]

(2.91)

Since all the coefficients of $s_1$ in (2.91) are real and positive, $P(s_1,j\omega)$ is stable.

### 2.6.2 Stability test for multivariable polynomials using the generalized Routh array

- Obtain $P(j\omega_1,j\omega_2,\ldots,s_m,\ldots,j\omega_k)$ and its $Q(j\omega_1,j\omega_2,\ldots,s_m,\ldots,j\omega_k)$ for each variable $s_m$, from multivariable real polynomial $P(s_1,s_2,\ldots,s_m,\ldots,s_k)$.

- Arrange the coefficients of the polynomials $P(j\omega_1,\ldots,s_m,\ldots,j\omega_k)$ and $Q(j\omega_1,\ldots,s_m,\ldots,j\omega_k)$ in rows and columns according to the following pattern:

\[
\begin{array}{cccccccc}
 s_m^n & 1 & a_{1m} + jb_{1m} & a_{2m} + jb_{2m} & \ldots & a_{nm} + jb_{nm} & \cdots & \cdots & P(j\omega_1,\ldots,s_m,\ldots,j\omega_k) \\
 s_m^{n-1} & a_{1m} & jb_{2m} & a_{3m} & \ldots & a_{nm} or jb_{nm} & \cdots & \cdots & Q(j\omega_1,\ldots,s_m,\ldots,j\omega_k) \\
 s_m^{n-2} & c_{1m} & c_{2m} & c_{3m} & \ldots & 0 & \cdots & \cdots & \text{3rd row } c_m \\
 s_m^{n-3} & d_{1m} & d_{2m} & d_{3m} & \ldots & 0 & \cdots & \cdots & \text{4th row } d_m \\
 \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
 s_m & g_{1m} & g_{2m} & 0 & 0 & 0 & \cdots & \cdots & \text{(n)th row } g_m \\
 s_m^0 & h_{1m} & 0 & 0 & 0 & 0 & \cdots & \cdots & \text{(n+1)th row } h_m \\
 0 & 0 & 0 & 0 & 0 & 0 & \cdots & \cdots & \text{(n+2)th row}
\end{array}
\]

(2.92)

The coefficients $c_m, d_m, e_m, \ldots$, etc., are evaluated using two cross multiplying processes as illustrated in Section 2.3.

The stability conditions for a multivariable polynomial are stated in the following theorem:
Theorem 2.5 If a multivariable real polynomial is stable, then for each variable $s_m$ in $P(s_1, s_2, ..., s_m, ..., s_k)$, all the coefficients in the first column of the Routh array (2.92), constructed from $P(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k)$ and $Q(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k)$ have positive signs.

Proof

When $P(s_1, s_2, ..., s_m, ..., s_k)$ is a stable polynomial, then for $s_i = j\omega_i$, $i = 1, 2, ..., k$, $i \neq m$, the polynomial $P(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k)$, is stable with the Routh array as in (2.92) and all the elements in the first column $a_{1m}, c_{1m}, d_{1m}, ...$ are real and positive, or otherwise Theorem 2.2 would be violated. Q. E. D.

The number of roots in the left half and right half of $s_m$-plane can be determined from Criterion 2.5

Criterion 2.5 In any multivariable polynomial $P(s_1, s_2, ..., s_m, ..., s_k)$, for each variable $s_m$, the number of roots lying on the right half-plane, $Re s_m > 0$ is equal to the number of changes in the sign of the coefficients in the first column of the generalized Routh array pattern (2.92).

To illustrate how we could use the generalized Routh array for a complex polynomial to test stability of a two variable polynomial, consider the following example

Example 2.10 Consider a fourth order real polynomial with two variables, $P(s_1, s_2)$ as in Example 2.9. It is required to use the generalized Routh array to test stability of $P(s_1, s_2)$.

For the variables $s_1$ and $s_2$ in $P(s_1, s_2)$, obtain the two complex polynomials $P(j\omega_1, s_2)$ and $P(s_1, j\omega_2)$. Now the pattern of the Routh array for $P(s_1, j\omega_2)$ is given by equation (2.93)
and the pattern of the Routh array for \( P(j\omega_1, s_2) \) is given by equation \((2.91)\)

\[
\begin{array}{cccccc}
  s_1^4 & 1 & a_{12} + jb_{12} & a_{22} + jb_{22} & a_{32} + jb_{32} & a_{42} + jb_{42} \\
  s_1^3 & a_{12} & jb_{22} & a_{32} & jb_{42} & 0 \\
  s_1^2 & c_{12} & c_{22} & c_{32} & 0 & 0 \\
  s_1^1 & d_{12} & d_{22} & 0 & 0 & 0 \\
  s_1^0 & e_{12} & 0 & 0 & 0 & 0 \\
\end{array}
\]

\((2.91)\)

The first column in the two generalized Routh arrays are:

\textbf{The first column in the generalized Routh array for} \( P(s_1, j\omega_2) \)

\[
\begin{array}{ccccccccccccccc}
  s_1^4 & 1 & & & & & & & & & & & & \ \\
  s_1^3 & a_{11} & & & & & & & & & & & & \ \\
  s_1^2 & e_{11} & & & & & & & & & & & & \ \\
  s_1^1 & d_{11} & & & & & & & & & & & & \ \\
  s_1^0 & e_{11} & & & & & & & & & & & & \ \\
\end{array}
\]

\textbf{The first column in the generalized Routh array for} \( P(j\omega_1, s_2) \)

\[
\begin{array}{ccccccccccccccc}
  s_2^4 & 1 & & & & & & & & & & & & \ \\
  s_2^3 & a_{12} & & & & & & & & & & & & \ \\
  s_2^2 & c_{12} & & & & & & & & & & & & \ \\
  s_2^1 & d_{12} & & & & & & & & & & & & \ \\
  s_2^0 & e_{12} & & & & & & & & & & & & \ \\
\end{array}
\]

\((2.95)\)

The coefficients \( a_{11}, c_{11}, d_{11}, e_{11} \), are functions of \( j\omega_2 \). For any value of \( \omega_2, 0 \leq \omega_2 \leq \infty \), we found expressions of \( a_{11}, c_{11}, d_{11}, e_{11} \). The values of these expressions have positive signs for all values of \( \omega_2 \). This means that \( P(s_1, j\omega_2) \) is a stable polynomial. Also the coefficients \( a_{12}, c_{12}, d_{12}, e_{12} \), are functions of \( j\omega_2 \). For any value of \( \omega_1, 0 \leq \omega_1 \leq \infty \), we found expressions of \( a_{12}, c_{12}, d_{12}, e_{12} \). The values of these expressions have positive signs for all values of \( \omega_1 \). This means that \( P(j\omega_1, s_2) \) is stable polynomial.
Stability of \( P(s_1, j\omega_2) \) and \( P(j\omega_1, s_2) \) leads to the stability of \( P(s_1, s_2) \). Consider a numerical calculation for \( \omega_1 = 4 \) and \( \omega_2 = 4 \). The first column in the two generalized Routh array now are

\[
\begin{array}{c|c}
\text{The first column in the} & \text{The first column in the} \\
\text{generalized Routh array} & \text{generalized Routh array} \\
\text{for } P(s_1, j4) & \text{for } P(j4, s_2) \\
\hline
s^4_1 & 1 & s^4_2 & 1 \\
 s^3_1 & 3.1578 & s^3_2 & 2.5067 \\
 s^2_1 & 3.5971 & s^2_2 & 2.511 \\
 s^1_1 & 2.012 & s^1_2 & 1.0834 \\
 s^0_1 & 0.7699 & s^0_2 & 1.0538 \\
\end{array}
\]

(2.96)

### 2.6.3 Stability test for multivariable polynomials using the generalized Hurwitz determinant.

- For each variable \( s_m \) in any multivariable real polynomial \( P(s_1, s_2, \ldots, s_m, \ldots, s_k) \), arrange the coefficients of \( P(j\omega_1, j\omega_2, \ldots, s_m, \ldots, j\omega_k) \) and \( Q(j\omega_1, j\omega_2, \ldots, s_m, \ldots, j\omega_k) \) in the form of the following matrix:

\[
A_m = \begin{pmatrix}
  a_{1m} & jb_{2m} & a_{3m} & jb_{4m} & a_{5m} & \ldots \\
  1 & a_{1m} + jb_{1m} & a_{2m} + jb_{2m} & a_{3m} + jb_{3m} & a_{4m} + jb_{4m} & \ldots \\
  0 & a_{1m} & jb_{2m} & a_{3m} & jb_{4m} & \ldots \\
  0 & 1 & a_{1m} + jb_{1m} & a_{2m} + jb_{2m} & a_{3m} + jb_{3m} & \ldots \\
  0 & 0 & a_{1m} & jb_{2m} & a_{3m} & \ldots \\
  0 & 0 & 1 & a_{1m} + jb_{1m} & a_{2m} + jb_{2m} & \ldots \\
  0 & 0 & 0 & a_{1m} & jb_{2m} & \ldots \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
\end{pmatrix}
\]

(2.97)
The determinant of the matrix $A_m$ of rank $(2n-1)$, is the generalized Hurwitz determinant for the variable $s_m$. The stability conditions for a multivariable polynomial is stated in the following theorem:

**Theorem 2.6** If a multivariable real polynomial is stable, then for each variable $s_m$ in $P(s_1, s_2, ..., s_m, ..., s_k)$

$$
\Delta_0 = 1 \quad , \quad \Delta_q = (-1)^{q^2-1} D_q > 0 \quad , \quad q = 1, 3, 5, ..., (2n-1) \quad (2.98)
$$

where $D_q$ are the principal minors of the generalized Hurwitz determinant of the matrix $A_m$.

**Proof**

If $P(s_1, s_2, ..., s_m, ..., s_k)$ is a stable polynomial, then, for $s_i = j\omega_i$, $i = 1, 2, ..., k$, $i \neq m$, the polynomial $P(j\omega_1, j\omega_2, ..., s_m, ..., j\omega_k)$, is stable with the Hurwitz matrix as in equation (2.97) and all the modified generalized Hurwitz determinant $\Delta_{1m}, \Delta_{1m}, \Delta_{1m}, ...$ are real and positive, otherwise Theorem 2.3 would be violated. Q. E. D.

The number of roots in each of the half-planes $Re \ s_m > 0$, and $Re \ s_m < 0$, can be determined from the criterion:

**Criterion 2.6** For any multivariable polynomial $P(s_1, s_2, ..., s_m, ..., s_k)$, the number of roots that lie on the $Re \ s_m > 0$ plane is equal to the number of changes in the sign of the odd determinants $\Delta_q$ in (2.98).
To illustrate how one can use the generalized Hurwitz determinant for a complex polynomial to test the stability of a two variable polynomial, consider the following example.

**Example 2.11** Consider the fourth order real polynomial with two variables, as in Example 2.9. It is required to use the generalized Hurwitz determinant to test the stability of \( P(s_1, s_2) \).

For the variables \( s_1 \) and \( s_2 \) in \( p(s_1, s_2) \), obtain the two complex polynomials \( P(j\omega_1, s_2) \) and \( P(s_1, j\omega_2) \). Now the Hurwitz matrix for \( P(s_1, j\omega_2) \) is given by equation (2.99)

\[
A_1 = \begin{pmatrix}
  a_{11} & jb_{21} & a_{31} & jb_{41} & 0 & 0 & 0 \\
  1 & a_{11} + jb_{11} & a_{21} + jb_{21} & a_{31} + jb_{31} & a_{41} + jb_{41} & ... & ... \\
  0 & a_{11} & jb_{21} & a_{31} & jb_{41} & 0 & 0 \\
  0 & 1 & a_{11} + jb_{11} & a_{21} + jb_{21} & a_{31} + jb_{31} & a_{41} + jb_{41} & 0 \\
  0 & 0 & a_{11} & jb_{21} & a_{31} & jb_{41} & 0 \\
  0 & 0 & 1 & a_{11} + jb_{11} & a_{21} + jb_{21} & a_{31} + jb_{31} & a_{41} + jb_{41} \\
  0 & 0 & 0 & a_{11} & jb_{21} & a_{31} & jb_{41}
\end{pmatrix}
\] (2.99)

and the Hurwitz matrix for \( P(j\omega_1, s_2) \) is given by equation (2.100)

\[
A_2 = \begin{pmatrix}
  a_{12} & jb_{22} & a_{32} & jb_{42} & 0 & 0 & 0 \\
  1 & a_{12} + jb_{12} & a_{22} + jb_{22} & a_{32} + jb_{32} & a_{42} + jb_{42} & ... & ... \\
  0 & a_{12} & jb_{22} & a_{32} & jb_{42} & 0 & 0 \\
  0 & 1 & a_{12} + jb_{12} & a_{22} + jb_{22} & a_{32} + jb_{32} & a_{42} + jb_{42} & 0 \\
  0 & 0 & a_{12} & jb_{22} & a_{32} & jb_{42} & 0 \\
  0 & 0 & 1 & a_{12} + jb_{12} & a_{22} + jb_{22} & a_{32} + jb_{32} & a_{42} + jb_{42} \\
  0 & 0 & 0 & a_{12} & jb_{22} & a_{32} & jb_{42}
\end{pmatrix}
\] (2.100)

The odd successive principal minors of the generalized Hurwitz determinant \( D_{11}, D_{31}, D_{51}, D_{71} \) and the odd successive principal minors of the modified generalize Hurwitz determinant \( \Delta_{11}, \Delta_{31}, \Delta_{51}, \Delta_{71} \) from Equation 2.98, for the polynomial \( P(s_1, j\omega_2) \) are given by:

45
\[ D_{11} = a_{11} \quad \Delta_{11} = a_{11} \]
\[ D_{31} = -a_{11}^2 c_{11} \quad \Delta_{31} = a_{11}^2 c_{11} \]  \hspace{1cm} (2.101)
\[ D_{51} = -a_{11}^2 c_{11}^2 d_{11} \quad \Delta_{51} = a_{11}^2 c_{11}^2 d_{11} \]
\[ D_{71} = a_{11}^2 c_{11}^2 d_{11}^2 e_{11} \quad \Delta_{71} = a_{11}^2 c_{11}^2 d_{11}^2 e_{11} \]

Also the odd successive principal minors of the generalized Hurwitz determinants \( D_{12}, D_{32}, D_{52}, D_{72} \) and the odd successive principal minors of the modified generalized Hurwitz determinants \( \Delta_{11}, \Delta_{32}, \Delta_{52}, \Delta_{72} \) for the polynomial \( P(j\omega_1, s_2) \) are given by:

\[ D_{12} = a_{12} \quad \Delta_{12} = a_{12} \]
\[ D_{32} = -a_{12}^2 c_{12} \quad \Delta_{32} = a_{12}^2 c_{12} \]  \hspace{1cm} (2.102)
\[ D_{52} = -a_{12}^2 c_{12}^2 d_{12} \quad \Delta_{52} = a_{12}^2 c_{12}^2 d_{12} \]
\[ D_{72} = a_{12}^2 c_{12}^2 d_{12}^2 e_{12} \quad \Delta_{72} = a_{12}^2 c_{12}^2 d_{12}^2 e_{12} \]

All the Hurwitz determinants \( D_{11}, D_{31}, D_{51}, D_{71} \), and the modified Hurwitz determinants \( \Delta_{11}, \Delta_{31}, \Delta_{51}, \Delta_{71} \), are functions of \( j\omega_2 \). For any value of \( \omega_2, 0 \leq \omega_2 \leq \infty \), we found expressions of \( \Delta_{11}, \Delta_{31}, \Delta_{51}, \Delta_{71} \). The values of these expressions have positive signs for all values of \( \omega_2 \). This means that \( P(s_1, j\omega_2) \) is a stable polynomial. Also all the Hurwitz determinants \( D_{12}, D_{32}, D_{52}, D_{72} \), and the modified Hurwitz determinants \( \Delta_{12}, \Delta_{32}, \Delta_{52}, \Delta_{72} \), are functions of \( j\omega_1 \). For any value of \( \omega_1, 0 \leq \omega_1 \leq \infty \), we found expressions of \( \Delta_{12}, \Delta_{32}, \Delta_{52}, \Delta_{72} \). The values of these expressions have positive signs for all values of \( \omega_1 \). This means that \( P(j\omega_1, s_2) \) is a stable polynomial. Stability of \( P(s_1, j\omega_2) \) and \( P(j\omega_1, s_2) \) implies the stability of \( P(s_1, s_2) \). Consider a numerical calculation for \( \omega_1 = 4 \) and \( \omega_2 = 4 \). The odd successive principal minors of the generalized Hurwitz determinants \( D_{q1}, D_{q2} \) and the
modified generalized Hurwitz determinant $\Delta_{q1}, \Delta_{q2}$ for $P(j^4, s_2)$ and $P(s_1, j^4)$ are

\begin{align*}
D_{11} &= +3.1578 & D_{31} &= -35.8691 & D_{51} &= -259.59 & D_{71} &= +402.04 \\
\Delta_{11} &= +3.1578 & \Delta_{31} &= +35.8691 & \Delta_{51} &= +259.59 & \Delta_{71} &= +402.04
\end{align*}

\begin{align*}
D_{12} &= +2.5067 & D_{32} &= -15.7777 & D_{52} &= -42.9221 & D_{72} &= +49.0015 \\
\Delta_{12} &= +2.5067 & \Delta_{32} &= +15.7777 & \Delta_{52} &= +42.9221 & \Delta_{72} &= +49.0015
\end{align*}

(2.103)
### 2.6.4 Relationships between J-fraction, the generalized Routh array, and the modified generalized Hurwitz determinant of multivariable real polynomials

In any multivariable real polynomial $P(s_1, s_2, ..., s_m, ..., s_k)$, for each variable $s_m$, the parameter interrelations among the coefficients $F_m$ in J-fraction expansion, the elements $a_{1m}, b_{1m}, c_{1m}, d_{1m}, ...$ in the generalized Routh array and the odd successive principal minors of the modified generalized Hurwitz determinant $\Delta_qm$ are given in Table 2.5.

<table>
<thead>
<tr>
<th>To</th>
<th>From</th>
<th>J-Fraction</th>
<th>Routh</th>
<th>Hurwitz</th>
</tr>
</thead>
<tbody>
<tr>
<td>J-Fraction</td>
<td>$F_{0m} = 1$</td>
<td>$a_{1m} = 1/F_{1m}$</td>
<td>$\Delta_{1m} = 1/F_{1m}$</td>
<td>$\Delta_{0m} = 1$</td>
</tr>
<tr>
<td></td>
<td>$F_{1m}$</td>
<td>$c_{1m} = 1/F_{1m}F_{2m}$</td>
<td>$\Delta_{3m} = 1/F_{1m}F_{2m}$</td>
<td>$\Delta_{1m} = a_{1m}$</td>
</tr>
<tr>
<td></td>
<td>$F_{2m}$</td>
<td>$d_{1m} = 1/F_{1m}F_{2m}F_{3m}$</td>
<td>$\Delta_{5m} = 1/F_{1m}F_{2m}F_{3m}F_{4m}$</td>
<td>$\Delta_{1m} = a_{1m}/a_1$</td>
</tr>
<tr>
<td></td>
<td>$F_{3m}$</td>
<td>$e_{1m} = 1/F_{1m}F_{2m}F_{3m}F_{4m}$</td>
<td>$\Delta_{7m} = 1/F_{1m}F_{2m}F_{3m}F_{4m}F_{5m}$</td>
<td>$\Delta_{1m} = a_{1m}/a_1^2$</td>
</tr>
<tr>
<td></td>
<td>$F_{4m}$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td></td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>Routh</td>
<td>$F_{1m} = 1/a_{1m}$</td>
<td></td>
<td>$\Delta_{0m} = 1$</td>
<td>$\Delta_{1m} = a_{1m}$</td>
</tr>
<tr>
<td></td>
<td>$F_{2m} = a_{1m}/c_{1m}$</td>
<td>$a_{1m}$</td>
<td>$\Delta_{1m} = a_{1m}$</td>
<td>$\Delta_{1m} = a_{1m}/a_1$</td>
</tr>
<tr>
<td></td>
<td>$F_{3m} = c_{1m}/d_{1m}$</td>
<td>$c_{1m}$</td>
<td>$\Delta_{3m} = a_{1m}/a_1^2$</td>
<td>$\Delta_{3m} = a_{1m}/a_1^2$</td>
</tr>
<tr>
<td></td>
<td>$F_{4m} = d_{1m}/c_{1m}$</td>
<td>$d_{1m}$</td>
<td>$\Delta_{5m} = a_{1m}/a_1^2/a_3$</td>
<td>$\Delta_{5m} = a_{1m}/a_1^2/a_3$</td>
</tr>
<tr>
<td></td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
<tr>
<td>Hurwitz</td>
<td>$F_{1m} = 1/\Delta_{1m}$</td>
<td>$a_{1m} = 1/\Delta_{1m}$</td>
<td>$\Delta_{0m} = 1$</td>
<td>$\Delta_{1m}$</td>
</tr>
<tr>
<td></td>
<td>$F_{2m} = 1/3m\Delta_{3m}$</td>
<td>$c_{1m} = \Delta_{1m}/\Delta_{3m}$</td>
<td>$\Delta_{1m}$</td>
<td>$\Delta_{3m}$</td>
</tr>
<tr>
<td></td>
<td>$F_{3m} = 1/\Delta_{5m}/\Delta_{3m}^3/\Delta_{4m}$</td>
<td>$d_{1m} = \Delta_{5m}/\Delta_{3m}^3/\Delta_{4m}$</td>
<td>$\Delta_{5m}$</td>
<td>$\Delta_{5m}$</td>
</tr>
<tr>
<td></td>
<td>$F_{4m} = 1/\Delta_{7m}/\Delta_{5m}/\Delta_{3m}/\Delta_{4m}$</td>
<td>$e_{1m} = \Delta_{7m}/\Delta_{5m}/\Delta_{3m}/\Delta_{4m}$</td>
<td>$\Delta_{7m}$</td>
<td>$\Delta_{7m}$</td>
</tr>
<tr>
<td></td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
</tr>
</tbody>
</table>

Table 2.5: Parameter interrelations among the J-fraction, Routh array and Hurwitz determinant. For each variable $s_m$ in $P(s_1, s_2, ..., s_m, ..., s_k)$: when $s_i = j\omega_i$, $i = 1, 2, ..., k$, $i \neq m$
A summary of the main contributions in chapter 2.

- Generalization of the Routh array of a complex polynomial $P(s)$ using division processes.

- Generalization of the Routh array using two cross multiplying processes.

- Derivation of stability conditions using the generalized Routh array.


- Generalization of the Hurwitz matrix of a complex polynomial $P(s)$ and the modified generalized Hurwitz determinant.

- Condition for the stability of $P(s)$ using a modified generalized Hurwitz determinant.

- Stability relationship between the generalized Routh array and the modified generalized Hurwitz determinant.

- Relationship between J-fraction expansion, the generalized Routh array, and the modified generalized Hurwitz determinant.

- The interrelations among the constant coefficients in the J-fraction expansion, the terms in the first column of the generalized Routh array and the odd successive principal minors of the modified generalized Hurwitz determinant.

- Stability test for multivariable polynomials using the J-fraction expansion.

- Stability test for multivariable polynomials using the generalized Routh array.

- Stability test for multivariable polynomials using the generalized Hurwitz determinant.
Chapter 3

SYNTHESIS OF COMPLEX IMPEDANCE AND COMPLEX REACTANCE FUNCTIONS IN s-plane

3.1 Introduction

The importance of network synthesis procedures with real components is well known in circuit theory. This chapter addresses an extension to the present methods in circuit theory to include a new element, namely a pure imaginary resistor (jR). Some authors have already visualized an analytic investigation of circuits containing imaginary resistors [16, 17, 18].

In Chapter 2 we illustrated the use of J-fraction expansion to test the stability of any complex polynomial. In this chapter we shall illustrate how one can use this expansion to synthesize certain complex functions. These functions are rational and
have non-negative real parts in the right-half of the frequency s-plane. The stability study of a complex polynomial in Chapter 2, allows us to construct a complex impedance function \( Z(s) \), and a complex reactance function \( X(s) \). Realizable complex impedance and complex reactance networks are obtained by synthesizing \( Z(s) \) and \( X(s) \) using a J-fraction expansion.

We use this particular expansion to synthesize \( Z(s) \) with four kinds of elements (real resistors, imaginary resistors, real inductors, and real capacitors). Also \( X(s) \) is synthesized using three kinds of elements \((jR, L, C)\) and two kinds of elements \((jR, L)\) or \((jR, C)\). The relationship between \( X(s) \) and its associative \( Z(s) \) is found. The analysis is supported by numerical examples.

### 3.1.1 General Remarks about synthesis procedures

In network theory we are concerned with the following three aspects: an excitation, a response, and a network. If the network itself is one of the two given aspects, then the problem becomes a network analysis problem. When the network is the unknown quantity, the process of its identification is commonly known as network synthesis.

The problem that we are initially concerned with is to find a network realization for a complex impedance \( Z(s) \) or admittance \( Y(s) \), also for a complex reactance \( X(s) \) or susceptance \( B(s) \) in the form of a rational function which is a ratio of two polynomials with complex coefficients.

### 3.1.2 What is imaginary resistance (jR)

A current in the harmonic state with complex amplitude can be written as [16]

\[
i \ e^{j\omega t} = I \ e^{j\phi} \ e^{j\omega t}
\]

(3.1)
where the real part of equation (3.1) is

\[ \text{Re} \ i e^{j\omega t} = \text{Re} \ I e^{j\phi} e^{j\omega t} = I \cos(\omega t + \phi) \]  

(3.2)

If in equation (3.2) either \( I \) or \( \phi \) are varying functions of time, this is of practical interest in the case of amplitude or phase modulation. The complex amplitude \( i \) becomes a function of \( t \). Since the equation of resistance is linear and does not involve the operator \( d/dt \), it remain valid for such varying complex amplitudes \( i \) and \( v \). On the other hand, the equations of an inductance and capacitance are linear and involve the operator \( d/dt \), then the variation of complex amplitudes \( i \) and \( v \) leads to the inductance and capacitance equations as

\[ v e^{j\omega t} = L \frac{d}{dt} (i e^{j\omega t}) = \left( L \frac{di}{dt} + j\omega L i \right) e^{j\omega t} \]  

(3.3)

\[ i e^{j\omega t} = C \frac{d}{dt} (v e^{j\omega t}) = \left( C \frac{dv}{dt} + j\omega C v \right) e^{j\omega t} \]  

(3.4)

Since the term \( j\omega L i \) in Equation 3.3 does not involve the operator \( d/dt \), it represents the voltage drop across a time-independent element \( j\omega L \). Also the term \( j\omega C v \) in Equation 3.4 does not involve the operator \( d/dt \), it represents the current through a time-independent element \( j\omega C \). By writing \( R = L\omega \), in 3.3 and \( G = C\omega \), in (3.4) we get,

\[ v e^{j\omega t} = \left( L \frac{di}{dt} + jR i \right) e^{j\omega t} \]  

(3.5)

\[ i e^{j\omega t} = \left( C \frac{dv}{dt} + jG v \right) e^{j\omega t} \]  

(3.6)

Equation (3.5) can be interpreted as representing an inductance \( L \) in series with an imaginary constant resistance \( jR \) which is a new element defined by the instantaneous relation

\[ v_{jR} (t) = jR i(t) \]  

(3.7)

Also equation (3.6) can be interpreted as having a capacitance \( C \) in parallel with imaginary constant conductance \( jG \) which is also a new element defined by the instantaneous relation

\[ i_{jG} (t) = jG v(t) \]  

(3.8)
The only new elements generated by this approach [16], are \((jR)\) and \((jG)\). Now the real networks with complex states in the form \(I \ e^{j\phi} \ e^{j\omega t}\) and \(V \ e^{j\phi} \ e^{j\omega t}\) are identical to the complex networks with real state \(I \ e^{j\omega t}\) and \(V \ e^{j\omega t}\).

In this chapter we shall construct complex rational functions from complex polynomials. Once we construct these functions, then their synthesis will reveal complex imaginary resistance or complex imaginary conductance, as we shall see from the synthesis of \(Z(s)\) and \(X(s)\).

The first motivation behind our interest in imaginary resistances is that they will enable us study such complex networks as free mathematical creations. In addition, the theory of complex networks is of practical interest in modulation problems, and this was a second motivation for studying the imaginary resistances.

### 3.2 Construction of Complex Impedance Functions From Complex Polynomials

In the previous chapter we illustrated the stability test of any complex polynomial \(P(s)\). Now consider that stable polynomial of degree \(n\), as in (2.1)

\[
P(s) = s^n + (a_1 + jb_1)s^{n-1} + (a_2 + jb_2)s^{n-2} + ... + (a_{n-1} + jb_{n-1})s + (a_n + jb_n) \quad (3.9)
\]

The problem now is to see how we can find a complex impedance from a given complex polynomial (3.9). To do so we seek to find another polynomial \(Q(s)\) such that properties of \(Z(s)\) can be determined from the \(J\)-fraction of \(Z(s)\). Here \(Q(s)\) is the alternant of \(P(s)\), defined by:

\[
Q(s) = a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + jb_4s^{n-4} + a_5s^{n-5} + jb_6s^{n-6} + ... \quad (3.10)
\]
Theorem 3.1 The alternant polynomial \( Q(s) \) of any stable complex polynomial \( P(s) \) has all its roots on the \( j\omega \)-axis.

Proof:

By assumption \( P(s) \) is a polynomial whose roots are in the left half of the \( s \)-plane, \( Re(s) < 0 \). Denote by \( P^*(s) \) the polynomial obtained from \( P(s) \) by replacing each coefficient by its complex conjugate:

\[
P^*(s) = s^n + (a_1 - jb_1)s^{n-1} + (a_2 - jb_2)s^{n-2} + \ldots + (a_{n-1} - jb_{n-1})s + (a_n + jb_n)
\]  

(3.11)

Then the roots of \( P(s) \) are symmetrical to the roots of \( P^*(-s) \) with respect to the imaginary axis. If we regard the modulus of the polynomial as the product of the lengths of the vectors from \( s \) to its roots, then

\[
|P(s)| > |P^*(-s)| \quad \text{if} \quad Re(s) > 0 
\]

(3.12)

\[
|P(s)| < |P^*(-s)| \quad \text{if} \quad Re(s) < 0 
\]

(3.13)

Consequently,

\[
|P(s) \pm P^*(-s)| > 0 \quad \text{for} \quad Re(s) \neq 0 
\]

(3.14)

The alternant of \( P(s) \) is \( Q(s) \) which admits one of the following two forms

\[
Q(s) = \frac{P(s) + P^*(-s)}{2}, \quad \text{or} \quad Q(s) = \frac{P(s) - P^*(-s)}{2}
\]

(3.15)

Therefore, by (3.14), the roots of \( Q(s) \) are all on the \( j\omega \)-axis, Q. E. D.

Now we have two polynomials \( P(s) \) and \( Q(s) \). From these polynomials one can find a complex impedance \( Z(s) \) or admittance \( Y(s) \). \( Z(s) \) can be represented as:

\[
Z(s) = \frac{P(s)}{Q(s)} \quad \text{or} \quad Z(s) = \frac{Q(s)}{P(s)}
\]

(3.16)
We shall study first the case \( Z(s) = P(s)/Q(s) \)

\[
Z(s) = \frac{s^n + (a_1 + jb_1)s^{n-1} + (a_2 + jb_2)s^{n-2} + (a_3 + jb_3)s^{n-3} + \ldots + (a_n + jb_n)}{a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + jb_4s^{n-4} + a_5s^{n-5} + \ldots}
\]  

(3.17)

\( Z(s) \) has zeros that lie in the left-half of the complex \( s \)-plane, and poles that lie on the \( j\omega \)-axis as shown in Figure 3.1.

![Figure 3.1: (a) Roots of \( P(s) \), (b) Roots of \( Q(s) \), (c) Pole-zero diagram of \( Z(s) = P(s)/Q(s) \).](image)

If we divide \( Q(s) \) by \( P(s) \) we then obtain a quotient \( \alpha_1s + 1 + j\beta_1 \), and a remainder term \( R_1(s)/Q(s) \)

\[
\frac{P(s)}{Q(s)} = \alpha_1s + 1 + j\beta_1 + \frac{R_1(s)}{Q(s)}
\]  

(3.18)

where the degree of the remainder polynomial, \( R_1(s) \), is one lower than the degree of \( Q(s) \):

\[
R_1(s) = c_1s^{n-2} + c_2s^{n-3} + c_3s^{n-4} + c_4s^{n-5} + \ldots + c_{n-3}s^2 + c_{n-2}s + c_{n-1}
\]  

(3.19)

Therefore, if we invert the remainder term, we have

\[
\frac{Q(s)}{R_1(s)} = \alpha_2s + j\beta_2 + \frac{R_2(s)}{R_1(s)}
\]  

(3.20)

where the degree of \( R_2(s) \) is one lower than the degree of \( R_1(s) \)

\[
R_2(s) = d_1s^{n-3} + d_2s^{n-4} + d_3s^{n-5} + d_4s^{n-6} + \ldots + d_{n-3}s + d_{n-2}
\]  

(3.21)
Inverting and dividing again, we obtain

\[
\frac{R_1(s)}{R_2(s)} = \alpha_3(s) + j\beta_3 + \frac{R_3(s)}{R_2(s)}
\] (3.22)

We continue this division process of two polynomials until the remainder term of this division equal zero. The quotient \(P(s)/Q(s)\) has in general a \(J\)-fraction expansion of the form

\[
Z(s) = \frac{P(s)}{Q(s)} = \alpha_1 s + 1 + j\beta_1 + \frac{1}{\alpha_2 s + j\beta_2 + \frac{1}{\alpha_3 s + j\beta_3 + \frac{1}{\alpha_4 s + j\beta_4 + \frac{1}{\alpha_5 s + j\beta_5 + \frac{1}{\alpha_6 s + j\beta_6}}}}} \tag{3.23}
\]

We have seen that the process of obtaining \(Z(s)\) simply involves two divisions and an inversion, and we shall call it a 'two divisions one inversion' process or a 'division-division-inversion' process. This terminology is consistent with that used in the literature, in the context of the \(s\)-fraction expansion of real reactance or impedance functions, which involves one division and one inversion, process or a 'division - inversion' process to construct ladder networks \((R, L), (R, C)\) and \((L, C)\) \([19, 20, 21]\).

It is known from the theory of continued fractions that, if the continued fraction expansion of the complex polynomial \(P(s)\) to its alternant polynomial \(Q(s)\) yields positive quotient terms, then the complex polynomial must have all roots in the left half of the complex \(s\)-plane. See Theorem 2.1.

### 3.2.1 Synthesis of \(Z(s)\) by four kinds of elements \((R, jR, L, C)\)

In the previous section we discussed how to perform a continued fraction expansion of \(Z(s)\). Now we want to synthesise \(Z(s)\) to find a realizable network representing \(Z(s)\) as given in (3.17). By dividing the denominator polynomial \(Q(s)\) by the numerator polynomial \(P(s)\) we obtain a quotient first-order polynomial. This is equivalent to
the removal of a series branch consisting of the series connection of a real resistor, an imaginary resistor, and a real inductor from \( Z(s) \), i.e. \( (L_1s + 1 + jR_1) \) and a remainder function which is the ratio of an \((n-2)\) to an \((n-1)\) degree polynomial, as indicated below.

\[
Z(s) = L_1s + 1 + jR_1 + \frac{c_1s^{n-2} + c_2s^{n-3} + c_3s^{n-4} + \ldots + c_{n-1}s^{1} + c_n}{a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + jb_4s^{n-4} + \ldots} \tag{3.24}
\]

Inverting the remainder and repeating the process is equivalent to removing a shunt branch consisting of an imaginary resistor in parallel with a real capacitor from \( Z(s) \) i.e. \( 1/(C_2s + jG_2) \). The second remainder function is the ratio of an \((n-3)\) to an \((n-2)\) degree polynomial.

\[
Z(s) = L_1s + 1 + jR_1 + \frac{1}{C_2s + jG_2 + \frac{d_1s^{n-5} + jd_2s^{n-4} + \ldots}{c_1s^{n-2} + c_2s^{n-3} + \ldots + c_{n-2}s^{1} + c_{n-1}}} \tag{3.25}
\]

Continuation of this process evidently yields the following expansion development of \( Z(s) \):

\[
Z(s) = L_1s + 1 + jR_1 + \frac{1}{C_2s + jG_2 + \frac{L_3s + jR_3}{C_4s + jG_4 + \frac{L_4s + jR_4}{C_5s + jG_5+ \ldots}}} \tag{3.26}
\]

It should be observed that if \( n \) is even in equation (3.26) then the final term in the \( J \)-fraction is \((C_n s + jG_n)\) and the last branch in the network realization is a shunt branch consisting of the parallel combination of a real capacitor with an imaginary resistor see Figure 3.2.a. Alternatively if \( n \) is odd then the final term is \((L_n s + jR_n)\) and the last branch in the network realization is a series branch, consisting of a real inductor in series with an imaginary resistor. The network realization of \( Z(s) \) in (3.17), corresponding to the \( J \)-fraction development (3.26) is shown in Figure 3.2.a and 3.2.b for the cases when \( n \) is even and odd respectively.

Next consider the case of \( Z(s) = Q(s)/P(s) \) where

\[
Z(s) = \frac{a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + jb_4s^{n-4} + a_5s^{n-5} + \ldots}{s^n + (a_1 + jb_1)s^{n-1} + (a_2 + jb_2)s^{n-2} + \ldots + (a_n + jb_n)} \tag{3.27}
\]
Figure 3.2: Realization of a complex impedance $Z(s) = P(s)/Q(s)$ in (3.17) (a) $n$ is even (b) $n$ is odd.

Figure 3.3: (a) Roots of $Q(s)$, (b) Roots of $P(s)$, (c) Pole-zero diagram of $Z(s) = Q(s)/P(s)$. 
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In this case \( Z(s) \) has poles lying in the left-half of the complex \( s \)-plane, and zeros lying on the \( j\omega \)-axis as shown in Figure 3.3.

The \( J \)-fraction expansion of \( Z(s) = Q(s)/P(s) \) is

\[
Z(s) = \frac{1}{C_1s + 1 + jG_1 + \frac{1}{L_2s + jR_2 + \frac{1}{\cdots + \frac{1}{L_n + jR_n + \frac{1}{C_n + jG_n + \cdots}}}}} \tag{3.28}
\]

It should be observed that if \( n \) is even in (3.28), then the final term in the continued fraction expansion is \( (L_n s + jR_n) \) and the last branch in the network realization is series branch consisting of a real inductor in series with an imaginary resistor. When \( n \) is odd the final term in the continued fraction expansion is \( (C_n s + jG_n) \) and the last branch in the network realization is a shunt branch consisting of a real capacitor in parallel with an imaginary resistor. The network realization of \( Z(s) \), corresponding to the continued fraction development (3.28), is shown in Figure 3.4 when the degree \( n \) of the complex polynomial \( P(s) \) is even or odd.

![Figure 3.4](image)

Figure 3.4: Realization of a complex impedance \( Z(s) = Q(s)/P(s) \) in (3.27) (a) \( n \) is odd (b) \( n \) is even.

To illustrate the synthesis of \( Z(s) \) consider the following example.

**Example 3.1** Given a polynomial \( P(s) \) with complex coefficients
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\[ P(s) = s^4 + (5 - j5)s^3 + (0 - j19.75)s^2 + (-18.375 - j17.875)s - (13.125 - j0.625) \]

A complex impedance which can be created from \( P(s) \) and its \( Q(s) \) is

\[ Z(s) = \frac{s^4 + (5 - j5)s^3 + (0 - j19.75)s^2 + (-18.375 - j17.875)s - (13.125 - j0.625)}{5s^3 - j19.75s^2 - 18.375s} \]

with the roots of \( P(s) \) and \( Q(s) \) given by:

**Roots of** \( P(s) \) **are**
\[
\begin{align*}
\lambda_1 &= -2 + j0.5 \\
\lambda_2 &= -1.5 + j1 \\
\lambda_3 &= -1 + j2 \\
\lambda_4 &= -0.5 + j1.5
\end{align*}
\]

**Roots of** \( Q(s) \) **are**
\[
\begin{align*}
\eta_1 &= +j2.5 \\
\eta_2 &= +j1.4147 \\
\eta_3 &= +j0.0353
\end{align*}
\]

The J-fraction of \( Z(s) = P(s)/Q(s) \) is

\[ Z(s) = \frac{P(s)}{Q(s)} = 0.2s + 1 - j0.21 + \frac{1}{0.6392s - j0.7387 + \frac{1}{1.2527s - j1.6615 + \frac{1}{2.5627s - j4.415}}} \]

All the coefficients of \( s \) and the constant terms in this expansion are either positive real or pure imaginary numbers respectively. This means that we can synthesise a complex impedance \( Z(s) \) by using a real resistor, imaginary resistors, real inductors and real capacitors. The corresponding network is shown in Figure 3.5

![Network Diagram](image)

Figure 3.5: Realization of \( Z(s) \) in equation (3.30)

In the previous example, the degree of the numerator of \( Z(s) \) is higher than that of the denominator by one and the corresponding network started by a series branch
consisting of the series of a real resistor, an imaginary resistor, and a real inductor. In addition the last branch is a shunt branch consisting of an imaginary resistor in parallel with a real capacitor. Now the synthesis of a complex impedance \( Z(s) = Q(s)/P(s) \) is given in the next example.

**Example 3.2** Consider a complex \( P(s) \) as in Example 3.1, then construct a complex impedance \( Z(s) = Q(s)/P(s) \)

\[
Z(s) = \frac{5s^3 - j19.75s^2 - 18.375s}{s^4 + (5 - j5)s^3 + (0 - j19.75)s^2 + (-18.375 - j17.875)s - (13.125 - j0.625)}
\]

(3.33)

The \( \frac{\text{J}}{\text{fraction}} \) expansion of \( Z(s) = Q(s)/P(s) \) is given by the following.

\[
Z(s) = \frac{Q(s)}{P(s)} = \frac{1}{0.2s + 1 - j0.21 + \frac{1}{0.6392 + j0.7387 + \frac{1}{1.2527 + j1.6615 + \frac{1}{3.162 + j1.2527}}}}
\]

(3.34)

\( Z(s) \) can be synthesized by using \( G, jR, L, \) and \( C \) and the corresponding network is shown in Figure 3.6.

![Figure 3.6: Realization of \( Z(s) \) in equation (3.33)](image)

In this example the degree of the numerator of \( Z(s) \) is lower than the degree of the denominator by one, and the corresponding network started by a shunt branch consisting of the parallel combination of a real resistor, an imaginary resistor, and a real capacitor.
3.3 Construction of Complex Reactance Functions From Complex Polynomials

Before we discuss complex reactance functions, and show how to synthesise $X(s)$ using the $J$-fraction expansion, we first discuss, in brief, the real reactance function [19, 20, 21].

In general a real reactance function $x(s)$ is the ratio of even to odd or odd to even parts of a real stable polynomial $p(s)$. The poles and zeros of $x(s)$ lie on the $j\omega$-axis and alternate. The words even and odd are sufficient to describe the two parts of the real polynomial. However when we started to study complex polynomials and complex reactances we found that we can not extend the commonly understood definition of real reactance to complex reactance. We therefore need to generalize the definition of real reactance functions to include complex reactance functions as well.

It will be general if we describe the two parts of a real polynomial by a real and an imaginary or {quasi real and quasi imaginary} parts when $s = j\omega$. It is true that the real, {quasi} real part of the real polynomial $p(s)$ at $s = j\omega$ is the even part of $p(s)$ and that the imaginary, {quasi} imaginary part of $p(s)$ at $s = j\omega$ is the odd part of $p(s)$.

**Definition 3.1 [22]: A polynomial $P(s)$ with complex coefficients is said to be quasi-real (quasi-imaginary) if its value for $s = j\omega$ is purely real (purely imaginary).**

Now we can say that a real reactance function $x(s)$, in general, is the ratio of quasi real to quasi imaginary or quasi imaginary to quasi real parts of the real stable polynomial when $s = j\omega$.

The reason for this comes from a study of a complex reactance function $X(s)$ and a complex polynomial $P(s)$. We can state here that:
• A real polynomial \( p(s) \) is a special case of a complex polynomial \( P(s) \).

• A real reactance function \( x(s) \) is a special case of a complex reactance function \( X(s) \).

• For a real polynomial \( p(s) \), the quasi-real part of \( p(s) \) equals the even part of \( p(s) \).

• For a real polynomial \( p(s) \), the quasi-imaginary part of \( p(s) \) equals the odd part of \( p(s) \).

• If a complex polynomial \( P(s) \) \( \xrightarrow{becomes} \) \( p(s) \) a real polynomial, then a complex reactance \( X(s) \) \( \xrightarrow{becomes} \) \( x(s) \) a real reactance.

Here we can say that a complex reactance function is the ratio of a quasi real \((qRe P(s))\) to a quasi imaginary \((qIm P(s))\) or vice-versa. With this introduction of real reactance and complex reactance functions we shall now study in detail how to find a complex reactance function, and how to synthesise this function using the J-fraction expansion.

We start from a stable complex polynomial \( P(s) \) of degree \( n \) as in (2.1). The problem now is how we can find \( X(s) \) from \( P(s) \). To do so we have to divide \( P(s) \) into its quasi-real \((qRe P(s))\) and quasi-imaginary \((qIm P(s))\) parts, respectively.

\[
P'(s) = qRe P(s) + qIm P(s)
\]  

(3.35)

where for even \( n \) the quasi-real and quasi-imaginary parts of \( P(s) \) are given by:

\[
qRe P(s) = s^n + jb_1 s^{n-1} + a_2 s^{n-2} + jb_2 s^{n-3} + \ldots + jb_{n-1} s + a_n
\]  

(3.36)

\[
qIm P(s) = a_1 s^{n-1} + jb_2 s^{n-2} + a_3 s^{n-3} + jb_4 s^{n-4} + \ldots + a_{n-1} s + jb_n
\]  

(3.37)

It should be observed that if \( n \) is odd, then the quasi-imaginary and the quasi-real parts of \( P(s) \) are given by:

\[
qIm P(s) = s^n + jb_1 s^{n-1} + a_2 s^{n-2} + jb_2 s^{n-3} + \ldots + a_{n-1} s + jb_n
\]  

(3.38)
\[ qReP(s) = a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + jb_3s^{n-3} + \ldots + jb_{n-1}s + a_n \quad (3.39) \]

If we examine very carefully the \( qImP(s) \) when \( n \) is even in equation (3.37) or the \( qReP(s) \) in equation (3.39) when \( n \) is odd we can conclude that these equations are the same as the alternant polynomial \( Q(s) \) of \( P(s) \) in equation (2.2).

\[ Q(s) = qlmP(s) \quad if \ n \ even \quad (3.40) \]

\[ Q(s) = qReP(s) \quad if \ n \ odd \quad (3.41) \]

From the \( qReP(s) \) and \( qImP(s) \) polynomials we can find complex reactance or susceptance functions. The complex reactance function \( X(s) \) can be represented by

\[ X(s) = \frac{qReP(s)}{qImP(s)} \quad \text{or} \quad X(s) = \frac{qImP(s)}{qReP(s)} \quad (3.42) \]

There are some papers [23, 24] which discuss complex reactance functions and each of them has a different way to deal with the complex reactance function. For example we have defined here a complex reactance function from \( qReP(s) \) and \( qImP(s) \). In Bose's paper [23] he defines a complex reactance function from \( P(s) \) as

\[ X(s) = \frac{P(s) - P^*(-s)}{P(s) + P^*(-s)} \quad (3.43) \]

In Reza's paper [24] he defines the numerator and the denominator of \( X(s) \) from a set of arbitrary points within the right-half of the frequency \( s \)-plane.

\[ X(s) = \frac{1 - \frac{(s-\alpha_1)(s-\alpha_2)(s-\alpha_3)\ldots(s-\alpha_n)}{(s+\alpha_1)(s+\alpha_2)(s+\alpha_3)\ldots(s+\alpha_n)}}{1 + \frac{(s-\alpha_1)(s-\alpha_2)(s-\alpha_3)\ldots(s-\alpha_n)}{(s+\alpha_1)(s+\alpha_2)(s+\alpha_3)\ldots(s+\alpha_n)}} \quad (3.44) \]

### 3.3.1 Synthesis of \( X(s) \) by three kinds of elements \((jR, L, C)\).

Once we construct \( X(s) \) from a given \( P(s) \), consider the case \( X(s) = qReP(s)/qImP(s) \). when the degree \( n \) of \( P(s) \) is even:

\[ X(s) = \frac{s^n + jb_1s^{n-1} + a_2s^{n-2} + jb_3s^{n-3} + a_4s^{n-4} + \ldots + jb_{n-1}s + a_n}{a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + jb_4s^{n-4} + \ldots + a_{n-1}s + jb_n} \quad (3.45) \]
To synthesise \( X(s) \) we have to expand it using J-fraction expansion as

\[
X(s) = L_1 s + j R_1 + \frac{1}{C_2 s + j G_2 + \frac{1}{L_3 s + j R_3 + \frac{1}{C_4 s + j G_4 + \frac{1}{L_5 s + j R_5 + \frac{1}{\ldots + C_n s + j G_n}}}}} \tag{3.46}
\]

The network realization for a complex reactance function \( X(s) \) in (3.45) which is synthesised by the expansion in (3.46) is shown in Figure 3.7.

Figure 3.7: Realization of a complex reactance \( X(s) = \frac{qReP(s)}{qImP(s)} \) in (3.45)

(a) \( n \) is even (b) \( n \) is odd.

Consider the case when \( X(s) = \frac{qImP(s)}{qReP(s)} \)

\[
X(s) = \frac{a_1 s_{n-1} + j b_2 s_{n-2} + a_3 s_{n-3} + j b_4 s_{n-4} + \ldots + a_{n-1} s + j b_n}{s_{n} + j b_1 s_{n-1} + a_2 s_{n-2} + j b_3 s_{n-3} + \ldots + j b_{n-1} s + a_n} \tag{3.47}
\]

The J-fraction expansion in this case becomes

\[
X(s) = \frac{1}{C_1 s + j G_1 + \frac{1}{L_2 s + j R_2 + \frac{1}{C_2 s + j G_2 + \frac{1}{L_3 s + j R_3 + \frac{1}{C_3 s + j G_3 + \frac{1}{L_4 s + j R_4 + \frac{1}{C_4 s + j G_4 + \frac{1}{L_5 s + j R_5 + \frac{1}{\ldots + C_n s + j G_n}}}}}}}} \tag{3.48}
\]

The network realization for \( X(s) \) in 3.47 which is synthesised by the J-fraction in 3.48 is shown in Figure 3.8.

To illustrate this synthesis consider the following example.
Figure 3.8: Realization of a complex reactance $X(s) = \frac{qImP(s)}{qReP(s)}$ in (3.17) (a) n is even (b) n is odd.

Example 3.3 Consider the stable complex polynomial $P(s)$ as in Example 3.1,

The alternant polynomial of $P(s)$ is given by

$$Q(s) = 5s^3 - j19.75s^2 - 18.375s + j0.625$$ \hspace{1cm} (3.49)

the quasi real part of $P(s)$ is given by

$$qReP(s) = s^4 - j5s^3 + 0s^2 - j17.875s - 13.125$$ \hspace{1cm} (3.50)

and the quasi imaginary part of $P(s)$ is given as

$$qImP(s) = 5s^3 - j19.75s^2 - 18.375s + j0.625$$ \hspace{1cm} (3.51)

As we mentioned before, when the degree of $P(s)$ is even, the alternant polynomial $Q(s)$ of the complex polynomial $P(s)$ is the quasi imaginary part of $P(s)$, see equations (3.49) and (3.51). From these polynomials one can construct $X(s)$ as

$$X(s) = \frac{qReP(s)}{qImP(s)} = \frac{s^4 - j5s^3 + 0s^2 - j17.875s - 13.125}{5s^3 - j19.75s^2 - 18.375s + j0.625}$$ \hspace{1cm} (3.52)

The pole-zero diagram of $X(s)$ is shown in Figure 3.9
Figure 3.9: (a) Roots of $P(s)$, (b) Roots of $Q(s)$, (c) Roots of $qIm P(s)$ (d) Pole-zero diagram of $X(s) = qRe P(s)/qIm P(s)$.

The $J$-fraction expansion of $X(s)$ is

$$X(s) = \frac{qRe P(s)}{qIm P(s)} = 0.2s - j0.21 + \frac{1}{0.6392s - j0.7387 + \frac{1}{1.2527s - j1.6615 + \frac{1}{3.162f - j4.418}}}$$

(3.53)

and the corresponding network is shown in Figure 3.10.

Figure 3.10: Realization of $Z(s)$ in equation (3.52)

Now we want to synthesize a complex reactance $X(s) = qIm P(s)/qRe P(s)$ for the following example

**Example 3.4** Consider the stable complex polynomial $P(s)$ as in Example 3.1.

In this case,

$$X(s) = \frac{qIm P(s)}{qRe P(s)} = \frac{5s^3 - j19.75s^2 - 18.375s + j0.625}{s^4 - j5s^3 + 0s^2 - j17.875s - 13.125}$$

(3.54)
The roots of $P(s)$ and $Q(s)$, and the poles and zeros of $X(s)$ are given by (3.55)

Zeros of $X(s)$ are $z_1 = +j2.5$  
$z_2 = +j1.4147$  
$z_3 = +j0.0353$

Poles of $X(s)$ are $p_1 = +j4.1433$  
$p_2 = +j1.8499$  
$p_3 = +j0.9031$  
$p_4 = -j1.8962$

Roots of $Q(s)$ are $\eta_1 = +j2.5$  
$\eta_2 = +j1.4147$  
$\eta_3 = +j0.0353$

Roots of $P(\cdot)$ are $\lambda_1 = -2 + j0.5$  
$\lambda_2 = -1.5 + j1$  
$\lambda_3 = -1 + j2$  
$\lambda_4 = -0.5 + j1.5$

The J-fraction expansion of $X(s)$ is

$$X(s) = \frac{1}{0.2s - j0.21 + \frac{1}{0.6392s - j0.7387 + \frac{1}{1.2527s - j1.6615 + \frac{1}{1.162 - j0.6418}}}$$

The network realization is shown in Figure 3.11.

![Network Realization](image)

Figure 3.11: Realization of $Z(s)$ in equation (3.54)

### 3.3.2 Synthesis of $X(s)$ by two kinds of elements

$(jR, L \text{ or } jR, C)$.

In the previous subsection we synthesized $X(s)$ by using a J-fraction expansion which depends on the division and inversion process and we named it a (division division-inversion) process or a (two divisions one inversion) process. These division processes are equivalent to the removal of some elements like imaginary resistors.
inductors and capacitors from a complex reactance $X(s)$. The quotient from the
division process is a first order polynomial equivalent to a removal of two elements
at a time such as imaginary resistor-inductor or imaginary conductor-capacitor from
a complex reactance or susceptance function.

Now we shall use the S-fraction expansion to synthesize the same complex
reactance function $X(s)$ in (3.45) but in this case we shall restrict the division process
to be equivalent to the removal of only one element from $X(s)$. Here we can say
that the S-fraction expansion depends on the (division-inversion) process.

Consider a complex reactance function $X(s)$ as in (3.45). By using the (division-
inversion) process, the S-fraction expansion of $X(s) = \frac{qReP(s)}{qImP(s)}$ takes the
form:

$$X(s) = \frac{qReP(s)}{qImP(s)} = L_1s + \frac{1}{jG_2 + \frac{1}{L_3s + \frac{1}{jG_4 + \frac{1}{L_5s + \frac{1}{jG_8 + \frac{1}{L_9s + \frac{1}{L_{2n-1} + \frac{1}{jG_{2n}}}}}}}}}$$  \hspace{1cm} (3.57)

The realization for $X(s)$ in (3.57) is shown in Figure 3.12.

![Figure 3.12: Realization of $X(s)$ in equation (3.57)](image)

Consider now a complex reactance function equal to $qImP(s)/qReP(s)$, as in
(3.17) then the S-fraction expansion in this case becomes

$$X(s) = \frac{qImP(s)}{qReP(s)} = \frac{1}{C_1s + \frac{1}{jR_2 + \frac{1}{C_3s + \frac{1}{jR_4 + \frac{1}{C_5s + \frac{1}{jR_6 + \frac{1}{C_8s + \frac{1}{jR_8 + \frac{1}{C_{2n-1} + jR_{2n}}}}}}}}}}$$  \hspace{1cm} (3.58)

and the network realization of $X(s)$ is shown in Figure 3.13.
### 3.3.3 An alternative synthesis of $X(s)$ by two kinds of elements ($jR, L$ or $jR, C$).

To have an alternative realization of a complex reactance function in (3.45), using S-fractions expansion, arrange both the numerator and the denominator of $X(s)$ in ascending powers of $s$ as in (3.59).

\[
X(s) = \frac{a_n + jb_{n-1} + ... + jb_3s^{-3} + a_2s^{-2} + jb_1s^{-1} + s^n}{jb_{n-1} + a_{n-1} + ... + a_3s_{n-3} + jb_2s^{-2} + a_1s^{-1}}
\]

(3.59)

then divide the lowest power of the denominator by the lowest power of the numerator, invert the remainder and divide again. We defined this as a (division-inversion) process.

\[
X(s) = \frac{qReP(s)}{qImP(s)} = jR_1 + \frac{1}{C_{2s} + \frac{1}{\frac{1}{jR_6 + \frac{1}{C_4 + \frac{1}{jR_9 + \frac{1}{C_7 + \frac{1}{jR_{2n-1} + \frac{1}{C_{2n-1}}}}}}}}}
\]

(3.60)

The realization of $X(s)$ in (3.59) which is synthesised by the S-fraction in (3.60) is shown in Figure 3.14.

Also to obtain an alternative realization of a complex reactance $X(s)$ in (3.47), arrange both the numerator and the denominator of $X(s)$ in ascending power of $s$

\[
X(s) = \frac{jb_n + a_{n-1} + ... + a_3s_{n-3} + jb_2s^{-2} + a_1s^{-1}}{a_n + jb_{n-1} + ... + jb_3s^{-3} + a_2s^{-2} + jb_1s^{-1} + s^n}
\]

(3.61)
then use the (division-inversion) process to find the $S$-fraction expansion.

$$X(s) = \frac{qImP(s)}{qReP(s)} = \frac{1}{jG_1 + \frac{1}{L_2 s + \frac{1}{jG_3 + \frac{1}{L_4 s + \frac{1}{jG_5 + \frac{1}{L_6 s + \frac{1}{jG_7 + \frac{1}{L_8 s + \frac{1}{jG_{2n-1} + \frac{1}{L_{2n} s}}}}}}}}}}$$  \hspace{1cm} (3.62)$$

The network realization for $X(s)$ in (3.62) is shown in Figure 3.15.

To illustrate the synthesis of complex reactance functions using the (division-inversion) process, consider the following examples.

**Example 3.5** Consider a complex reactance $X(s)$ as in Example 3.3.

The $S$-fraction expansion of $X(s) = \frac{qReP(s)}{qImP(s)}$ is

$$X(s) = \frac{qReP(s)}{qImP(s)} = 0.2s + \frac{1}{j4.7619 + \frac{1}{0.0282s + \frac{1}{-j5.6362s + \frac{1}{j0.8945s + \frac{1}{j0.7337s + \frac{1}{j0.2252s + \frac{1}{j0.0333s}}}}}}}$$  \hspace{1cm} (3.63)$$
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$X(s)$ can be synthesised by using imaginary conductances and real inductors, connected as a ladder network. The corresponding network is shown in Figure 3.16.

\[
X(s) = \frac{qReP(s)}{qImP(s)}
\]

Figure 3.16: Realization of $X(s)$ in equation (3.63)

**Example 3.6** Consider a complex reactance $X(s)$ as in Example 3.4.

The S-fraction expansion of $X(s) = qImP(s)/qReP(s)$ is

\[
X(s) = \frac{qImP(s)}{qReP(s)} = \frac{1}{0.2s + \frac{1}{j4.7619 + \frac{0.0282 + j5.6362}{j0.7337 + j0.0933}}}
\]  

(3.61)

In this example, $X(s)$ can be synthesised by using imaginary resistances and real capacitors which connected as a ladder network. The corresponding network is shown in Figure 3.17.

\[
X(s) = \frac{qImP(s)}{qReP(s)} = \frac{1}{0.2s + \frac{1}{j4.7619 + \frac{0.0282 + j5.6362}{j0.7337 + j0.0933}}}
\]

Figure 3.17: Realization of $X(s)$ in equation (3.64)

Now the alternative ladder network of a complex reactance function in Example 3.5 can be obtained by writing the polynomials of $X(s)$ in (3.52), in ascending power of $s$ as in the following example:
Example 3.7

\[ X(s) = \frac{qRe\,P(s)}{qIm\,P(s)} = \frac{-13.125 - j17.875s + 0s^2 - j5s^3 + s_4}{j0.625 - 18.375s - j19.75s^2 + 5s^3} \]  

(3.65)

The \( S \)-fraction expansion of \( X(s) \) is given by

\[ X(s) = \frac{qRe\,P(s)}{qIm\,P(s)} = j21 + \frac{1}{0.0017s + \frac{1}{-j0.8256 + j2.4089s + j2.725s + j7.4248 + j3159}} \]

(3.66)

The corresponding network is shown in Figure 3.18.

![Figure 3.18: Realization of \( X(s) \) in equation (3.65) ]

Example 3.8 The alternative ladder network of the complex reactance function in Example 3.6 can be obtained by writing the polynomials of \( X(s) \) (3.54) in ascending power of \( s \) as follows:

\[ X(s) = \frac{qRe\,P(s)}{qIm\,P(s)} = \frac{j0.625 - 18.375s - j19.75s^2 + 5s^3}{-13.125 - j17.875s + 0s^2 - j5s^3 + s_4} \]  

(3.67)

\[ X(s) = \frac{qIm\,P(s)}{qRe\,P(s)} = j21 + \frac{1}{0.0017s + \frac{1}{-j0.8256 + j2.4089s + j2.725s + j7.4248 + j3159}} \]

(3.68)

We can synthesize the complex reactance \( X(s) \) by using imaginary conductances and real inductors connected as a ladder network. The corresponding network is shown in Figure 3.19.
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3.4 Relationship Between Complex Reactance and its Associated Complex Impedance Function

A complex polynomial $P(s)$ can be separated into its quasi parts as in (3.36) and (3.37) for $n$ even or as in (3.38) and (3.39) for $n$ odd. A complex reactance and a complex impedance functions are defined by equations (3.16) and (3.42). Also the alternant polynomial $Q(s)$ is defined in (2.2).

From (3.35) and (3.40), we can rewrite $Z(s)$ for $n$ even as

$$Z(s) = \frac{P(s)}{Q(s)} = \frac{qReP(s) + qImP(s)}{qImP(s)} \tag{3.69}$$

or

$$Z(s) = \frac{Q(s)}{P(s)} = \frac{qImP(s)}{qReP(s) + qImP(s)} \tag{3.70}$$

Also for $n$ odd we can write $Z(s)$ as

$$Z(s) = \frac{P(s)}{Q(s)} = \frac{qReP(s) + qImP(s)}{qReP(s)} \tag{3.71}$$

or

$$Z(s) = \frac{Q(s)}{P(s)} = \frac{qReP(s)}{qReP(s) + qImP(s)} \tag{3.72}$$

Next we discuss the case when the degree $n$ of a complex polynomial $P(s)$ is even and $Z(s) = P(s)/Q(s)$. The same analysis follows when $n$ is odd. From (3.71) we
have

\[ Z(s) = \frac{P(s)}{Q(s)} = \frac{qRe P(s) + qIm P(s)}{qIm P(s)} = \frac{qRe P(s)}{qIm P(s)} + 1 = X(s) + 1 \]  \hspace{1cm} (3.73)

We can write this relation in term of rational function as

\[ \frac{qRe P(s)}{qIm P(s)} = \frac{P(s)}{Q(s)} - 1 = \frac{P(s) - Q(s)}{Q(s)} \]  \hspace{1cm} (3.74)

It should be observed that if we know either \( Z(s) \) or \( X(s) \) then the other can be obtained, (see equations (3.17) and (3.45)). Also if we know the J-fraction of \( Z(s) \) or \( X(s) \) then the J-fraction of the second can be obtained (see equations (3.26) and (3.46)). See also Figures (3.2) and (3.7).
The relation between complex polynomials $P(s)$, $Q(s)$, $qRe P(s)$, and $qIm P(s)$ and complex functions $Z(s)$ and $X(s)$ and the corresponding networks is shown in Figure 3.20.

<table>
<thead>
<tr>
<th>$n$ is the degree of $P(s)$</th>
<th>Synthesis $Z(s)$ by 4 types of elements $R, jR, L, C$</th>
<th>Synthesis $X(s)$ by 2 types of elements $jR, L, C$</th>
<th>Synthesis $X(s)$ by 2 types of elements $jR, L$ or $jR, C$</th>
<th>Alternative synthesis $X(s)$ by 2 types of elements $jR, L$ or $jR, C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z(s)$ even</td>
<td><img src="" alt="Diagram for Z(s) even" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
</tr>
<tr>
<td>$Q(s)$</td>
<td><img src="" alt="Diagram for Q(s) even" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
</tr>
<tr>
<td>$P(s)$</td>
<td><img src="" alt="Diagram for P(s) even" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
</tr>
<tr>
<td>$X(s)$ even</td>
<td><img src="" alt="Diagram for X(s) even" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
</tr>
<tr>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td><img src="" alt="Diagram for X(s) 2 types" /></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.20: Relationships between $P(s)$, $Q(s)$, $qRe P(s)$, $qIm P(s)$, $Z(s)$, and $X(s)$, and the corresponding networks
Chapter 4

SYNTHESIS OF A COMPLEX REACTANCE FUNCTION $X(z)$ in the $z$-plane

4.1 Introduction

In Chapter 3 we illustrated how an analog complex reactance function $X(s)$ can be synthesised in the $s$-domain. In this chapter we shall illustrate the synthesis of a discrete complex reactance function $X(z)$ in the $z$-domain. $X(z)$ can be obtained directly from $X(s)$ by using certain transformation. Further, it can be obtained from any stable complex polynomial which has all the roots inside the unit circle in the $z$-plane. Discrete complex reactance function could be implemented or synthesized by an algebraic equation obtained directly from $X(z)$. The algebraic equation could be implemented by a computer program, a digital circuitry, or a programmable integrated circuit. Direct evaluation of the algebraic equation is one of the many possible ways of realizing a discrete complex reactance function. The purpose of this chapter is to illustrate the realization of a discrete complex reactance function
$X(z)$, e.g. algebraic realization, partial fraction expansion realization (parallel realization), cascade realization, J-fraction expansion realization, S-fraction expansion realization, ... etc. A discrete complex reactance function can be implemented by using delay elements, which are equivalent to inductors, capacitors or imaginary resistors \(\{jR\} \) (energy storage elements) in the s-domain, as illustrated in Chapter 3. In the present chapter, a mathematical transformation method known as bilinear transformation [25] is used to transfer $X(s)$ to a discrete complex reactance function $X(z)$ in the z-plane. The bilinear transformation is given by

$$z = \frac{s + 1}{s - 1} \quad (4.1)$$

Using this transformation, the left hand side of the s-plane in Figure 4.1.a, can be mapped into the unit circle in the z-plane as shown in Figure 4.1.b.

![Diagram](image)

Figure 4.1: (a) Left side of the s-plane. (b) The left side of the s-plane mapped into unit circle in the z-plane by a bilinear transformation.

A complex reactance function $X(s)$ in the continuous domain, given in equation (3.43) can be represented by

$$X(s) = \frac{P(s) - P^*(-s)}{P(s) + P^*(-s)} \quad (4.2)$$
where \( P(s) \) is a complex polynomial with all its roots in the left hand side of the s-plane, and \( P^*(-s) \) is the polynomial obtained from \( P(s) \) by replacing the coefficients by the respective complex conjugates, and \( s \) by \(-s\). The roots of \( P(s) \) and \( P^*(-s) \) are symmetric with respect to the imaginary axis as shown in Figure 4.2.a.

An analog complex reactance function \( X(s) \) in (4.2) can be transformed to a discrete complex reactance function \( X(z) \) using the bilinear transformation (4.1), as follows

\[
X(z) = \frac{P(z) - z^N P^*(z^{-1})}{P(z) + z^N P^*(z^{-1})}
\]  

where \( P(z) \) is a complex polynomial with all its roots inside the unit circle in the z-plane, and \( P^*(z^{-1}) \) denotes the polynomial obtained from \( P(z) \) by replacing each of its coefficient by its complex conjugate and \( z \) by \( z^{-1} \). The roots of \( P(z) \) are reciprocals of those of \( z^N P^*(z^{-1}) \). See Figure 4.2.b.

![Figure 4.2: (a) Roots of \( P(s) \) and \( P^*(-s) \) in the s-plane. (b) Roots of \( P(z) \) and \( z^N P^*(z^{-1}) \) in the z-plane.](image)

The poles and zeros of a complex reactance function \( X(s) \) in (4.2) alternate on the \( j\omega \)-axis in the s-plane, but they need not appear in conjugate pairs as shown in Figure 4.3.a. The poles and zeros of a discrete complex reactance function \( X(z) \) depicted in equation (4.3) alternate on the unit circle in the z-plane, however they need not appear in conjugate pairs, as shown in Figure 4.3.b.

Different methods of realizing a discrete complex reactance function \( X(z) \) are
Figure 4.3: (a) Pole-zero diagram of \( X(s) \) in the s-plane. (b) Pole-zero diagram of \( X(z) \) in the z-plane.

illustrated in the following sections. Classical methods for realizing a system function can be found in [26, 27, 28], and those for realizing complex functions, in [29].

## 4.2 Algebraic Realization of a Discrete Complex Reactance Function \( X(z) \)

A discrete complex reactance function \( X(z) \) can be characterized by the following rational function:

\[
X(z) = \frac{P(z) - z^N P^*(z^{-1})}{P(z) + z^N P^*(z^{-1})} = \frac{\sum_{k=0}^{N} (a_k + jb_k)z^{-k}}{\sum_{k=0}^{N} (c_k + jd_k)z^{-k}} = \frac{V(z)}{I(z)} \quad (4.4)
\]

The algebraic equation of \( X(z) \) is given as

\[
(c_0 + d_0)V(z) = -\sum_{k=1}^{N} (c_k + jd_k)z^{-k}V(z) + \sum_{k=0}^{N} (a_k + jb_k)z^{-k}I(z) \quad (4.5)
\]

A realization of a discrete complex reactance function \( X(z) \) using (4.5) as shown in Figure 4.4, will be called the algebraic realization. The delay blocks represent a form of storage and delay, '×' represents a multiplication, and '∑' represents a summing operation. The number of delay blocks is equal to \( 2N \). The delay blocks
(sample storage elements) are equivalent to the energy storage elements: inductors, capacitors or imaginary resistors in lumped circuit complex reactance function $X(s)$ as we illustrated in Chapter 3.

Figure 4.4: Algebraic realization of a discrete complex reactance function $X(z)$.

### 4.3 Intermediate Result Realization of a Discrete Complex Reactance Function $X(z)$

Another realization of Equation (4.4) can be obtained by breaking $X(z)$ into a product of two functions $X_1(z)$ and $X_2(z)$, where $X_1(z)$ contains only the denominator or the poles of $X(z)$ and $X_2(z)$ contains only the numerator or the zeros of $X(z)$ as shown below:

$$X(z) = X_1(z) \cdot X_2(z) = V(z)/I(z)$$

where

$$X_1(z) = \frac{1}{\sum_{k=0}^{N} (c_k + jd_k)z^{-k}} \quad X_2(z) = \sum_{k=0}^{N} (a_k + jb_k)z^{-k}$$

The intermediate result $W(z)$, is the output of $X_1(z)$ and the input of $X_2(z)$ as shown in Figure 4.5.
Figure 4.5: Decomposition of a discrete complex reactance function $X(z)$.

$X_1(z)$ and $X_2(z)$ in Equation (4.7) can be written in the form

$$X_1(z) = \frac{W(z)}{I(z)} = \frac{1}{\sum_{k=0}^{N} (c_k + jd_k)z^{-k}} \tag{4.8}$$

$$X_2(z) = \frac{V(z)}{W(z)} = \sum_{k=0}^{N} (a_k + jb_k)z^{-k} \tag{4.9}$$

The algebraic equations involving $X_1(z)$ and $X_2(z)$ are

$$(c_0 + d_0)W(z) = -\sum_{k=1}^{N} (c_k + jd_k)z^{-k}W(z) + I(z) \tag{4.10}$$

$$V(z) = -\sum_{k=0}^{N} (a_k + jb_k)z^{-k}W(z) \tag{4.11}$$

A realization of $X(z)$ using equations (4.10) and (4.11), shown in Figure 4.6, will be called the intermediate result realization.

For simplicity, the analysis of $X(z)$ can be started in (4.4) by making the coefficient $(c_0 + jd_0)$ equal to unity. Then, the two branches of delay elements in Figure 4.6 can be combined into one branch with the delay elements as shown in Figure 4.7. This will be called the intermediate result simple realization of a discrete complex reactance function $X(z)$. The number of delay blocks is equal to $N$, which is the order of the algebraic equation. It can be shown that $N$ is the minimum number of delay elements.
Figure 4.6: Intermediate result realization of a discrete complex reactance function $X(z)$.

Figure 4.7: Intermediate result simple realization of a discrete complex reactance function $X(z)$. 
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4.4 Cascade Realization of a Discrete Complex Reactance Function \( X(z) \)

In the cascade realization, a discrete complex reactance function \( X(z) \) is broken into a product of complex reactance functions \( X_1(z), X_2(z), \ldots, X_k(z) \), as follows

\[
X_1(z) \cdot X_2(z) \cdot X_3(z) \cdot \ldots \cdot X_k(z)
\]

and is shown in Figure 4.8

Figure 4.8: Cascade representation of a discrete complex reactance function \( X(z) \).

Each \( X_k(z) \) is a rational expression in \( z^{-1} \). \( X(z) \) could be broken up in many ways. However, the most common cascade realization requires each of the \( X_k(z) \)’s to be of the form:

\[
X_k(z) = \frac{(a_{0k} + jb_{0k}) + (a_{1k} + jb_{1k})z^{-1}}{(c_{0k} + jd_{0k}) + (c_{1k} + jd_{1k})z^{-1}}
\]  

(4.13)

By letting \( a_{1k}, b_{1k} \) equal to zero, \( X_k(z) \) will contain only poles. Letting \( c_{1k} \) and \( d_{1k} \) equal to zero, \( X_k(z) \) will contain only zeros. Each of the \( X_k(z) \) could then be realized by using either the algebraic realization as in Section 4.2 or the intermediate result simple realization as in Section 4.3. For simplicity, the coefficient \( (c_{0k} + jd_{0k}) \) could be made equal to unity. The general cascade realization using the algebraic realization is shown in Figure 4.9, and the intermediate simple realization is shown in Figure 4.10.
Figure 4.9: A cascade algebraic realization of a discrete complex reactance function $X(z)$.

Figure 4.10: A cascade intermediate result simple realization of a discrete complex reactance function $X(z)$. 
4.5 Partial Fraction Expansion (Parallel) Realization of a Discrete Complex Reactance Function $X(z)$

In the parallel realization, a discrete complex reactance function $X(z)$ can be written as a sum of complex reactance functions $X_1(z), X_2(z), X_3(z), \ldots, X_k(z)$ as follows:

$$X(z) = X_1(z) + X_2(z) + X_3(z) + \ldots + X_k(z) \quad (4.14)$$

This is shown in Figure 4.11.

---

![Parallel representation of a discrete complex reactance function $X(z)$](image_url)

Figure 4.11: Parallel representation of a discrete complex reactance function $X(z)$.

Each $X_k$ is a rational function in $z^{-1}$. $X(z)$ could be broken up in many ways; however, the most common parallel realization requires each of the $X_k$'s to take the same form as in (4.13). Note that $X_k(z)$ includes a special case. For example, by letting $a_{1k}, b_{1k}, c_{1k},$ and $d_{1k}$ equal zero, $X_k(z)$ contains neither poles nor zeros. And letting $c_{1k} + jd_{1k}$ equal to zero, $X_k(z)$ will contain only zeros; and letting $a_{1k}, b_{1k}$ equal to zero, $X_k(z)$ will contain only poles. Each of the $X_k(z)$ can then be realized using either the algebraic realization or the intermediate simple realization. The general parallel realization is shown in Figures 4.12 and 4.13.
Figure 4.12: A parallel algebraic realization of a discrete complex reactance function $X(z)$.

Figure 4.13: A parallel intermediate result simple realization of a discrete complex reactance function $X(z)$. 
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In the J-fraction expansion illustrated in Chapter 3, the realization of a discrete complex reactance function \( X(z) \), given by

\[
X(z) = \frac{(a_0 + jb_0)z^N + (a_1 + jb_1)z^{N-1} + (a_2 + jb_2)z^{N-2} + \ldots + (a_N + jb_N)z^0}{(c_0 + jd_0)z^N + (c_1 + jd_1)z^{N-1} + (c_2 + jd_2)z^{N-2} + \ldots + (c_N + jd_N)z^0}
\]

(4.15)

can be written as:

\[
X(s) = (d_0 + jb_0) + \frac{1}{(q_1 + jp_1)z + (d_1 + jb_1) + \frac{1}{(q_2 + jp_2)z + (d_2 + jb_2) + \frac{1}{(q_3 + jp_3)z + (d_3 + jb_3) + \ldots}}}
\]

(4.16)

\( X(z) \) in equation (4.16) can be realized through a series of synthesis cycles involving the extraction of the first and the zeroth order complex functions as follows

\[
X(z) = (d_0 + jb_0) + X_1(z)
\]

(4.17)

This yields a parallel continuation of \( d_0 + jb_0 \) with \( X_1(z) \). The complex function \( X_1(z) \) is now given by

\[
X_1(z) = \frac{1}{(q_1 + jp_1)z + (d_1 + jb_1) + X_2(z)} = \frac{z^{-1}}{(q_1 + JP_1)(d_1 + jb_1)z^{-1}} X_2(z)
\]

(4.18)

\[
X_1(z) = \frac{(q_1 + JP_1)^{-1}z^{-1}}{1 + (d_1 + jb_1)(q_1 + JP_1)^{-1}z^{-1}} X_2(z) = \frac{(Q_1 + Jp_1)z^{-1}}{1 + (d_1 + jb_1)(Q_1 + Jp_1)z^{-1}} X_2(z)
\]

(4.19)

Thus \( X_1(z) \) can be realized as a closed loop with a feed-forward term and a feedback term \( X_2(z) \). The feed-forward term itself can be realised as a closed loop with a feed-forward term \( ((q_1 + Jp_1)^{-1}z^{-1} \) and a feedback term \( (d_1 + jb_1) \). The feedback term \( X_2(z) \) has an expression given by

\[
X_2(z) = \frac{1}{(q_2 + Jp_2)z + (d_2 + jb_2) + X_3(z)}
\]

(4.20)
and

\[ X_3(z) = \frac{1}{(q_3 + jp_3)z + (d_3 + jh_3) + X_4(z)} \]  \hspace{1cm} (4.21)

Continuation of the realization of \(X_i\), \(i = 1, 2, 3, \ldots\) yields the realization shown in Figure 4.14

![Figure 4.14: J-fraction expansion realization of a discrete complex reactance function X(z).](image)

### 4.7 S-Fraction Expansion Realization of a Discrete Complex Reactance Function \(X(z)\)

In the S-fraction expansion realization, a discrete complex reactance function \(X(z)\) can be written as follows:

\[ X(s) = (\varepsilon_0 + jf_0) + \frac{1}{(g_1 + jh_1)z + \frac{1}{(r_2 + jf_2) + \frac{1}{(r_3 + jf_3) + \cdots}}} \]  \hspace{1cm} (4.22)

\(X(z)\) in (4.22) can be realised through a series of synthesis cycles involving the extraction of a constant, and the delay elements as follows

\[ X(z) = (\varepsilon_0 + jf_0) + X_1(z) \]  \hspace{1cm} (4.23)
which yield a parallel continuation of \( e_0 + jf_0 \) with \( X_1(z) \). The complex function \( X_1(z) \) is now given by

\[
X_1(z) = \frac{1}{(g_1 + jh_1)z + X_2(z)} = \frac{(g_1 + jh_1)^{-1}z^{-1}}{1 + (g_1 + jh_1)^{-1}z^{-1}X_2(z)} = \frac{(G_1 + jH_1)z^{-1}}{1 + (G_1 + jH_1)z^{-1}X_2(z)}
\]

(4.24)

which implies the removal of a closed loop with a feed-forward term \( z^{-1}(g_1 + jh_1)^{-1} \) and a feed-back term of \( X_2(z) \). This means the removal of a multiplier of value \((G_1 + jH_1)\) in series with a delay \( z^{-1} \). The discrete complex reactance \( X_2(z) \) is given by

\[
X_2(z) = \frac{1}{(e_2 + jf_2)z + X_3(z)} = \frac{(e_2 + jf_2)^{-1}z^{-1}}{1 + (e_2 + jf_2)^{-1}z^{-1}X_3(z)} = \frac{(E_2 + jF_2)z^{-1}}{1 + (E_2 + jF_2)z^{-1}X_3(z)}
\]

(4.25)

\( X_2(z) \) is realised as a closed loop having a feed-forward term of \((e_2 + jf_2)^{-1}z^{-1}\) and a feed-back term of \( X_3(z) \) which is given by

\[
X_3(z) = \frac{1}{(g_2 + jh_2)z + X_4(z)}
\]

(4.26)

Continuation of the realization of \( X_i \), \( i = 1, 2, 3, \ldots \) yields the realization shown in Figure 4.15.

![Figure 4.15: S-fraction expansion realization of a discrete complex reactance function \( X(z) \).](image)
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4.8 An Alternative S-Fraction Expansion Realization of a Discrete Complex Reactance Function \( X(z) \)

By arranging both the numerator and the denominator of a discrete complex reactance function \( X(z) \) in ascending powers of \( z \), we get:

\[
X(z) = \frac{(a_N + jb_N)z^0 + \cdots + (a_2 + jb_2)z^{N-2} + (a_1 + jb_1)z^{N-1} + (a_0 + jb_0)z^N}{(c_N + jd_N)z^0 + \cdots + (c_2 + jd_2)z^{N-2} + (c_1 + jd_1)z^{N-1} + (c_0 + jd_0)z^N}
\]  

(1.27)

The S-fraction expansion realization of \( X(z) \) can be written as follows:

\[
X(s) = (r_0 + ju_0) + \frac{1}{(k_1 + jl_1)z^{-1} + \frac{1}{(r_2 + ju_2) + \frac{1}{(k_1 + jl_1)z^{-1} + \cdots}}}
\]  

(1.28)

\( X(z) \) in (4.28) can be realised through a series of synthesis cycles involving the extraction of the first and the zeroth order complex functions as follows

\[
X(z) = (r_0 + ju_0) + X_1(z)
\]  

(4.29)

which yield a parallel continuation of \( r_0 + ju_0 \) with \( X_1(z) \). The complex function \( X_1(z) \) is now given by

\[
X_1(z) = \frac{1}{(k_1 + jl_1)z^{-1} + \frac{1}{X_2(z)}} = \frac{1}{(k_1 + jl_1)z^{-1} + X_2^{-1}(z)} = \frac{X_2(z)}{1 + (k_1 + jl_1)z^{-1}X_2(z)}
\]  

(4.30)

The term \( X_2(z) \) and \( (k_1 + jl_1)z^{-1} \) can be extracted from \( X_1(z) \) as a feed-forward and feed-back in the closed loop of \( X_1(z) \).

\[
X_2(z) = (r_2 + ju_2) + X_3(z)
\]  

(4.31)

Continuation of the realization of \( X_i \), \( i = 1, 2, 3, \ldots \) yields the realization shown in Figure 4.16.
The following example illustrates the synthesis of $X(z)$.

**Example 4.1** Consider the complex polynomial $P(s)$ of Example 2.1,

$$P(s) = s^3 + (5 - j5)s^3 + (0 - j19.75)s^2 + (-18.375 - j17.875)s - (13.125 - j0.625)$$

(4.32)

The roots of $P(s)$ are given by

$$\lambda_1 = -2 + j0.5, \quad \lambda_2 = -1.5 + j1, \quad \lambda_3 = -1 + j2, \quad \lambda_4 = -0.5 + j1.5 \quad (4.33)$$

which lie in the left half of the s-plane. The polynomial $P^*(-s)$ is given by

$$P^*(-s) = s^4 - (5 + j5)s^3 + (0 + j19.75)s^2 + (18.375 - j17.875)s - (13.125 + j0.625)$$

(4.34)

The roots of $P^*(-s)$ are seen to lie in the right half of the s-plane:

$$\lambda_1 = 2 + j0.5, \quad \lambda_2 = 1.5 + j1, \quad \lambda_3 = 1 + j2, \quad \lambda_4 = 0.5 + j1.5 \quad (4.35)$$

It should be observed that the roots of $P(s)$ and those of $P^*(-s)$ are symmetrically located with respect to the imaginary axis. The bilinear transformation given in (4.1) maps the complex polynomials $P(s)$ and $P^*(-s)$ onto the z-plane as follows

$$P(z) = \frac{[(25.5 - j42)z^4 + (-103.25 - j23.25)z^3 + (-72.75 + j43.25)z^2 + (-9.75 + 28.25)z + (1.25 + j3.75)](z - 1)^{-4}}{(z - 1)^{-4}}$$

(4.36)
The roots, which lie inside the unit circle in the z-plane, are given by

\[ \zeta_1 = -0.3333 + j0.6667 \quad \zeta_2 = -0.5 + j0.5 \quad (4.37) \]
\[ \zeta_3 = -0.3103 + j0.2759 \quad \zeta_4 = -0.351 + j10.81 \]

In the polar form, the roots are:

\[ \zeta_1 = 0.7454e^{j2.0344} \quad \zeta_2 = 0.7071e^{j2.3562} \]
\[ \zeta_3 = 0.4152e^{j2.415} \quad \zeta_4 = 0.3676e^{j2.8431} \quad (4.38) \]

The polynomial \( z^N P^*(-s) \) can be obtained from \( P^*(-s) \) using equation (4.1) or directly from \( P(z) \) in (4.36)

\[
 z^N P(z^{-1}) = \left[ (1.25 - j3.75)z^4 + (-9.75 - j28.25)z^3 + (-72.75 + j43.25)z^2 \\
+ (-103.25 + j23.25)z + (-25.5 + j1.2) \right](z - 1)^{-4} \quad (4.39)
\]

whose roots lie outside the unit circle in the z-plane, and are given by

\[ \eta_1 = -2.6 + j0.8 \quad \eta_2 = -1.8 + j1.6 \quad (4.40) \]
\[ \eta_3 = -1 + j \quad \eta_4 = -0.6 + j1.2 \]

In the polar form, the roots are:

\[ \eta_1 = 2.7203e^{j2.8431} \quad \eta_2 = 2.4083e^{j2.415} \]
\[ \eta_3 = 1.4141e^{j2.3562} \quad \eta_4 = 1.3416e^{j2.0344} \quad (4.41) \]

From equations (4.32), (4.34) and (4.2), a complex reactance \( X(s) \) in the s-plane can be written as

\[
 X(s) = \frac{P(s) - P^*(-s)}{P(s) + P^*(-s)} \quad (4.42)
\]

\[
 = \frac{5s^3 - j19.75s^2 - 18.375s - j0.625}{s^4 - j5s^3 + 0s^2 - j17.875s - 13.125}
\]

where the poles and zeros of \( X(s) \) alternate on the \( j\omega \)-axis i.e.,

**Zeros of \( X(s) \) are**

\[ z_1 = +j2.5 \quad z_2 = +j1.4147 \quad z_3 = +j0.0353 \]

**Poles of \( X(s) \) are**

\[ p_1 = +j4.1433 \quad p_2 = +j1.8499 \quad p_3 = +j0.9031 \quad (4.43) \]
\[ P_4 = -j1.8962 \]
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Also from equations (4.36), (4.39) and (4.3) a complex reactance \( X(z) \) in the z-plane can be written as

\[
X(z) = \frac{P'(z) + zNP(z^{-1})}{P(z) + zNP(z^{-1})}
\]

\[
= \frac{(-26.75 - j38.25)z^4 + (-93.5 + j5)z^3(0+j86.5)z^2 + (93.5 + j5)z + (26.75 - j38.75)}{(-24.25 - j45.75)z^4 + (-113 - j51.5)z^3 + (-145.5)z^2 + (-113 + j51.5)z + (-24.25 + j45.75)}
\]

(4.44)

where poles and zeros of \( X(z) \) alternate on the unit circle in the z-plane i.e.,

- **Zeros of \( X(z) \) are**
  - \( z_1 = 0.9975 + j0.0706 \)
  - \( z_2 = -0.3336 + j0.9427 \)
  - \( z_3 = -0.7241 + j0.6897 \)
  - \( z_4 = -1 \)

- **Poles of \( X(z) \) are**
  - \( p_1 = -0.5648 - j0.8252 \)
  - \( p_2 = -0.8899 + j0.4561 \)
  - \( p_3 = -0.5477 + j0.8367 \)
  - \( p_4 = 0.1016 + j0.9948 \)

(4.45)

In the polar form,

- **Zeros of \( X(z) \) are**
  - \( z_1 = 1e^{0.0707} \)
  - \( z_2 = 1e^{1.9109} \)
  - \( z_3 = 1e^{2.3806} \)
  - \( z_4 = 1e^{3.1416} \)

- **Poles of \( X(z) \) are**
  - \( p_1 = 1e^{-2.1710} \)
  - \( p_2 = 1e^{2.6679} \)
  - \( p_3 = 1e^{2.1504} \)
  - \( p_4 = 1e^{1.469} \)

(4.46)

\( X(z) \) can be broken into a product of complex reactance functions as follows

\[
X(z) = \left( \frac{(-0.2235 - j16.4632) - (0.9393 - j16.4378)z^{-1}}{(0.4015 - j13.4487) - (-11.3246 + j7.2645)z^{-1}} \right) \cdot \left( \frac{(0.7379 + j0.6415) - (-0.8509 + j0.4816)z^{-1}}{(0.6892 + j0.6122) - (5.7767 + j12.1511)z^{-1}} \right)
\]

\[
\left( \frac{(0.4433 - j0.0341) - (-0.2975 + j0.3304)z^{-1}}{(0.8023 - j0.6978) - (0.1444 + j10.0353)z^{-1}} \right) \cdot \left( \frac{(2.1450 - j6.1580) - (-2.1450 + j6.1580)z^{-1}}{(3.3920 - j1.9770) - (2.3113 + j3.1735)z^{-1}} \right)
\]

(4.47)

We can now use algebraic or intermediate simple realization methods to get a cascade realization as in Figures 4.9 and 4.10.

Also the complex reactance in (4.44) can be synthesized using the J-fraction as in (4.16) or the S-fraction as in (4.22). Another alternative synthesis of \( X(z) \)
can be obtained by rearranging both the denominator and the numerator of $X(z)$ in ascending powers of $z$ as follows:

$$X(z) = \frac{(26.75-j38.25)z^0 + (93.5+j5)z^1(0+j86.5)z^2 + (-93.5+j5)z^3 + (-26.75-j38.75)z^4}{(-24.25+j45.75)z^0 + (-113+j51.5)z^1 + (-145.5)z^2 + (-113-j51.5)z^3 + (-24.25-j45.75)z^4}$$

(4.48)

and the S-fraction of (4.48) will take the form as in (4.28). Further, if we rewrite $X(z)$ in (4.44) in decreasing powers of $z^{-1}$, we get

$$X(z) = \frac{(-26.75-j38.25)z^0 + (-93.5+j5)z^{-1}(0+j86.5)z^{-2} + (93.5+j5)z^{-3} + (26.75-j38.25)z^{-4}}{(-24.25-j45.75)z^0 + (-113-j51.5)z^{-1} + (-145.5)z^{-2} + (-113+j51.5)z^{-3} + (-24.25+j45.75)z^{-4}}$$

(4.49)

We can now use the algebraic realization method as in (4.5) or the intermediate realization method as in (4.7) to synthesise $X(z)$. In both methods, the number of delay elements is $2N$. For simplicity, if we divide both the denominator and the numerator of $X(z)$ in (4.49) by the constant term of the denominator, this will reduce the number of delay elements to $N$

$$X(z) = \frac{(0.8946-j0.1105)z^5 + (0.7604-j1.6407)z^{-1}(-1.4700+j0.7824)z^{-2} + (0.3310+j1.5502)z^{-3} + (0.4107+j0.8024)z^{-4}}{(1z^0 + (1.9008-j1.4624)z^{-1} + (1.3106-j2.4828)z^{-2} + (0.1433-j2.3940)z^{-3} + (0.5613-j0.8276)z^{-4}}$$

(4.50)

The synthesis of $X(z)$ in 4.50 is called intermediate result simple realization, shown in Figure 4.7.
Chapter 5

SYNTHESIS OF COMPLEX
REACTANCE TWO-PORT
NETWORKS in s-plane

5.1 Introduction

In electronics and communication, two-port networks are the most commonly used circuits. This chapter is an extension to Chapter 3 and addresses the complex reactance of a two-port networks in the s-plane. An open circuit impedance parameters matrix of a two-port network is obtained from any stable complex polynomial $P(s)$. J-fraction expansion, S-fraction expansion, and partial fraction expansion [19, 21, 30, 32] are used to synthesise any complex impedance matrix of two-port network by $R, jR, L$, and $C$ elements; and any complex reactance matrix $[X(s)]$ by $jR, L$, and $C'$ elements, and $jR, L$ or $jR, C$ elements. In this chapter, realizability conditions for complex impedance and complex reactance two-port parameters are given.
5.2 Realizability Conditions for Impedance or Reactance Two-Port Parameters

Consider a linear passive \((R, jR, L, C)\) two-port circuit shown in Figure 5.1.

![Two-port Network Diagram](image)

Figure 5.1: Two-port linear circuit with the notations used in the analysis.

From Figure 5.1, the V-I relationship is given by

\[
[V(s)] = [Z(s)] [I(s)]
\]  
(5.1)

where \([Z(s)]\) is the open circuit impedance matrix

\[
[Z(s)] = \begin{bmatrix}
z_{11} & z_{12} \\
z_{12} & z_{22}
\end{bmatrix}
\]  
(5.2)

The necessary conditions for an open circuit impedance matrix \([Z(s)]\) of any complex impedance two port network are

- All elements \(z_{11}(s), z_{12}(s)\) and \(z_{22}(s)\) of \([Z(s)]\) must be complex rational function of \(s\), with \(z_{12} = z_{21}\).

- All elements \(z_{11}(s)\) and \(z_{22}(s)\) of \([Z(s)]\) must have a \(J\)-fraction expansion with its stated properties (see Theorem 2.1).
• Each element $z_{11}(s)$, $z_{12}(s)$ and $z_{22}(s)$ of $[Z(s)]$ must have a partial-fraction expansion with real residues $k_{11}(s)$, $k_{12}(s)$ and $k_{22}(s)$ respectively and at each pole it should satisfy the residue conditions, i.e.

$$k_{11} \geq 0 \quad k_{22} \geq 0 \quad k_{11} k_{22} - k_{12}^2 \geq 0 \quad (5.3)$$

• The zeros of $z_{12}(s)$ can be anywhere in the s-plane but the poles must also be present in $z_{11}(s)$ or $z_{22}(s)$ or both. In the reverse situation, a pole for either or both of $z_{11}(s)$ and $z_{22}(s)$ but not for $z_{12}(s)$ is possible.

5.3 Construction and Synthesis of a Complex Impedance Matrix of Two-Port Networks by $(R, jR, L, C)$

5.3.1 Using J-fraction expansion

Consider a polynomial $P(s)$ of degree $n$ with complex coefficients whose roots are all in the left-half of the s-plane as in Equation (2.1). The alternant of $P(s)$ is $Q(s)$ as in Equation (2.2). Since $z_{11}(s)$ and $z_{22}(s)$ are driving point impedances of the two-port network, then

$$z_{11}(s) = \frac{P(s)}{Q(s)} \quad (5.4)$$

and

$$z_{22}(s) = \frac{P_1(s)}{Q(s)} \quad (5.5)$$

Now we shall show that the the polynomial $P_1(s)$ in equation (5.5), depends on the polynomial $P(s)$. Using equation (5.4), a rational function complex impedance $z_{11}(s)$ can be written as

$$Z_{11}(s) = \frac{P(s)}{Q(s)} = \frac{s^n + (a_1 + jb_1)s^{n-1} + (a_2 + jb_2)s^{n-2} + \ldots + (a_n + jb_n)}{a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + jb_4s^{n-4} + a_5s^{n-5} + \ldots} \quad (5.6)$$
then the J-fraction expansion of \( z_{11}(s) \) in (5.6) becomes

\[
Z_{11}(s) = L_{11}s + 1 + jR_{11} + \frac{1}{C_2s + jG_2 + \frac{1}{L_3s + jR_3 + \frac{1}{C_4s + jG_4 + \frac{1}{L_5s + jR_5 + \frac{1}{C_6s + jG_6 + \frac{1}{L_7s + jR_7 + \frac{1}{C_8s + jG_8 + \frac{1}{L_9s + jR_9 + \frac{1}{C_{10}s + jG_{10}}}}}}}}}}
\]  

(5.7)

Now, if the arrangement of the last \((n - 1)\) terms in the J-fraction (5.7) are reversed and the value of \( L_{11} \) changed to another value \( L_{22} \) (arbitrary), applying the same for \( R_{11} \), then the right side of equation (5.7) can be written as

\[
L_{22}s + 1 + jR_{22} + \frac{1}{C_n s + jG_n + \frac{1}{L_{n-1}s + jR_{n-1} + \frac{1}{L_{n-2}s + jR_{n-2} + \frac{1}{L_{n-3}s + jR_{n-3} + \frac{1}{C_2s + jG_2}}}}}} = \frac{P_1(s)}{Q(s)}
\]  

(5.8)

where \( P_1(s)/Q(s) \) is a rational function obtained from the J-fraction in (5.8) and it represents the driving point impedance \( z_{22}(s) \) given by

\[
Z_{22} = L_{22}s + 1 + jR_{22} + \frac{1}{C_n s + jG_n + \frac{1}{L_{n-1}s + jR_{n-1} + \frac{1}{L_{n-2}s + jR_{n-2} + \frac{1}{L_{n-3}s + jR_{n-3} + \frac{1}{C_2s + jG_2}}}}}} = \frac{P_1(s)}{Q(s)}
\]  

(5.9)

At this point, we have defined and found two elements \( z_{11}(s) \) and \( z_{22}(s) \) in the open circuit impedance parameters matrix \([Z(s)]\) of a complex impedance two-port network. The only element left now in the matrix \([Z(s)]\) is \( z_{12}(s) \) which can be defined as

\[
z_{12}(s) = \frac{N(s)}{Q(s)}
\]  

(5.10)

and the polynomial \( N(s) \) is equal to the multiplication of the inverse of the admittance terms in the J-fraction expansion (5.7) or (5.9). These terms are the shunt elements in the ladder two-port network, therefore \( N(s) \) is given by

\[
N(s) = (C_2s + jG_2)^{-1}(C_4s + jG_4)^{-1}(C_6s + jG_6)^{-1} \ldots (C_{n-1}s + jG_{n-1})^{-1}(C_n s + jG_n)^{-1}
\]  

(5.11)

and \( z_{12}(s) \) in (5.10) becomes

\[
Z_{12}(s) = \frac{(C_2s + jG_2)^{-1}(C_4s + jG_4)^{-1}(C_6s + jG_6)^{-1} \ldots (C_{n-1}s + jG_{n-1})^{-1}(C_n s + jG_n)^{-1}}{a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + jb_4s^{n-4} + a_5s^{n-5} + \ldots}
\]  

(5.12)
After the derivation of \( z_{11}(s) \), \( z_{12}(s) \), and \( z_{22}(s) \), the open circuit impedance parameters of the two-port complex impedance network in (5.2) can be put in this form

\[
[Z(s)] = \begin{bmatrix}
    z_{11} & z_{12} \\
    z_{12} & z_{22}
\end{bmatrix} = \begin{bmatrix}
    \frac{P(s)}{Q(s)} & \frac{N(s)}{Q(s)} \\
    \frac{N(s)}{Q(s)} & \frac{P_1(s)}{Q(s)}
\end{bmatrix}
\] \tag{5.13}

\[
[Z(s)] = \begin{bmatrix}
    L_{11}s + 1 + jR_{11} + \frac{1}{\frac{1}{c_{12}+j\omega_2} + \frac{1}{c_{n}+jG_n}} & N(s) \frac{1}{Q(s)} \\
    \frac{N(s)}{Q(s)} & L_{22}s + 1 + jR_{22} + \frac{1}{c_{n}+jG_n + \frac{1}{\frac{1}{c_{n}+jG_n}}}
\end{bmatrix}
\] \tag{5.14}

The two-port network realization of the impedance matrix \([Z(s)]\) which is synthesized by J-fraction expansion is shown in Figure 5.2.

![Figure 5.2: Two port realization of Z(s) using J-Fraction expansion.](image)

### 5.3.2 Using Partial Fraction Expansion

From a given complex \( P(s) \) and its alternant \( Q(s) \), the open circuit impedance parameters \( z_{11}, z_{12} \) and \( z_{22} \) of the matrix \([Z(s)]\) are constructed as in (5.14). Once the matrix \([Z(s)]\) is constructed with each element being a rational function as in equation (5.13), meeting the realizability conditions described in Section 5.2, then we can always design an impedance two-port network using a partial-fraction expansion.

Since \( z_{11}(s) \) and \( z_{22}(s) \) are driving-point impedances measured at the input and the output ports, respectively, they can be expanded into partial fractions as

\[
z_{11}(s) = R_{11} + jR_{11} + L_{11}s + \sum_{k=1}^{n} \frac{A_{11k}}{s + js_k}
\] \tag{5.15}
\[ z_{22}(s) = R_{22} + jR_{22} + L_{22}s + \sum_{k=1}^{n} \frac{A_{12k}}{s + j\delta_k} \quad (5.16) \]

and the transfer impedance \( z_{12}(s) \) can be expanded as

\[ z_{12}(s) = \sum_{k=1}^{n} \frac{A_{12k}}{s + j\delta_k} \quad (5.17) \]

where all residues are real positive, satisfying equation (5.3). We start by collecting those terms which correspond to the poles of \( z_{11}(s) \) and are not the poles of \( z_{12}(s) \) into an impedance \( Z_a(s) \), and similarly for \( z_{22}(s) \) as shown in Figure 5.3.

![Figure 5.3](image)

Figure 5.3: The realization of the poles of \( z_{11} \) and \( z_{22} \) that are not in \( z_{12} \).

Hence, we write

\[ z_{11}(s) = Z_a(s) + \sum_{k=1}^{n} \frac{A_{11k}}{s + j\delta_k} = Z_a(s) + z_{11\text{new}} \quad (5.18) \]

\[ z_{22}(s) = Z_b(s) + \sum_{k=1}^{n} \frac{A_{22k}}{s + j\delta_k} = Z_b(s) + z_{22\text{new}} \quad (5.19) \]

Clearly, \( Z_a(s) \) and \( Z_b(s) \) are realizable complex impedance functions.

The subtraction of \( Z_a(s) \) from the driving point complex impedance \( z_{11}(s) \), as shown in Figure 5.3 and in equation (5.18), produces a driving point complex impedance \( z_{11\text{new}} \). Similarly, subtraction of \( Z_b(s) \) from the driving point complex impedance \( z_{22}(s) \) produces a driving point complex impedance \( z_{22\text{new}} \).

It is clear that the series complex impedances \( Z_a(s) \) and \( Z_b(s) \) contribute only to \( z_{11}(s) \) and \( z_{22}(s) \), respectively, which contain poles of the impedances \( z_{11} \) and \( z_{22} \).
that are not in \( z_{12}(s) \). Now the rest of the new network as shown in Figure 5.3 can be realized by \( z_{12} \) as in (5.17), and \( z_{11\text{new}}(s) \) and \( z_{22\text{new}}(s) \) as in (5.18) and (5.19) respectively which have common poles in all the four elements of \( Z_{\text{new}}(s) \) as,

\[
[Z_{\text{new}}(s)] = \begin{bmatrix}
z_{11\text{new}} & z_{12\text{new}} 
z_{12\text{new}} & z_{22\text{new}}
\end{bmatrix} = \begin{bmatrix}
\sum_{k=1}^{n} \frac{A_{11k}}{s+j\delta_k} & \sum_{k=1}^{n} \frac{A_{12k}}{s+j\delta_k} \\
\sum_{k=1}^{n} \frac{A_{12k}}{s+j\delta_k} & \sum_{k=1}^{n} \frac{A_{22k}}{s+j\delta_k}
\end{bmatrix}
\]  

(5.20)

\[
[Z_{\text{new}}(s)] = \sum_{k=1}^{n} [Z_k(s)]
\]  

(5.21)

Equation (5.21) is the synthesis of the \([Z_{\text{new}}(s)]\) as a sum of simple terms. The network of \( Z_{\text{new}}(s) \) can be realized as in Figure 5.4 where each elementary two-port network corresponds to an elementary impedance matrix on the right-hand side of (5.21). A dual synthesis, which results in a different realization for the two-port, can be carried out from \( Y(s) \).

![Figure 5.4: The realization of \( z_{\text{new}} \).](image)

From the partial fraction expansions (5.15), (5.16) and (5.17), the open circuit impedance matrix \([Z(s)]\) in (5.13) can be written as

\[
[Z(s)] = \begin{bmatrix}
R_{11} + jR_{11} + L_{11}s + \sum_{k=1}^{n} \frac{A_{11k}}{s+j\delta_k} & \sum_{k=1}^{n} \frac{A_{12k}}{s+j\delta_k} \\
\sum_{k=1}^{n} \frac{A_{12k}}{s+j\delta_k} & R_{22} + jR_{22} + L_{22}s + \sum_{k=1}^{n} \frac{A_{22k}}{s+j\delta_k}
\end{bmatrix}
\]  

(5.22)
The realizable network for the partial fraction expansion of the complex impedance matrix elements of the two-port in (5.22) is shown in Figure 5.5.

![Figure 5.5: Two-port realization of $Z(s)$ using partial fraction expansion.](image)

When the parallel branches $(jR_{111} - C'_{111}) \ldots (jR_{11k} - C'_{11k})$ are moved into the series input branch, the circuit of Figure 5.6 results.

![Figure 5.6: Final two-port realization of $Z(s)$ using partial fraction expansion.](image)
5.4 Construction and Synthesis of a Complex Reactance Matrix of Two-Port Networks by $(jR, L, C)$

5.4.1 Using J-fraction expansion

Any complex polynomial $P(s)$ can be separated into its quasi-real and quasi-imaginary parts, respectively as given in Chapter 3 by

$$P(s) = qRe11.P(s) + qIm11.P(s). \quad (5.23)$$

If the degree of $P(s)$ is even, then

$$qRe11P(S) = s^n + jb_1s^{n-1} + a_2s^{n-2} + jb_2s^{n-3} + ... + jb_{n-1}s + a_n \quad (5.24)$$

$$qIm11P(S) = a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + ... + a_{n-1}s + jb_n \quad (5.25)$$

From these two polynomials, one may define the driving point reactance $x_{11}(s)$ and $x_{22}(s)$ of the two-port as

$$x_{11}(s) = \frac{qRe11P(s)}{qIm11P(s)} \quad (5.26)$$

$$x_{22}(s) = \frac{qRe22P(s)}{qIm11P(s)} \quad (5.27)$$

The value of $qRe22P(s)$ is a function of $qRe11P(s)$ as we shall see next. The poles and zeros of $x_{11}(s)$ alternate on the $j\omega$-axis, but they do not need to appear in conjugate pairs, the same is true for $x_{22}(s)$. 
The matrix form of the open circuit reactance parameters of the two-port complex reactance \( [X(s)] \) is given as

\[
[X(s)] = \begin{bmatrix}
x_{11} & x_{12} \\
x_{12} & x_{22}
\end{bmatrix}
\]  \hspace{1cm} (5.28)

The rational function \( x_{11}(s) \) in (5.28) is given by

\[
x_{11}(s) = \frac{qRe11P(s)}{qIm11P(s)} = \frac{s_n + j b_n(s_{n-1} + a_2 s_{n-2} + j b_3 s_{n-3} + \ldots + j b_{n-1} s + a_n)}{a_1 s_{n-1} + j b_2 s_{n-2} + a_3 s_{n-3} + j b_4 s_{n-4} + \ldots + a_{n-1} s + j b_n}
\]  \hspace{1cm} (5.29)

applying a J-fraction expansion, on \( x_{11}(s) \) we get

\[
x_{11}(s) = L_{11} s + j R_{11} + \frac{1}{C_2 s + j G_2 + \frac{1}{C_3 s + j R_3 + \frac{1}{C_4 s + j G_4 + \frac{1}{\ldots + C_n s + j G_n + \frac{1}{\ldots}}}}}
\]  \hspace{1cm} (5.30)

Now if the arrangement of the last \((n-1)\) terms in the J-fraction expansion (5.30) is reversed and the value of \( L_{11} \) changed to another value \( L_{22} \), (which may or may not equal), applying the similarly for \( R_{11} \), then the right side of (5.30) can be written as

\[
L_{22} s + j R_{22} + \frac{1}{C_n s + j G_n + \frac{1}{L_{n-1}s + j R_{n-1} + \frac{1}{C_{n-2} s + j G_{n-2} + \frac{1}{\ldots}}}} = \frac{qRe22P(s)}{qIm22P(s)}
\]  \hspace{1cm} (5.31)

where \( \frac{qRe22P(s)}{qIm22P(s)} \) is a rational function obtained from the J-fraction in (5.31) and it represents the driving point reactance \( x_{22}(s) \) which is given as

\[
x_{22} = L_{22} s + R_{22} + \frac{1}{C_n s + G_n + \frac{1}{L_{n-1}s + R_{n-1} + \frac{1}{C_{n-2} s + G_{n-2} + \frac{1}{\ldots}}}} = \frac{qRe22P(s)}{qIm11(s)}
\]  \hspace{1cm} (5.32)

\( x_{12}(s) \) now is the only element left in the matrix \( [X(s)] \), which can be defined as

\[
x_{12}(s) = \frac{N(s)}{qIm11(s)}
\]  \hspace{1cm} (5.33)

where the polynomial \( N(s) \) is equal to the inverse multiplication of the admittance terms in the J-fraction expansions (5.32) or (5.30) which are the shunt elements in the ladder two-port network. Now the \( x_{12}(s) \) in (5.33) becomes

\[
x_{12}(s) = \frac{(C_2 s + j G_2)^{-1} (C_4 s + j G_4)^{-1} (C_6 s + j G_6)^{-1} \ldots (C_{n-1}s + j G_{n-1})^{-1}(C_n s + j G_n)^{-1}}{a_1 s^{n-1} + j b_2 s^{n-2} + a_3 s^{n-3} + j b_4 s^{n-4} + a_5 s^{n-5} + \ldots}
\]  \hspace{1cm} (5.34)
The open circuit reactance parameters of the two-port complex reactance network in (5.28) can be written in the following form

\[
[X(s)] = \begin{bmatrix}
X_{11} & X_{12} \\
X_{12} & X_{22}
\end{bmatrix} = \begin{bmatrix}
\frac{qRe_{11}P(s)}{qIm_{11}P(s)} & \frac{N(s)}{qIm_{11}P(s)} \\
\frac{N(s)}{qIm_{11}P(s)} & \frac{qRe_{22}P(s)}{qIm_{11}P(s)}
\end{bmatrix}
\] (5.35)

\[
[X(s)] = \begin{bmatrix}
L_{11}s + R_{11} + \frac{1}{G_{22} + G_2 + \frac{1}{C_n}} & \frac{N(s)}{Q(s)} \\
\frac{N(s)}{Q(s)} & L_{22}s + 1 + R_{22} + \frac{1}{C_n + G_n + \frac{1}{C_2 + C_2}}
\end{bmatrix}
\] (5.36)

The two-port network realization of a reactance matrix \([X(s)]\) which is synthesized by a J-fraction expansion is shown in Figure 5.7

![Figure 5.7: Two port realization of \(X(s)\) using J-Fraction expansion.](image)

### 5.4.2 Using partial fraction expansion

From the quasi-real and the quasi-imaginary parts of a given complex polynomial, the open circuit reactance parameters of \([X(s)]\) can be constructed from (5.36) to be in the form of rational functions as in (5.35). Once the matrix \([X(s)]\) is constructed satisfying the realizability conditions, then we can design a complex reactance two-port using partial-fraction expansion.

Since \(x_{11}(s)\) and \(x_{22}(s)\) are driving-point impedances measured at the input and the output ports, respectively, then we can expand them into partial fraction...
as

\[ x_{11}(s) = jR_{11} + L_{11}s + \sum_{k=1}^{n} \frac{A_{11k}}{s + js_k} \]  \hspace{1cm} (5.37)

\[ x_{22}(s) = jR_{22} + L_{22}s + \sum_{k=1}^{n} \frac{A_{22k}}{s + js_k} \]  \hspace{1cm} (5.38)

and the transfer reactance \( x_{12}(s) \) can be expanded as

\[ x_{12}(s) = \sum_{k=1}^{n} \frac{A_{12k}}{s + js_k}, \]  \hspace{1cm} (5.39)

where all residues are real, positive, satisfying (5.3). We start by collecting those terms which correspond to the poles of \( x_{11}(s) \) and are not the poles of \( x_{12}(s) \) into a reactance \( X_a(s) \), and similarly for \( x_{22}(s) \). This is shown in Figure 5.8.

![Figure 5.8: The realization of the poles of \( x_{11} \) and \( x_{22} \) and are not in \( x_{12} \).](image)

Hence we can write \( x_{11}(s) \) and \( x_{22}(s) \) as

\[ x_{11}(s) = X_a(s) + \sum_{k=1}^{n} \frac{A_{11k}}{s + js_k} = X_a(s) + x_{11_{\text{new}}} \]  \hspace{1cm} (5.40)

\[ x_{22}(s) = X_b(s) + \sum_{k=1}^{n} \frac{A_{22k}}{s + js_k} = X_b(s) + x_{22_{\text{new}}} \]  \hspace{1cm} (5.41)

Clearly, \( X_a(s) \) and \( X_b(s) \) are realizable reactance functions.

The subtraction of \( X_a(s) \) from the driving point reactance \( x_{11}(s) \) as shown in Figure 5.8 and Equation (5.40) produces a driving point reactance \( x_{11_{\text{new}}} \). Similarly subtraction of \( X_b(s) \) from the driving point reactance \( x_{22}(s) \) produces a driving point reactance \( x_{22_{\text{new}}} \).
It is clear that the series reactances \( X_a(s) \) and \( X_b(s) \) contribute only to \( x_{11}(s) \) and \( x_{22}(s) \), respectively, which contain poles of these reactances \( x_{ii} \), \( i = 1, 2 \), which are not in \( x_{12}(s) \). Now the rest of the new network as shown in Figure 5.8 can be realized by (5.39), and \( x_{11\ new}(s) \) and \( x_{22\ new}(s) \) in (5.40) and 5.41 respectively which have common poles in all the four elements of \( X_{\text{new}} \) as, 

\[
[X_{\text{new}}(s)] = \begin{bmatrix}
 x_{11\ new} & x_{12\ new} \\
 x_{12\ new} & x_{22\ new}
\end{bmatrix} = \begin{bmatrix}
 \sum_{k=1}^{n} \frac{A_{11k}}{s+j\omega_k} & \sum_{k=1}^{n} \frac{A_{12k}}{s+j\omega_k} \\
 \sum_{k=1}^{n} \frac{A_{12k}}{s+j\omega_k} & \sum_{k=1}^{n} \frac{A_{22k}}{s+j\omega_k}
\end{bmatrix}
\]  

(5.42)

\[
[X_{\text{new}}(s)] = \sum_{k=1}^{n} [X_k(s)]
\]  

(5.43)

Equation (5.43) is the synthesis of the \( X_{\text{new}}(s) \) by expanding it as a sum of simple terms. The network of \( X_{\text{new},(s)} \) can be realized as in Figure 5.9, where each elementary two-port network corresponds to an elementary reactance matrix on the right-hand side of (5.42).

![Figure 5.9: The realization of \( x_{\text{new}} \).](image)

From the partial fraction expansions (5.37), (5.38) and (5.39), the open circuit reactance \( [X(s)] \) in (5.34) can be written as

\[
[X(s)] = \begin{bmatrix}
 jR_{11} + L_{11}s + \sum_{k=1}^{n} \frac{A_{11k}}{s+j\omega_k} & \sum_{k=1}^{n} \frac{A_{12k}}{s+j\omega_k} \\
 \sum_{k=1}^{n} \frac{A_{12k}}{s+j\omega_k} & jR_{22} + L_{22}s + \sum_{k=1}^{n} \frac{A_{22k}}{s+j\omega_k}
\end{bmatrix}
\]  

(5.44)
The realizable network for the partial fraction expansion of the complex reactance matrix elements of the two-port in 5.44 is shown in Figure 5.10.

![Figure 5.10: Two-port realization of $X(s)$ using partial fraction expansion.](image)

When the parallel branches $(jR_{111} - C'_{111}), \ldots, (jR_{1k} - C'_{1k})$ are moved into the series input branch, the circuit of Figure 5.11 results.

![Figure 5.11: Final two-port realization of $X(s)$ using partial fraction expansion.](image)
5.5 Construction and Synthesis of a Complex Reactance Matrix of Two-Port Networks by $(jR, L \text{ or } jR, C)$

In Section 5.4, a complex reactance matrix of a two-port network was synthesized by three kinds of elements $(jR, L, C)$ using a J-fraction expansion. In this section we shall use the S-fraction expansion to synthesize a complex reactance matrix $[X(s)]$ by two kinds of element $(jR, L \text{ or } jR, C)$. The S-fraction of the driving point reactance $x_{11}(s)$ in (5.26) is given by

$$x_{11}(s) = \frac{qRc_{11}P(s)}{qIm_{11}P(s)} = L_{11}s + \frac{1}{jG_2 + \frac{1}{L_{3}s + \frac{1}{jG_4 + \frac{1}{jG_6}}}}$$  \hspace{1cm} (5.45)

The driving point reactance $x_{22}(s)$ can be found by the same procedure as used in Section 5.4 except that in this expansion only one element $L_{11}$ is changed to $L_{22}$.

$$x_{22} = L_{22}s + \frac{1}{jG_n + \frac{1}{L_{n-1}s + \frac{1}{jG_4 + \frac{1}{jG_6}}}} = \frac{qRe_{22}P(s)}{qIm_{11}(s)}$$ \hspace{1cm} (5.46)

where $qRe_{22}P(s)/qIm_{11}P(s)$ is a rational function obtained from the S-fraction in (5.46).

The only element left now in the matrix $[X(s)]$ is $x_{12}(s)$, where the numerator is equal to the multiplication of the inverse of the admittance terms in the S-fraction in (5.46) or (5.45) which are the shunt elements in the ladder two-port network see Figure 5.12.

$$x_{12}(s) = \frac{N(s)}{qIm_{11}P(s)} = \frac{(jG_2)^{-1}(jG_4)^{-1}(jG_6)^{-1}(jG_8)^{-1} \ldots (jG_{n-1})^{-1}(jG_n)^{-1}}{a_1s^{-1} + jb_2s^{-2} + a_3s^{-3} + jb_4s^{-4} + a_5s^{-5} + \ldots}$$ \hspace{1cm} (5.47)
The open circuit reactance parameters of the two-port complex reactance network in (5.28) can be written as

\[
[X(s)] = \begin{bmatrix}
L_{11}s + \frac{1}{jG_2 + \frac{1}{L_3 s + \frac{1}{L_{n-1}s + \frac{N(s)}{qImllP(s)}}}} & \frac{N(s)}{qImllP(s)} \\
\frac{N(s)}{qImllP(s)} & L_{22}s + \frac{1}{jG_n + \frac{1}{L_{n-1}s + \frac{1}{L_{n-2}s + \frac{1}{\cdots + \frac{1}{L_2 s + \frac{1}{L_1 s + \frac{1}{jG_1}}}}}}}
\end{bmatrix}
\]

(5.48)

The two-port network realization of the reactance matrix \([X(s)]\) of 5.48, which is synthesized by the S-fraction expansion, is shown in Figure 5.12.

Figure 5.12: Twos port realization of \(X(s)\) using S-Fraction expansion.

### 5.6 An Alternative Synthesis of Complex Reactance Matrix of Two-Port Networks by \((jR, L \text{ or } jR, C)\).

One can find an alternative realization of a complex reactance matrix \([X(s)]\), by arranging both the numerator and the denominator of the driving point impedance \(x_{11}(s)\) in ascending powers of \(s\) as follows:

\[
x_{11}(s) = \frac{qRe1P(s)}{qImllP(s)} = \frac{jb_n + a_{n-1}s + \ldots + a_3s^{n-3} + jb_2s^{n-2} + \ldots + a_1s^{n-1}}{a_n + jb_{n-1} + \ldots + jb_3s^{n-3} + a_2s^{n-2} + \ldots + jb_1s^{n-1} + s^n}
\]

(5.49)

The S-fraction of the driving point reactance \(x_{11}(s)\) in (5.49) is given by,

\[
x_{11}(s) = jR_{11} + \frac{1}{C_2s + \frac{jR_1 + \frac{1}{C_4s + \frac{jR_4 + \frac{1}{J_{n+1}s}}}{\cdots + \frac{1}{J_{n}s}}}}
\]

(5.50)
and following the procedure of earlier sections, the driving point reactance $x_{22}(s)$ can be written as

$$x_{22}(s) = jR_{22} + \frac{1}{C_{n}s + \frac{1}{jR_{n-1} + \frac{1}{\frac{C_{4}s + jR_{3} + \frac{1}{s}}{s}}}} = -\frac{qRe22P(s)}{qIm11P(s)} \quad (5.51)$$

where $(qRe22P(s)/qIm11P(s))$ is a rational function obtained from the S-fraction in (5.51).

Using the same procedure as in the previous section, the transfer reactance $x_{12}(s)$ is given by

$$x_{12} = \frac{N(s)}{qIm11P(s)} = \frac{(jG_2)^{-1}(jG_4)^{-1}(jG_6)^{-1}(jG_8)^{-1}(jG_{n-1})^{-1}(jG_n)^{-1}}{a_1s^{n-1} + jb_2s^{n-2} + a_3s^{n-3} + jb_4s^{n-4} + \ldots + a_{n-1}s + jb_n} \quad (5.52)$$

The open circuit reactance parameters of the two-port complex reactance network in (5.35) can be expressed as

$$[X(s)] = \begin{bmatrix} jR_{11} + \frac{1}{C_{2}s + \frac{1}{jR_{3} + \frac{1}{\frac{C_{4}s + jR_{3} + \frac{1}{s}}{s}}}} & \frac{N(s)}{qIm11P(s)} \\ \frac{N(s)}{qIm11P(s)} & jR_{22} + \frac{1}{C_{n}s + \frac{1}{jR_{n-1} + \frac{1}{\frac{C_{4}s + jR_{3} + \frac{1}{s}}{s}}} \end{bmatrix} \quad (5.53)$$

The two-port network realization of a reactance matrix $[X(s)]$ which is synthesized by the S-fraction expansion, is shown in Figure 5.13.

![Figure 5.13: An alternative two port realization of X(s) using S-Fraction expansion.](image)
An important problem in system analysis and circuit theory is system stability and synthesis of a realizable network. In this thesis, we have proposed methods for testing the stability of a system specified by complex rational functions. In Chapter 2, we derived the necessary and sufficient conditions for the existence of stability of a given polynomial with complex coefficients using J-fraction expansion. The generalized Routh array of a complex polynomial was developed and the stability conditions using this array were found. Two methods were used to construct the Routh array on the basis of division process and two cross multiplying processes. The generalized Hurwitz determinant and the modified generalized Hurwitz determinant were also derived. The modified Hurwitz determinant yields stability condition of a complex polynomial. Application of these methods of complex polynomials to test stability of real multivariable polynomials in continuous systems is discussed. Another application is stability testing of real polynomials with multivariables in discrete system by transferring the polynomials from the z-domain to the s-domain. Methods of testing stability using the generalized Routh array and the modified generalized Hurwitz determinant is the first contribution of this thesis.
Given a stable complex polynomial, the second contribution of this thesis provides answers to two questions: first, how can we construct complex impedance and complex reactance functions? second, how can we synthesise these complex functions? Complex impedance function is constructed from the stable complex polynomial $P(s)$ and its alternate polynomial $Q(s)$. Complex reactance function is constructed from the quasi real and the quasi imaginary parts of $P(s)$. Both $Z(s)$ and $X(s)$ are synthesized using J-fraction expansion. The division process in that expansion is equivalent to the removal of two elements from $Z(s)$ or $X(s)$. Also $X(s)$ is synthesized using S-fraction expansion with division process equivalent to the removal of one element from $X(s)$. The relationship between $X(s)$ and its associative $Z(s)$ is determined. The networks realization of the complex impedance function is found by using four kinds of elements: $R$, $jR$, $L$, $C$. We have synthesized the complex reactance function with three kinds of elements: $jR$, $L$, $C$; and with two kinds of elements $jR$, $L$ or $jR$, $C$.

It should be pointed out that this thesis is concerned with network synthesis. This represents one part of the network analysis and synthesis area. The other important part of circuit theory is analysis of networks containing imaginary resistance ($jR$), which we plan to undertake as future work. For example,

- Investigate the analysis of regular systems with real polynomials as being synthesized in terms of complex polynomial considerations.

- Study the state space representation of a complex network.

- Evaluate the transient and steady state response of linear lumped-constant systems containing imaginary resistance ($jR$).

- Study a high temperature $T_c$ superconductor to get a material with high $T_c$ near room temperature, representing the imaginary resistance ($jR$).

The third contribution of this thesis is the z-domain synthesis. The main idea of network synthesis of $X(s)$ is transferred to synthesise discrete complex reactance
$X(z)$ in the $z$-domain. A discrete complex reactance function $X(z)$ was constructed from the equivalent analog complex reactance function $X(s)$ by using a bilinear transformation, or from any complex polynomial $P(z)$ with its roots inside the unit circle in the $z$-plane. $X(z)$ is synthesized using $J$-fraction expansion, $S$-fraction expansion and partial fraction expansion. The network realizations of discrete complex reactance functions are found by using delay blocks, called sample storage elements, which are equivalent to inductors, capacitors or imaginary resistors in the complex reactance function $X(s)$.

It is evident that once the synthesis of complex function in the $s$-domain is accomplished, we can extend it to construct and synthesise the complex matrix of a two-port network. This is the fourth contribution of the thesis. We have derived a complex impedance matrix $[Z(s)]$ of two-port network from $P(s)$ and its alternant. A complex reactance matrix was constructed from the quasi-real and the quasi-imaginary parts of $P(s)$. Realizability conditions of the complex impedance matrix $[Z(s)]$ and the complex reactance $[X(s)]$ of two-port networks have been discussed. The matrices are synthesized by $J$-fraction, $S$-fraction, and partial fraction expansions. The network realizations of complex impedance of two port networks were found by using four kinds of elements ($R, jR, L, C$). Realizable complex reactance two-port networks with three kinds of elements ($jR, L, C$) and with two kinds of elements ($jR, L$ or $jR, C$) were also derived.
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