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R ‘Man machine communication from computers éo end~users
- in :the form ‘of spoken utterances is the central theme of
this thesis. A solution to thisrproblem is considered at
" two stages: generation of sentences in a natural language
as*the‘database respon;e,to a user's-query is one stage,
and generation of speech from such texts or an ordered
sequeﬁce of sentences is the 'second stage. The natural
language considered in this thesis is Spanish. kn general,
2 there is a need to generate natural sounding speech from
texts for = communicating with the end~users. The use of
.syllables as a concatenative unit for speech synthesiS°’is
**» studied nin ﬁhis context. “A procedure is ‘described which
produges a phonetic transcription of the inpyt text. In
.this phonetic transcriptign, stress markers, intonation
leve{ markers and pause markers are inco;porated oh a
.szllabicated text. This would be useful in the groduction
of natural soundipg speech. ‘Finélly, a simple case study
is used. to illustrate the .1ntegfat;qn 'of sentence and

" speech generatién in the conteéxt of a database. This is an -
interdisciplinary problem that involves areas of study such

as text generation from Artificial Intelligence,
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good-quality speech ‘generation from- sigpal 'E'ocessin and

linguisties, and their integration

i

management system.,
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INTRODUCTTION ' ~

3

1.1 Background: . Cx,
’ k ‘1 / ‘ ’ . P " '
In recént years, there has been a consiaé}able gréwth
of interest in ° speech processing by computers.

Developments . in large " scale integration. technelegy,—

electronics, microprocessors; memories, database systems,

> L]

dfgital signal processing and the understanding “of human
.Speech, have all cont;ibuted to such a growéh of int;resti
Depending on the sphere of applicdtion and goals gﬁ thez
endwus%r, speecb processing involves ‘the fol;o%ing:
a{.ébeech analysis = Analysi;, extFaction of

~

parameters and features of speech,' and theirs

-

digital representation for computer processing

"A

or for speech transmission. ,

b) .Speech “synthesis -~ Generation of® acoustic
signals for.. the perception of speech by the

human ear, models for speech syntﬁesigo and

D

generation of speech from written texts.

¢) .Combination of analysis and 'siﬂthesis

procedures.

‘>

&

In this thesis, we are mainly concesned with

.

“ B
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2,
synthe'sis’. ' Several approaches have been taken by
- t . "

researchers to produce synthe@ic voice. Mechanical analogs
— . -]

of the hdman-voice production mechanism were constructed by
4 ., \
Kratzenstein in 1779 and by Von Kempelen of Vienna in 1791.
- » " “ . . .
Kratzentein's objective was to synthesize the five vowels

in order to explair:n the physiological differences between
them. As a next step in speech synthesis, ‘vOn Kempeien
built and demonstrated a machine that produced connected
utterances [Flan,72a). A perceptual approach Eo speech,
synthesis was taken by scientists like Von Hﬂelmhof—tz (18543
and Stumpf '(192p6)‘ in Germany, Richard Paget (1930) in

England, and"by D.C.Miller (1916) [f‘ant,68;,Flan,7Za] .
A Q

“The evolution of electrical technology contributed to
- further progress in speech synthesis research. _Inst?’ad of
mechanical analogs, electrical analogs were constructed by

Stewart (1922') and Wagnér (1936). Wagner was the first

[

investigator who applied modern circuit theory concepts ta
¥ .

S[Seecho synthgsis [Fant ,68]. Dudley, Riesz and Watkins

+

(Dudl,39] developed ‘the speech synthesizet called VODER

(voice‘ demonstration), based on: elettrical circuits for

&

filters that produced continous speech.

[ ¥ :
Developments in gmputer technology have been the next
‘important milestones®hat contributed to further growth-in
sp,gech processing .ﬁ Research in digital signal processihg,
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~pe'rception ‘ conducted mainly by psycholégists and -

-in"put_'to and voice output from computers reséectiv,ely..

. 3
in language thepries, and in linguistic and pﬁysiological

characteristics of human~speech production systems have
. T

helped to promote the topic of speech’ processing to its

present state. Results of the experiments in speech

K
phoneticians have been useful not only for synthesis but

. N (o .
also for the evaluation of synthesized speech.

» - -
9 v - - ~ o . »e NN v

N . ’ :
Speech recognition and speech synthesis.render voice

Voice output from computer has opened several new areas of
et [ ~ i.
application to computers: reading machines for the blind

[Alle',76], database interface to naive users .through

‘ o

telephone lines [Witt,77], augm&ntation of CAI (Computer
Aided Instruction) ‘with wvoice output [Supp,79], issuin'g\
audible instructions to workers working in a place where.
reading of instructions is difficult or impossible
[Flan,76], and educational talking-toys .for children

[Wigg,78] are but some examples. .

N Ty

o

1.2 Representation of Speech: \
) ' : ”’ ‘ .

e . .

Speech is produced when air flows from tk}e lunés
through the//m/outh or the nostrils. The .vocal tract
(Fig.l.l)/,/ consists of the lar&nx, the pharynx, and the
moué/h/ ‘The qasal cavity is coupled to the voca‘nl tract in

. ) o
e R

o~y

3
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the production of cerﬁﬁpjsounds. » In adult males, the’

average length of the vocal tract is about 17 cm. The
= C. ,

. !
diamdftet and shape of the vocal tract varies continuously

during the speech production process, by the movement of

the 1lipso> the velum, the tongue, and other parts of: the

vocal tract {Malm,63]. i

Most speech sounds are produced using the expiratory

*- -~ phase: of ~re$piratigi'1 [Lieb,67). - These sounds canh be
L . ~ T e e

classified into two main categorfes,

-~

"namely, wvowel- and
@o;xsonant sounds. Vowel sounds are produced without any
constriction in the vocal tract and witxh vibration of the
vocal folds. The consonant sounds are produced with a
qonigriction in the-vocal tract. C;arisonant sounds ?;n be
classified into two main categories, némaély\voiced and

unvoiced,\’

of air m the lun;;s passes through the larynx forcing the

N

vocal folds apart: The vocal folds are brought together

v due to their elasticity and the reduction in the pressure
o ‘

below them. Then, pressure below the vocal folds is “built

!

up again to repeat the cycle. The fundamental fre—quency of
these vibrations is about 130 Hertz (Hz) for a male

female speaker. The

i)

speaker, and about 200 Hz for ‘a,
.  fundamental frequency of children's voice 1is higher than.
that of adults ([Pott,50]. - In the p#duction of unvoiced

sounds, there is no vibration of the vocal folds and the

stream of air runs freely through the larynx.

hr »

] iR

Voiced speech sounds are produced when the flow

oo e o - S e AR AAD BRTIAS o S AR et e =
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Figure 1.1 Vocal Tract and Nasal Cavity.

(Adapted from [Hill,79])
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The flow of air coming out from the glottis, that is

the orifice between the yocal folds, pndergoes several

changes before comihg out from the nostrils or the mouth.
If the Qelum is lowered the -air flow will pass thrbugh the
nasal cavity and come out frag the nostrils which produces

nasal sounds. Non-nasal sounds are obtained when the velum

.is raised to block the nasal cavity, Another class oR

k3 , ‘ . .
speech sounds 1is generated when a constriction ﬁs made in

the vdcal tract to cause turbulence. The speech spunds/ so’

v - )
produced are known as fricative_sounds. Stop sounds are

\ -
obtained when pressure behind A closure is -

I
released. w

- * Speech_1is not made up of a sequence of discrete speech
- ' . S

Cw

o

sounds. However, for analxsi%,' it is convepient to
consjder speech ;s a concatenation of a finite number of’
distinguishéble, mutuallywﬁsflusive sounds. Thsse sounds,
or linguistic un}Es, can be thought of as minimal speech
sounds which-have the property that i§ one is replaced by
another inAa given utterance, the meaning of the utterance
is changed or distorted. The acoustic realizations of such
a basié iguistic unit are not always the same and they

ge viriations are considered to represent the

vary. The

same »sound by a listener with competente in the language

when he hears them. That is to say, in a given 1language '

the acoustio manifestations of a basic linguistic unit

'
.
-
o
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o

e,
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signify the same 1linguistic element. These basit

#linguistic units are called phonemes, The different

"~

acoustic wvariations of a phoneme are referred to as

Jéllophones of that particular phoneme. v
The - nature 4and number of phonemes depend on the
language under consideration. At one level Sf analysis

phonemes .are divided into vowel phonemes and consonant

phonemes. The number of phonemes from each of these .two .

categories - varies among different languages. English

consists of about eleven vowel phonemes and twentf four

consonant phonemes; German has fourteen vowel phonemes and
twenty three consonant phonemes; French has fifteen wvowel
phonemes and twenty consonant phonemes; and Spanish has
five vowel phonemes and nineteen ' consonant phonemes
[Deia,65].

Phonemes can be dené&ed‘by phohetic gymbois. The' set
of phonetic symbols is called phonetic alphabet, and the
process éqf representing speech sounds by phonetic symbqls

is known as phonetic transcription. 1In Table 1.1 one of
» .

the most widely used phonetic élphabets namely the

" International Phonetic Association (IPA)  alphabet is
presented.

o {

Using a microéﬁ%zi\ij’j-transducer and“i\iiif of gpther

K

&
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B e D e e e R i T e e D D e R e e e e
|PHONEME |COMPUTER|EXAMPLE || PHONEME |COMPUTER|EXAMPLE |
| | Repr. | ‘ i | Repr. | I
| |2~Chars.| [ |2-Chars. | |
+-r-e-v-r-r-r-v-r+-r-r-r-r-r—r-v-r+-r~r-r—r-r-r-r-r++-r-r-v-v--v-v-+-r-e-r-v-r-v-v-r+~-r-r-r-”r-r‘r+
| L7 | 1Y | beat || 4 P | pet .4
| I IH | bit ] £ | | ten¢ |
| e 4 iEY -lbale || & | K. kel |
Il g I EE [ b&E || | B | Bet |
| & | AE | b3t 4 | D | debt |
I a lw 'AA | Bob I ‘9‘ I G | get |
| ¥iN | AH | but I | . HB | hat |
- | "A0 | bought || {4 |. Fé& | fat [
I o | OW | boat || 6 t TH | $hing |
L. | UH | book I S | s | sat v
" w1 uw | boot |N3.§ | sH | Zhut |
| 3 I AX | about || | \J | »at |
| I | IX | Tosgs || % | DH  |.that |

- Il 3 | ER | bird || 13 [z | zoo _ |
|oU « aw | “AW | dowh [|% 43 | 2ZH | azuré |
lal ov ay | AY | buy. g . CR -] churgh |
| 5T o oy I oY I bg_y N Y| ] JH | judge |
] ¥ | " Y | you Il ~& o .- wH | which |
| | W | Wit Y | * EL |'5"tt1e |
" | R | rent .|| “m | EM | bottom |
I 9 | L flet || g | EN | button |
| m ] M | met I lapeed £ | DX - | batter |
| a1 N et [ | |- |

. ' 4 I NX [Sing' [l | - | !
B e e e it D D R b o e T e e e L L

’

,

AU 1

Q‘TABLE 1.1

* IPA and.-ARPABET symbols for representing the phonemes
of English (Adapted from [Lea,80b]p.127)

» ’ - ’ . )
/ .
instruments, the acoustic characteristics of speech can be

represented by a set of relations between time, frequency,

’ and amplitude qof the transduced electrical signals. The

commonly used relationship are:

a).Time vs. amplitude, a two dimensional plot of

. the amplitude’ variations. of a given speech

i}

A s A Y B w A b Gt 5 B S o 5 e ot AR s [N eV el § e e n
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b) .Time VS. .

signal (Fig. 1.2). , ?

frequency vs.

. indicated by the /%egree of darkness on the

~

c) .Frequency vs.

)
graph at.&&?at frequency and time. The x-axis

and y-axis torrespond to the timewscale and

A}

frequency-scale respectively. -
amplitude, ahplot’ih which the
amplitude of the harmonic component at each

“

freYuency is shown. '

d).Time vs, frequency, a two dimensional plot of

the formant trajectories. Formants refer to
those frequencies of the speech sound in which

the energy is concentrated into packets. It

has been found [Fant,60] that the first three

formants are sufficient for an - adequate
o
perception of speech signals. Usually the

formants are denoted by Fl, F2, F3 and so forth

in the increasing order of their frequency

values.
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1.3 Speech Interface to Databases: -

. &he modern trend in dataA proocessir;g. is tow;f*rd, the
colléction of data into one centralized structure known as
dat;base. Such a database mgy: be accessed for data
ret;ievgl or for data updating by remotely 1ocaté;/users :
who are connected to tge central site éhrough communication - |
lines.. With the dec;easing cost of electronics hardyare,
there is a proliferation ;f_ home computers, modified
home;Tv sets, and push~but£on telepﬁones that function as

P .

computer terminals. There is‘~a Qrowing trend towards
.'public information utilities which are collectively known
as "videotex" or-"viewdata“. There have bégn several field

trials of such information utilities with Prestel in

England [d'Ag,79], Telidon in Canada, Bildschirmtext in _

N

Germany, and Antiope in France [Ball,80)}. These utilities

are designed to offer a variety of information services to

f

the public such as messaging, teleshopping, telebanking,
teleconferencing, electronic mail, and interest matching.

, As a consequence of the introduction of the public
information utilities, more and more people with no
prograﬁming background have a need to access a database and

r] i

to understand SEF output from the database management

sysﬁem (DBMS) . By far the most common mode of output from

° : i
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‘a DBMS 1s the text prlnted on a hardcépy terminal or
displayed on a softcopy ;érminal. This mode of outpu£
necessitates the computer users to be bhysically present

near the terminal and be able to f read .and interpret the

printed output and messages. While this mode of output is

4 ¢
well accepted by timewsharing users of a computer systen,

2

it is not suitable for the output from a monitoring system

/ where the time of occurrence of the output is unpredictable '

~ [Fall,78]. Also, visually handicapped users will not
benefit from this mode of printed text output. It is in
this confexF tha£ we feel speqch output from databases will
be beneficial. Moreover, for commhnicating with the naive

‘userstof public information utilities, gither speeéh output

or- speech output comﬂined,yitg text oﬁtput would be useful.

L

There are two distinct aspects in the speech interface"

to:databases:
a).Voice input to DBMS and speech recognition.

'b).Voice output from DBMS and speech synthesis.
Unrestricted speech recognition is still a research problem
[Lea,80a]. We feel that it*%s not yet ready for use in
public information wutilities, - as ai source of input.
Howe;er, speech syntheéis hash reached the commercial
- product stage and speech of acceptable quality can be

P synthesiied from unrestricted texts in a cost-effective

manner ([Umed,76; Pinn,79]. When speech +is used .as a' mogde

\
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of communication from a machine tz\a/ﬁerson, there are many

acoustical ‘cues available that could be used to emphasize

the different aspects of the commun1cated message. Voice
\ i
pitch, stress on utterances, pause, intonation contours,’

and repetition of phrases and sentences are some of the ,

available acoustical cues. The DBMS~ or the
voice~communicator can employ these cues to convey the
message more effectively, pgghag; in'af'humanwlike' manner.,
~The following is a hypothetical example.

Dialoguewl Begln

3

Man : Can I pay $200 for my chargex bill this month? o

(Implication - 200<—x, where x is the disposable ,
amount in his q&count toward bills to be paid). .

Machine : OK "shgf¥ pause" You can pay it. .

s : T

Another possible response might be:
v ' i ;
-Machine : No “"pause"™ $200 is too much "pause™ but "short

i : , . q
pause™ you may "stressed word" pay S50 dollars.

Dialogue~1 End oot "x» '

-

Suppose there is a software mp?uie « that rewrites or

transform a given input sentence’ into a format that can

drive a “"synthesizer unit* (sb) (Fig. 1.4). The

commercially available SU's, in the fofrm of LSI chips, are
based on phonemes or on LPC (Linear Predictive Codfng)
parameters [Mark,76]. The software modules can.be based oh

the text to speech rules reported in the literature / t.

-




[Eloy,76;
the place

alle,76].

within a sentence for

acbustical

their types to be used in the generated speech.’

Fig.
Q :
R :
Kd

(3 H
v A s

)

1l

. (TEXT)
SENTENCE -
GENERATOR

£

/l

TEXT TO
SPEECH
(SOFTWARE)

l

SYNTHESIZER
UNIT

(HARDWARE)

From user's query.

\
L

b}

SPEECH
OUTPUT

1.4 A block diagram for voice output from a DBMS.

-

From the results of the search from a database.
Functional and other dependencies, and synonyms

of the data store in the database. l

Gfammar 'used for génerating sentences.y

Vbcabulary\used by the sentence generator.

o

13

Further, these modules will determine

cues and

Pl it
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1.4 Text Generation :

- ) ' N i - .
Text generation, in some sense, is a converse problem

'of natural language understahding. We use the terms text"
> L

generation and sentence generation

synonymously. Early .

" work ®n automatic sentence generation emerged from\Tiéj
A

research in machine translation and from the machine to man

@

responses in question answering systems. Random English

3

sentences were generated«by §ngve (1962) by means of a

" generative ‘He produced a large number of

grammar .
sentences, many of whicir—were ‘EAE_>meaningfu1 [Gold,75]."
The earliest attempt to produce "meaning-oriented™ sentence

output was due to Klein (1965).

The formalization of transformational grammar by Noam

’

Chemsky

[Chom,65] had a stréng impact on linguistic’
applications. ' A sentence - generation program based on
transforimational grammars was developed by Friedman

[Frie,69] as an aid to linguists. The. sentences generated

. by his system were useful to test grammars. In Winograd's

system [Wino,?%], sentence generation was a by~product and
//waaf“used for. the man~machine dialogﬁe. His system was

mainky concerned with a restricted world of well dafined

~

_Physical objects (blocks) and ‘théir arrangements-

S

robot. Augmented Transitidp Network  (ATN) grammars have

been uagd by researchers like wpods [Wood,70] for sentence

-

-]

P
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generation. ®imilarly, Simmons and Slocum [Simm,72] have

stupied: éhe generation of English sentences from "semantic

—

networks". . 7

!

In a database context, tlie problem of generating a

sentential response can be broken down into two parts:

9

a) .Selecting the informatio to be pfesented or

v
selection phase.

b) .Generating the sentence(s) %r m the output of (a)

t

according to a grammar G, called sentence generation

ghase.

It is obvious that éarts (a) and (b) are interrelatéd

3

through the gtaﬁﬁar. The selection phase will have input
frbm.magy sources as shown in Fig. 1.4. For .example, in
the Dialogue~l given 1in seétion 1.3, thg ndun "$200" and
the verb "pay" are selected from the "user's "input query,

the number "50" 1is selected from the response from the

database search, the negation "not" is inferred from the
N 3

database~knowledge-base aﬁg so  on. Using the selécted

nouns, verbs, and modifiérs, the sentence generator will

create a sentence according to the grammar G.

t

L 4

In this thesis, it is our contention that a sentence

4

. generated in a database context can then be transformed

into a symbolic kinput acceptable to a speech synthesizer

i

unit (SU). The transformed sentence presented as input to

] L4
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-

- SU might " further contain "special markers®™ to indicate

the location and the nature of the suprasegmental features

-

within that sentence. Hefé, we are concerned with the
{

S

special markers meant for pause, stress, and intonation

-

level contours. It is expected that a SU will make use of
\

- these special markers to produce & 'natu;alwsoundiﬁg‘

speech for communichtion with the human users.

Lanin i+ B e e
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CHAPTER  ITI
J
® » . - wey L .’(/.
SPEECH AND SENTEN'C\E -

.GENERATION

2.1 Linguistic Aspects!ég Spegch:'
. »
For speech 'recognition’ and ‘ﬁpeech synthesis, it is
useful to have an adequate knowledge about the way in which

"

. s : ¥ ' s
information is encoded in the speech signal.

o .

Wéllwétablished areas of knowledge like . Linguistics
[Malmfsaij”\si;netics (Fant,68] and Physiology [Sone,681,
among others, can provide 1qva1uable_details about diverse
aspects of speech. ‘These details can be used in tﬁe design
of ;peech processing algorithms. In section 1.2, it Wwas
poiﬁted out that speech is maﬁe up of a continuous stream
of sounds with interspersed pauses or silence. However,
for analysis it |is adeqﬁate to regard sppeéh as being
‘Produced by joining the basic lfnguistif.unitsfl

The study and description of speegh sounds are in the
domain of ‘Phonetics which ;n tutn is an integral part of
Linguisfics. Phonetics as a science, depends on methods
and results from Linguistics, Physics, and Physiology o}
Speech [M;im,GB; Fry,79; Sone,68]. Therefore, only as much

Phonetics as is relevant to our work in understanding thé

by
"
vz

7
-
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difficulties in speech synthesis 1is presented i this

section. It is also in'the interest of phoneticians to

know which are the speech sounds that occur in the

languagés of the world, and how they are produced,’

modified, perceived and groupeﬁ. The speech soounds can be
studied . from several ,points of view. In Phonetics, there

are at least three ways of studying the speech sounds which

-

contribute to the three branches of bhonetics. In’

{
Articulatory Phonetics, the goal is to provide adequate

descriptions on the diverse ways in which speech sounds are

produced. Studies of the way a hearer perceives speech

sounds 1is in the realm of Auditory Phonetics. Acoustic

Phonetics is the branch of Phonetics' that analizes the

4

properties of the speech wave which emanates from the

speaker to the listenely in speech communication.
‘. X )

One of the fundamental concepts in Phonetics 1is that

of the phoneme (for an extensive coverage of this topic,

see [Jone,76]). A phoneme can be tho/ught of as minimal

spéech sound which ‘thas the propertiy~, thi¥e it js
replaced in a given utterance by anc;ther the
meaning of the  utterance is changed or distorted. Thus,

the phoneme is considered as the minimal basic unit that

can distinguish meaning. For exampie, i"Fconsider the

-

sequence of English words: bell, cell, dell, °fell, gell,

hell, tell, well, yell; these words are distinguished only

ety M b e D e I T T LT ey BRI A A N et Vet ¥ € RON A b e meeenes o
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-

by the initial s\zund of each word. These ‘distin;;«tive
~ ,(

units, ph@hemes, are commonly symbolized as: /b/, /s/, /4/,

/t£/. /3/y /h/, ft:y/, /w/, and /y/. The nature and number of

phonemes is language de&endent.

Most languages of the world can be characterized in
terms of a finite set of phonemes [Ruhl,?76]. In doing so,
phonetic t'ranscfiption is a useful tool for the description
of speech. Usually only the :significant articulations are
reco_tde&. "Differences in articuation which do not affect
the meaning of the utterance are not transctib‘ed. For a
given lanquage, its phonemes can be broadly classified into
vowels, diphthongS’, semivowels, and consonants., English,
ip particylar . .mid-western American English, has an
inveritory of éieven vowels, six diphth‘ongs, four
semivowéls, and twenty consonants [Cohe,52]. Spaqish,
according to the analyses of Navarro [Na;ra,GB], has fi‘ve
vowels, six falling diphthongs, eight rising diphthongs,
four triphthongs, and nineteen consonants. In Tables 2.1

»
through 2.4 a list of the phonemes of English and Spanish

-

is given.

R R T, v e e e v —



PHONEMES -
Vowels anhtl‘és Triphthongs . Consonants
Froé/llwd Back Eallmg’ Rising S |
i(j) I u('U)( aila)  ia(1a) - iailjal) (19)
e(E)

(
a(A) o(0) aufay)  ielIE) - iei(IEN) \
eilEl) iol10)  wai{uar) \/
edEU)  ua(UA) . ueilUEI) ™

)
oil0) - ue(UE) "
‘ ouou) uo(UO)
| iu(lU) T

| | - i) '

— A J
Table 2.1 The phonemes of Spr;lnis,h ¢
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- | | |
® A L) m(M E(cH)
©AL) n(Nye
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. Table 2.2 T

_Consonant phonemes of Spanish
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The corresponding sound of a phon’eme does not occur in

isolation, the consonant pPhonemes can barely be pfonounced

I3

without a vowel before or after it. The 1linguistic unit
next 1in size to the phoneme is the syllai)le. It is in the
syllable that the phoneme achieves its . physical reality.
The concept of a ‘linguistic unit above the phoneme and
‘distinct from the mor pheme or the wo;rd is not new. There
have ‘been several attempts to define the syllable, but
‘sti'll there is no .commoni; agreed definition ’[Bell,78;
Malm,63; Pulé,?Oi. These efforts can be broadly classified
Ti:hEo” two categories. 1In one of them, ‘the objective is to
present a universal definition in phonetic terms; while in
the other category, the aim is to propose a specific
fuhctional definition with reference to .a particular
lanquage. :

The prominence theory proposed by Grammont (1963), and

~ the pulse theory developed by Stetson (1951) are examples

of the ©phonetic appi'oach [Malm,63]. The number of

syllables in a word is equal to the number of 'prqminent"

sounds in the same word, according te Grammont's theory.d

The praoblem .in this théory is that it does not state where

.=

the syllable boundary is located. In the plflse theory, the

«

number of syllables wuttered 1is related to the number of
“chest pulses" and the increase in air prgssure. This

the'omty suggests that the syllable but not the phoneme is

.

i,
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the basic unit of speech. &

A definition of the syllable with reference to the
structure c;f. a .particular 1language has some advantages.
Urider this approach the syllable would correspond to a unit
of sound or stress, Also it wouldq be possible to decide
" the place at‘whic~h a syllabic division can be made.

Identific?tion of breath groups, that is the stream of

[P

spéech between succesive pauses can be determined based on
the number of syllables and word boundaries in a given
text. 1In this context, syllable might be defined as a
Sequence of sounds between two succesive points of
relatively weak sonority, the nucleus of the sylllabl‘e being
. a vowel sound which may. or may- }10t be accomipanied by
consonant sounds. In the next chapter a discuséion on the i

characteristics of the syllable in Spanish will be given."

The syllabic boundéry is lidguistically relevant. A.

sequence of phonemes may meanc‘different things depending on

et N g o A e iy
-
7

the place df the syllable boundary within the sequence.
That is t;o sa}, a sequence of phonemes PPy -rpLB‘)where "o
means syllabic boundary, has a different ‘meaning than
P ,-rp2p3.A Among the numerous examples given by D.Jones

[Jone,7§] for English, the following two are reproduged
/

v ' here: /mai=~'trein/ vs. /mait-‘rein/ (my=~ train vs. might

& rain) ‘“and /'nai-rtréit:/ vs. /'nait~reit/ (nitrate

Ce ]

1
»

4, - L
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)

vs. night~rate). Some illustrations of similar situations

in Spanish are as follows:

/Spanish Pfonunciation English
P .
lei wvs. ley / e-r\'k/ /Afaw vs. I read
rey vs. re{ / ex'i/ h king vs. I laughed

]

2.2 Speech Production Models and Methods:

speech in humans is a complex process that involves

activities at different levels such ‘ai semantics, syntax,

A}

phonology, motor «control, articulatory movement, sound

formation, and psycholog®,_  Understanding of the speech
(Wl . )
processes can be achieved by the use of models. In

building .models which can represent the speech. processes‘,

several assumptions are made. s
; o

' =)
4

'Different models for the speech production process
have been proposed by different researchers. Usually the
art‘icul‘ato‘ry or the vacoustical asé;acts of speeth are
considered by such models. Mechgnical ‘analogs were ;xsed by
Kratzenstein (1779),' and Von Kempelen (17915)‘ for the
production of voice ([Flan,72b]l.- - Factors r-;h]—.;ﬁ/egw to
nonlinear properties of turbulent airflow in speech and to

characteristics of unvpiced, sounds are well tackled in

mechanical analogs. Problems "irf the measurement of the

] ¢ [N
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3

characterizing parameters of the human vocal tract have not

3

Been completely solved [Faﬁt,59; Fant,68; Fry,79]+

> 1 w -4

Acoustically,\ the vocal tract can be considered as a

linearly separable ystem, modelled by-'a single tupé with
variable cross-sectional area. Then, a straight tube can
approximate tﬁe L-sh péd vocal tract since the transversa}
waves ‘perpendicularg to the tube surface can be ignored for
the frequency range of speech signals ]up\‘to 4kHz) .
Further, the straight tube is approximated by several tube
sections of coﬁ%tantmlength[énd area [Rabi,78]. ¥Yhis is a

widely used speech-production model known as the acoustic

3

tube model. The fundamental concept in acoustic~tube
models is the simulation of the airflow or the air-pressure

at different places of the vocal tract [Flan,72a; Rabi,78].

A 5eometrically“oriented ,model of the human vocal
tract was proposed by Coker [Coke,67]. The model is under ‘7\
'“,the. control of articulatory parameters which can be
dynamically modified. The parameters represert the
coo;dinate positions of the velum, the pvula, the
tongue~body, the tongue-~tip, and the position of the lips.

The coordinates of the other vocal tract -components are

derived from the position of the tongue-body [Coke,76]. o -

I
7

Another class of models are known €§~©erminalwanalogs '

~
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- or formant synthesizers. 1In these models, the details of

the vocal tract physiology have no relation to the actual

.synthesizer implementation. The synthesizer is implemented

as a system ‘whose transfer function apbroxfm:ates the actual
vocal-tract transfer function [Oppe,78]. Basic studies of
acoustic and perceptual phonetics have made use of digital
simulations of this type of synthesizer. A block diagram
of a generai model for .a términal-vanalog synthesizer is

given below [Rabi,78].

AN A 'FORMANTS '
voiced  unvoiced P ABA,M_E_TERS .
‘ . Fi, Iej n

O

SOURCE " 1
, SHAPICNG | VOCAL-TRACT | ————p{ RADIATION
s FILTER V{(z) LQAD
\ - o l \
! (’ ] ~

I

\ ‘ .
Figure 2.1 Model for a TgrminalwAnalog Synthesizer

o

(After Oppenheim [Oppe,78]p.124)
'Y

The precision and the simplicity in the «control of '
. 4
parameters and ~ the caonvenience in implementation make the
TS r . ‘} ’
terminal~analog synthesizers - more popdlar [Oppe,78;

Rabi ,68; Rabi,78]. The fundamental concept in - the




fi

.terminalvanalog synthesizer is the r;presentation of the-

speech gproduction process, by a sl§§ly time-varying linear
system. This system is excited by an exéitqtion signal
whose basic nature changes from qufsi~periodic pulses for
voiced speech _to randém noise :fbr unvoiced speech

[Oppe,78]. ..

-

&

The speech production process can be modelled in many
other diverse ways [Fant,60; Flan,72a; Rébi,?B; éoke,ﬁ?;
Oppe,78}. In‘Hoing so assumptions have to be made in order
to maintain a non cpmplex systen. A block: diagfam
representing a' general discrete~time model for speech

production is-given in £igu;i/}.2 [Rabi,78]. ™~ ®

- A »
Today, speech synthesizers have a common place in’

spéeéh processing laboratories. - Their size, complexity and
petformanceﬂvary widely. LSI chips for the genératién of
synthetic speech are commonly availéble -in  the market
[Wigg,78]. Current projec£ions indicate dﬁht the ‘@anual

N ’
market for speech synthesis chips range between $1.5

billion and $5 billion [Kapl,8l].

N
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The crucial aspect for the users of any synthesi zer is

*

f . .
the acquisition of adequate control parameters. ‘Two major

approaches for speech synthesis are: synthesis~by~analysis -

.and ' synthesis~by-~rule. In the former case,: analysis of

humanly prod‘uced utterances yield the control pa:ameteré
which are used for.synthesis. These parameters include:
fundamental frequency and its amplitude, formant
frequencies and their ba'ndwidths, vocal-~tract area, and the
position of the articulato;s. Once the parameters are
known they are - stored, retrieyed upon demand and used to
generate utterances.

in speech synthesis<xby-rule theypobjective is . 't6
generaté voice from a symbolic input based on rules. 'fhe
rules " might operate on descripot'ions . of
formant—trajectories, ' phonetic representations,
articu~1‘at;_ory parameters, modified orthographi‘c text, or
even on regular or.thographic text [Holm,64; Rabi,b68;

4

Flan,70; Alle,77]. The main difficu_lty in ,;his‘ met;hod lies
in the selection of dat‘:a and rules which ca;l reflect a

general knowledge of speech production.

&

‘Spe)ech synthesis~-bWrrule is a relatively new area in

spe’ech 'rgsearch. Synthesis~by-rule under computer control

t

has been considered by Kelly and Gerstman [Kell,6l];

. Holmes, Mattingly, and Shearme [Holm,64]; Rabiner
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[Rabi,68]; Allen [Alle,68; Alle,76]; Coker, Umeda, and
Browman ([Coke,73]; Elovitz, Johnson, McHugh, and Shore

(Elov,76]; and many other researchers. The variety of
. ¢ : . (

AY

b
their approaches have been influenced by developments in

/

computer science, digital hardware, linguistics, and speech

synthesis itself. In the next section, text-to-speech

L

) >
synthesis as a particular case of synthesis~by-rule 1is

>

presented.

2.3 Text-torSpeech Synthesis for English and Other

Languages: | “///

In reaching for the. remote goal of producing

naturaI*SQunding synthetic  voice for unrestricted
' vocabular&,\ text~to-speech fsynthesis nas been estabiishéé
as one of éhe most promising techniques [Flan,70; Aile,?ﬁ].
Text~to-speech synthesis can be’regarded as a particular
case of synthesis~by-rule, where the symbolic input is the
orthographic text and the rules are based on the
conventions which describe the relationship between the

graphemes (written symbols) and the ghonemes of a given

language.

Text~to~speech synthesis has attracted 'the attention

L 3

of many .(investigators due to its general applications.

-

Most of the work has been oriented towards automatic
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orthograghic text-to~speech synthesis. The main obstacles
in orthographic text-—to~speech synthesis are in the
*knowledge" of the rules which establish the relation
between a phonological .system (sound system) and  its
corresponding writing system. -In this respect, it should
be made clear thaf a wr;tten 1q59uage is only a symbiifc

representation of. speech. Also we should be aware that

changes in the spoken language occur more rapidly than in

its orthographic representation.

A general strategy used by orthographic text~towspeech
synthesis algorithms consists of extracting as much
ianrmation as possible from the written text. The
information obtained is complemented with the "kq?wledge'
derived from linguistic and acoustical analysis. 1In order
to ‘attain naturalneés in the synthetic voice o?tput, pfopet
stress, intonation levels and pauses -should be incorporated

in the output.

Work ?n orthographic text-to~speech synthesis has beeﬁ
carried on for ,diverse‘languages. For instance, Italian
spéech has been generated from ,text by Bertinetto et
al. [Bert,77], and by vivalda et al. [viva,79]. Polish
texts have been syptheéiied by Kielczewski [Kiel,78]. Also

recently, Mangold and Stall used German texts to s&nthesize

speech [Mang,78}. Speech in English has been synthesized

ey

L RS




- . ’ 36
' y

from text by Ainsworth [Ains,73), McllLroy [McIl,74],

Elovitz et al. [Elov,76], Allen [Alle,76], Sherwood

~- . .
(Sher,78], amongst others. Mandarin speech was generated

by Suen ([Suen,76]. Berdichevky et al. [Berd,79] - and

+

Sherwood [Sher,78] considered Spanish texts to prgduce
synthetic speech. French texts have been used . to
s§nthésize speech by Rodet and Delatre [Rode,79]. The
approaches taken in the“‘above mentioned researches v§fy
widely, mainly, due to the language under consideration and

the hardware involvedk

For unrestricted English text-to-rspeech synthesis,/

Allen ([Alle,77] proposed " and used structural models at

several levels. These levels reflect articulatory, word

formation, * syntactic and semantic constrainks,

Essentialiy, the synthesis process is considered at two

levels, namely, wofdwlevel and sentencewlev4§; His thesis

is based on the fact that many English words

linguistic units called morphs. A morph is the basic unit

<
of meaning within a word. Many words are also morphs such

as: "house®, "boat". These morphs include: prefixes,

suffixes, infixes, and roots. After analyzing the abstract -

" linguistic description of ' English texts, Allen devised

rules for identifying Ehe\morphs of°a given word and for

generating their phonetic transcriptions.

i

e-made up of
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Thére are sdyeral advantaées in considétfﬁé the morph

as a basic unit. For instance, a ﬁféi}ly complete morph
‘ ‘ z

lexicon . can be cteated since there are less than 12,000

morphg in English.u Thé morph lexicon' is sufficient Eo
generate ﬁgré'fﬁan 1,200,000 words. Also, a morph lexicon
provides an economical basis for representing mést words in
English. Perhaps one of the most notable advantages of
this approach is the fact that new words can Se generéted
rather easily using the elements of the morph lexic&n.
Besides, morphs are linguistic upits~which are more stable
than words.

Onge the constituent morphs of a word are identified,
théir pronunciation is obtained from the morph lexicon. If
the morph is not in the lexicon "letter-~to-wsound" rules are
applied. A phonetic transcription of the input wq;ﬁ is
obtained from these rules. A phonetic specification of a
word can not be obtained by mere concatenation of  the
phonetic symbols. The phonetic symbols have to be adjug}ed
properly to obtain the correct pronunciations for: blurals

(busses vs. cats vs. donkeys), tenses (persuaded ws. walked

vs. measured), and for the contextyal effects ?f afffixes

\ [
(aggresion vs. rebellion,. departure vs. failure). Also

rules are used to predict the stress pattern of a word.

Stress on an utterance is determined based on the lexical

stress rules developed by Chomsky and Halle [Chom,ssrf\‘The
. . - \,\
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lexical stress rules are considered to be among the major

achievements of modern Phonology. The output from-° the

above, linguistic preprocessing serves as iqut to the

"phohemijsynthesiwaywrulewstage' where isolate
/

words are

synthesized.

In addition to the phonetic representatién of words
and stress patterns Qithin . wofds, further linguistic
“analySTs is needed for synthesis at the sentence level. A
Sb}se of the sentence’is one of the /linguistic analyses
n?eded. - However, no parser is available to analyze all the
pqgsiblé sentences since there is no "complete” grammar of
English. According to Allen ;Alle,76],Aa procedure for the
synthesis at the sentence level, should pfoceed from
phrasal analyses to clause tests. His conclusion is that
further erk is. needed in linguistics and parsing

techniques before satisfactory sentence analysis becomes

-

available. ] . \ —

4

A crucial element in- synthesis at the sentence level

is the relationship between acoustic and lihgui;tic

patterns. Tt has been found [Oliv,74] that in continuous
speech the pitch parameter con;ributés the most towards the
prosodics of speech. 'Although_§ome adjdstment is required,-
other acoustic parameters do not contribute substantially

‘to make the ;ynthesis speech sound nMatural ([Oliv,74]. The

PR i
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. | effect of Fhe linguistic features fn fundamental frequency
patterns for English has been studied by 0*Shaughnessy
(0'fh,79]. Sentegce type, and syntactic construction were
Shown to "influence.the fundamental frequency values. These o
findings confirm that is impossible to predict.the correct
pitch contour of a sentence wikhout reference to the
context o§ the sentence.[Alle,76].

\ R
Another approach taken ~ towards unrestricted

text;tOwspeech synthesis for English cis due to Sherwood
[Shég,78]. The strategy £followed by -Sherwood contrasts
with the one taken by Allen [Alle,76]. The basic premise t

in Sherwood's work is that "simple" algorithms for ¢ {

unrestricted text-to-speech synthesis are possible only if

"phonetijtext" is used [Sher,78].-

o

©

~ - The pronunciation of English has considerably changed

since the seventeenth century, but the spelling has not:

%

i

. ' " ' a

been modified to that extent. Some authors [Simp,20] even 3

con;ider that the Endlish writing~system is far behind in
comp;rision with the  way Engliéh is spoken (comments on:
this subject can be found in [Wijx,66]). In this context,
Sherwood considers English ph;hetijtextgas the input text. 3
The World English Spelling (WES) A proposed by Dewey

‘[Dewe,711, provides “the alphabet ° for the English

phonetic—text used in [Shgr,78]. Once the English
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/ phonetic~text 1is obtained, stress+ markers' are manually

inserted b? Sherwood to indicate the stressed syllables.
In the final stage, relatively easy letter~to—sound rules
are applied to obtain a set of parameters to' drive " a
phonemic synthesizer unit. The disadvantage of the above
method is the manual rewriting of the regular English text

into WES text.

\

2.4 Generation of English Sentences:

1

Several computer progréms have been developed within
the last decade to generate sentences in a natural
language. Wong [WOn§75] classifies them into two broad
categories: (a) on ﬁhe "Competence Model"™ due to
Chomsky's theofy of languages (b) Based on the "Performance

Model®™ that depends on semantic representations. One

“ the differences betWeeﬁ'Ehege models lies in the relative€

importance of the roles played by syntax and semantics.

The competence model deécribes a laﬂguage and. it can not be

]

a model of a speaker or a hearer, The performance model is

9

- advocated by works 1like Quillian '[Quil,69], Simmons ané

Slocum {Simm,72], Goldman. [Gold,%S], etc. Their main
concern. is the understandability of the lagéuage produced.
As a result the performance model has devices to limit the
complexity of sehtenceslwhereas the competence model does

not. ’ ¢
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In the generat}on of'& sentence, wé are concerned with

both ggammat and form: Form determiners in English includes
voice (active, passive..), §£atewform ‘(ptobresiivga.),

' fense (past, present, future), aspect (simple,per?ect..),

andf'mood (affirmative, iﬁterrogéti&e, ' exclamative..).
' )

Consider the following exaﬁple from [Simm,72):

<

o - input to sentence generator: b
) ' token (verb) B ‘build/
. voice - passive
,  state~forh - progressive
‘ aspect ) - per fect
} tense - future
mood o - interrogative
) subject - (thn)
object . ~ (house)’

~ Output’ from sentence generator under the
control of a grammar:

§

"Will the house have been being built by John?"

r v

e e e r———— T 5T e ne Wen

‘ .
\ discourse 1is referred to as "text generation". The

proplems involved in the generation of a multisentence
" a

discourse age coherence, inter sentential connections,.

Generation of a sequence of sentences that forms a-

»

g o A
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conditions on embeddings (complements and relative
ciauseé), and rules for pronominalization, anaphoré ana
ellipsis. The following example i§ reproduced from
[Simm,72] to. highlight some of the problems:?

*John saw Mary wrestling with a bottle at the

liquor bar. Es(Johd)nwent over to help her(Mary)

with it (bottle). He(John)  drew the cork and

/

they(John and Mary) drank champagne together”.

‘It has been found [Simm,72], [Wood,77], [Bate,78] that
to support text geneéation a semantic network Shéuid
include details such as explicit markers of the relative
time~of~event for each verb structure, ‘forms relations
between sentences, and tools for ptonominalization A
detailed illustration of a semantic network representation

of this type can be found in [Simm,?Z].‘ASimmons and Slocum

make use of the Augmented Transition Network Grammar (ATN) -

that was developed by Woods [Wood,70]. An excellent

tutorial ‘on ATN i§ found in [Bate,78]}. In ATN a finite

‘ state model 1is augmented by the arbitrary testing and

‘setting of a register associated with a node and by the

nesting of transition networks one inside another.
Transition from state to state in the ATN ‘'involves testing
the * deep stfucture and the information available in the

registers being analyzed. For embedded structures, ras in

! -

&

”
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relative claﬁses, the grammar invokes other parts of the

grammar to transform the embedded deep structures into

surface sentences. Similarly, the nec;ssary morphological

rémmér.
| X ’ .
Another work of interest related to the generation of
English 'éen;encgs, particularly in  the context’ of
databases; originates from the Universiﬁy of Toronto
[leons;- Wong,75]. This “ pgojeét :is known as' TORUS
kToronto ‘bnderstanding System) . Representétion of
knowlgdqe;is centrallto any language processing system.f In

iORUS, the Case Grammar is used for this purpose. Fillmore

in 1968 proposed a set of modifications to the theory of

Transformational Grammar (TG) that resulted in the
development of the Case Grammar [F1L1,68]. ' According to

. -, R
Fillmore: ’ ' 3

“The sentence in its basic structure consists of

and or more noun phrases, each

associated with the verb 1in a paréicular case .

|
relation%bip. Each case relationship occurs only
_once (elcept noun phraSe conjuction) in a simple *

s
sentence -

o

Further, he notes that each verb takes a particular set of

a

tranjformgtion can be orgadized into procedures embedded in-
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cases and the cases can be characterized suitably. For

LIRS

instance, in the sentence "John broke the window with a

bat®, the case frame pertinent. to ™“break” would be as

0

follows: -

qu:\\ . wdeow ,///,bat

‘ break
Where, A{agent) : the animate instiggtor of the
/ ’ action. _ ”
O(object) : thé céncept'which'is affected by the
action.
I{(instrument) : an igsnimate object casualiy

involved in the actlon.
It is important to note that the list of cases or case
frames and their @efin;tions are téntative. As the
‘universe of discourse changes, the case lisﬁ wil; have to .

be adjusted to include the new actions of the universe.

A semantic network, used in the project &ORUSK is a
directed graph in which both the nodes and edges are
labeXled. The nodes may be labelled as "concepts”*,’
'eQents’,' or "characteristics", ‘Concepts are tﬁg Basic‘
entities of thé system and they corresponi to the nouns and

-

adjectives in English. A concept node can denote either a“

( -

)

PUPTET N

M&L*L‘qu'.«.
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generic 1idea such as an aircraft or a particular
~ ‘ ”
instantiation of an idea such as DC-10. Event nodes most

often correspond to verbs in English. In general, whenever
we do not want to represent a situation too "deeply",

characteristics are used. For example, sex of a person,
\

J

his age, or address 1is represented as a characteristic.
The arcs between nodes of a semantic network may be

N
labelled by’ the symbols that denote cases such as agent,

17
.source, destination, location, instrument, instantiation

’

LY
©

J

A "selector” in TORUS takes a set of arguments from

/

the dquestion-answering system and gcopies part' of the

-

semantic .netwoxk to form a "graph". This graph |is

transformed into a surface representation as a sentence, by
N )

means of a series of mappings® Detailed discussion of the”

e
mappings can be found in [Wong,75]. ' ’ ’

o

Yet another contribution from the University of

Toronto can be fqund'§n [Kers,76). In, this work, a.query ,

stated in (pseudo) English form is 'analized, parsed and
oy - “ . :
transformed into a set of RAP (Relational Associative

Processor) primitives for the database search. Central to
the knowledge representation in this' work is a

“predication®. A predication represents a whole sentence
such as an assertion, @ c¢ommand, or a question. It

. 4
© - .
-~

/‘13
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{ - -

predicate and either zero,
; )

viewed as a) tree structure. For

consists of a one, or

arguments and may be

parts, and P =

example let Al = departments, A2 = supply.

The twp sentences "departments supply parts™ and "parts are

supplied by the

departments” would have-

predicatiéns PN1 and PN2 respectively. The predication

structure is read from left to right. We verb's

use the

active voice if we traverse the'arrow in its direction, and
its pasive voice otherwise.

4

. PNl J : !

/\ /*’“2' g
Al P ., A2 : Al P
. . \r .
A ‘number of different. types of predications such as
subordinate predications, ddwngraded predications,

qualifying prédications, .and modlfying predicaéions .are
described  in detail by Kerschberg et alj [Kers,76]. Also,

theylpresent a set of English sentences to describe a

sample database of a department store. A set of synthetic

Engliéh queries and an'éxampie senténce isugf§en below:

< b4
~

Example query : "What are the names of items which are

sold by erartﬁents that are located

66 floor. equal 22".

4

two .

following -

z
S S
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A research work that comds closest to the problem
addressed in the present thesis is [Fall,78]. This system
is designed to speak out the. (abnormal) conditions that

might arise in a computer-controlled water-supply network.

An example sentence spoken‘out would be,

o

=Gorton Hill tower level is twenty nine point three percent

A grammar is used to produce English .sentences- which are

then transformed into speech. The phonological component

of the system is responsible for defining the way the
isolated words of the utterance are to be concatenated and
also for specifying  the shape of the associatea pitcﬁ
contour. Each word to be spoken is digitally stored on a
disk and a cus€0m designed synthesizer unit. (a set of
cascaded filters) is used to proéuce the acoustic ouﬁput.‘
The prototype system has been implemented at the Cambridge

University Engineering Department, England. The * word-

oriented approach is aépropriate for a such a degicated

application where the vocabulary size is not large and the

vocabulary is invariant. -

:
i
]
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TEX TO~SPEECH S YNTHES Is

FOR SPANISH

-

¥

3.1 On Orthography and Phonology:

“
aa—

8

In 'an . "optimal script", there |is a one-to-—one
correspondence between the set of graphemes (symbols in the
alphabet) and §he set of phones (sounds in a language):‘
Graphemes may reﬁrésent sfnéle phonemes, as in-European
languages, or they may stand for«éyllables, as in Japanese
and Tamii [Jone,76]. "Optimal scripts® or "optimal writing
systems” are not common. Among the current European
writing systems, none of .them has an optimal writing

system. Howevér, some of the European languages possess

fairly regular writing systems. For instqnée, Finnish and

Czech writing systems are close to the ideal system. The
Spanish writing system 1is also ;egular a;éhough the

relation between graphemes and 'phones 1s not one~to-one

v a »

[Seco,761. | :

hY

According to the conventions established in [Réa1,74],

one aspect of Orthography is the- description of the

relation between the phonological inventory (phonemes and

their distribution) and the writing systéh of a language.

\
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Aléo, a goal of Orthography %f to set thé conventions to
represent stress and intonation patterns, at least
paréial!y, in the written texwi; ‘
, 7
The alphabet used in the Spanish writing system is

based on the Latin~Roman alphabet. The characteres a to z

are part of the graphemes employed inféFe Spanish writing

system. In addition to them, there are four more
graphemes, the 1letter # (/fi/) and the diagraphs (letter
pairs) ch, 11, and rr. 6§per symbols used in this writing
- system are diacritical. marks and punctuation marks. The
diacritical marks in Spanish are known as orthographic
aécent (') and‘dieresis (4). The orthographic accent can
be associated only with the yowe{; (a, ey, i, o, W), qu its
purpose is to identify where®°the stress should be applied.
The letter u preceéed by g and foliowed by e or i is silent
except when u has dieresis [Seco,76]. The inverted
question mark and the inverted exclamation mark are

-

used at the begining of interrogativer and exclamatory

sentences respectively. The other punctuation marks
¢+ £ . 3 1 and 2 are used in much the same way as in

~

English.

According to Navarro [Nava,68], there are 42 phonemes
in the Spanish phonological inveﬂtory. There are five

'phoﬁemes corresponding to the vowels which give rise to

<9

kﬂnm.mmmmn‘m;mm_—ml:l_‘_ .
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twenty alloph\:nes. Similarly, the nineteen phonemes that

correspond to the consonants give rise to over thirty

allophones. The nineteen consonant phonemes dre:

/v/y 18/, /8/y /E€/v /97, ;‘j/:-/k/: /Y0 A/ /Dy /0/, /R,
/®/ s /X/ 4 /Xy /S0 S/ /Y e /2

i ’ “
.In addition to the consonant phonemes and the vowel

phonemes there are:. six falling diphthongs /ai/, /au/,
/eif, /eu/, /oi/, [ou/; eight rising diphthongs/ia/, Jie/,
/io/, /va/, /ue/, [fuo/, /iu/, /ui/; and four triphthon:;s
Jial/, sieis, suai/, fuei/.

L]
Although from the phonetic point of view diphthongs

and triphthongs. can be. divided into vowels, semivowels, and

" semiconsonants, in Phonology they play the same role as

single phonemes [Nava,68]. Some researchers disagree with

this view [Gili,?lk. !

. ¥ ’
We noted eaur‘;.ier that for Spanish, the mapping between

the set of graphemes and the set of phonemes is,

‘many~to-many. For example, the phoneme /b/ 1is associated

with the graéhem”es b and v; /k/ 1is associated with the
graphemes ¢, qu, o;‘ k. The grapheme h has no associéteé
phoneme. ‘Depending uon the context, the grapheme x may be
assoclated with any of  the phonemes /k/+/s/, /s/, /j/.’ For

our experiments 1in text~rto-rspeech, we have used the

A




& letter~torsound rul es shown '[Nava, 63; Seco,76] below:

U = {a,b,c,ch,...,y.,2},

Be{a,o,0},

DeU ~ {e,i},

guk
gE
quE
ch
r

_The

suprasegmental features is mostly embedded

=)
<7

Cha ey

D
>
D
)

<)

)
)
<)
b

)

necessary

/9/E,
/3/E,
/k/E,
/c/
/¥/,

/b/ .
/37,
/m/,
/9/ +
/e’ .

o

~

YeU, " Ae{a,e,

cef{b,c,ch,...,¥,2}, E¢fe,

(s

g uB <=>

# is a word boundary

CE '?'P> /Z/E'

xC -=> /s/C,

11 "\"f> /l/,

rr «=> /t/

> /D) s
T
> /B s
~> 19/
> /17,

information

in the biscourse. “

A stressed sylla.ble ’

by means of the following rules:

cD ~=> /k/

i,o,u}

i}

/9u/B, guY ~-=> /qu/Y¥Y

D

AXA --> A/ks/A

x

.

stressed on the next to the last syllable.

the

n -=> /n/

r ~—> /t/
d »~—=> /d/, £ ~=> /£/,

.-

1 ==> /1/, m =2 /n/,
s =—> /s/, t o-=> /t/
.2 -v--r>’/2/" a «r> /a/,
(o] -r-r) /O/' u -r-r>’ /U/\ '
for . the placement

\

3,‘ Rl.Words endix}g in a wvowel sound, /n/, or /s/ tend to be

51

of
in the text and
proninent

syllable‘ within a word, can be predicted for Spanish text

L4
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- R2.Words ending in a copnsonant sound other than /n/, or

/s/ tend to be stressed on the final syllable.

R3.An orthographic acce}\t when present will take (?5

precedence over Rl and R2.

In Spaniéh, ‘stress is phonemic, ‘that is to say the
Imeaning of an utterance can be changed by stress shifting.
Therefore, it is very important to place the striss on the
right syllable in a word. In many cases, the pla::ement of
stress distinguishes between present and past tense.
(estudio, estudid); between a noun and a verb (termino,
termind); or between adjective and verb (corto, corto’)‘.
Similarly, intonation ”enablnes a speaker/listgner to
diff;erengiate among ' affirmative, interr'ogative, . ané
exc‘iamative sentenges. Pauses are used in speech either
for emphasis or for breathing (air intake). In the written
text, ‘paucses are indicated b‘y punctuation marks. The
syllable 1is the ph'onetic unit next in size to the "phonic
rgroup" or “breath group”. Aphonic;' group '{s the speech
segment between two consecutive pauses meanﬁ for breathing,
It has been estimated that in Spanishoabout eight to ten
syllables constitute a phoanic group [Seco, 76; Nava,63;
Nava,68]. However, smaller and larger phonic grougy are
not totally abser;t. |

\ y v T ‘ T

The purpose of this section of the thesis is to seé up
. ‘ .
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the framework fo,rv i:tesenting a text-to-speech

synthesis~procedure for Spanish in the following sections.

Fur ther comments on .the Spanish sound system will be given

as they are required.

g._2_ Concatenative Units:

For speech synthesis, words, mérphs, syllables,
demisyllables, diphones, phonemes a;md microphonemes ﬁave
been considered as concatenative units by different
researchers. In voice response systems that use a 1imitg6
vocébulary, perhaps a word based approach is adeq\:\ate. {It
had been observed that about 200 kilobytes of disc ”stora{‘ge
would be adequate to store approx‘;lmately 1000 words, wi:{,:h\

an average duration of 2/3 seconds per word,  when the

adaptive DPCM method of coding is used [Rabi,76). Allen

[All_e 761, showed that for uni;es,tricted English \

text-to~rspeech synthesis an -épproach' based on morphs is

. more economical than a system based on words.

One or more syllables together make a word in a spoken
%l.anguage. From the articulatory peoint of wview, the
utterance of a syllable is a c¢yclic pro s that passes
f‘rom ohset to pe'aok and peak to offset as the vocal tract

: ) Vo
moves from a morewrclosed to a more—xopen to a morerclosed

configuration [Matt,77). Syllabication of words is one of

/
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the problems in the synthesis of speech from texts using

syliables. A great deal of research based on "syllables"
-is in progress at Haskins Laboratories [Matt,77], Bell’

Laboratorigs - [Fuji, 78], NBelleoftgtﬁgrn Research [Hunt,80],

.and at other institutions [Bell,78]. It should be noted

th;t the definition of a syl;lable isrnot the same for all

of these groups. - . \

'\ Today, voice synthesizer,! units and LSI chips for

phénéme based synthesis are commercially available, even

for personal computer users. Methods =~ for automatic
translation of English text to éhonet;cs, i:y means of
letter—~to~sound rules have been discussed by Elovitz et
al, in (Elov,76), . and by McIlroy in. [McIl,74]. Forl
example, McIlroy's system contains more than 750 i
letter~torsound rules which include 100 words, 580 word
N fragments, and 70 letlters. The system also has a small 100

word exception dictionary. On the other hand, Elovitz's

system is driven by a set of 350 ietterwtOwsound rules.

‘Both systems produce phoneltic transcriptions from the input
text which are then mapped onto the <codes that drive a
phoneme based synthesizer unit. o

In [Bert,77], Bertinetto et al. use diphones or the °
joint characteristics of a  pair of phonemes, as

éoncatenative units for the synthesis of speech‘ from

*
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written Italian texts. :They have used about 150° diphones
to generate the required sound in Italian. A favorable
factor in the us: of diphonés is t':hat the coarticulation
characterist‘ics at phoner;\e boundaries are included in the
units themselves. The concept of demisyllable introduced—
by' Fuj imura [Fuji,78], has a close analogy to that' of

diphone but at the level of syllables.

For synthesizing speech from Polish texts, Kielczewski
used concatenative \units smaller §h§n phone?nes which he
called "microphonemes™ ([Kiel,78].  According to  him}
micropt{xonemes are short characteristic segments of audio
signals (40 to 60 msec) which after a certain number of
repetitions (1 to 20, depending on the type) enable correct

>

perception of the phonemes they represent. He observes, -

that the microgﬁonemes of fricative phonenes are %ng‘et and

that of voiceless stop consonants are a little shorter. By

/ , i\
lengthening the dQuration of mic;ophonemes, and changing the
number of rebet;ticns and the signal amplitude, he is able

to produce the effect of stress and intonation.,

In the foregoing patagtaphs4we referred to different
concatenative units (CU)-. The trans:or;:nations in those CUs’
when conacat’enateé have been studied by different
regeétchers. For example, the ? tranformations of

microphonemes wvhen they are concatenated have been reported

-

-
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in [Kiel, 78}, that of phonemes are discussed in [Mezz,74),

and the problems associated with syllables and syllable

boundaries are considered in (Fuji,78].

3.3 Synthesis of Speech Based on Phonemeé:

o
’*

-
-

In text- to-speech synth"esis based on i:hon.emes, the(
acoustic outpu;t: i\s generated by concatenating the phgnemes
obtained from the transcription of the ‘text. Thg
transition g between adj.acent‘ ‘phonemes hhas cﬁnsiderable

influence on the.quality of the synthesized speech, In

some cases linear'interpolation is adequate to cqpcatenate

formant frequency contours of adjacent phonemes, but in
other  cases higt;er order interpolations ére required.
According to Flanagan et al [Flan,70], "to synthesize a
continuou; message, timing, pitch, and fotmant infoﬁnation
nust be generateé". In a - forma‘nt synthesizer, it 1is
p?ssible to independently control formant frequencies,
pitch, timing, and fundamental frequency. Therefore, it is
feasible to control the i‘ntez('polation of formant frequency

contours. .

‘
H

\ Tv;ro examples of formant synthesizers are the Norwegian
made OVE~III and the CT~1 . which 'used to be produced by’
e
Computalker Consultants. The latter is an inexpensive
Y ¢ f

synthes|i zer which can be easily interfaced to a

I

i

3
i

:
H
3
4
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microcomputer. In the CT-l" '[Berd,79; Pinn, 79} the'
synthesizer parameters can be dp@a;ed atoa'rate of 100
times per Asecond. This rate is adequate to obtain
synthetic speech ;f high qualigy [Flan,72]. There are nine

such synthesizer parameters: voicing source frequency,

voicin source .amplitude, Fl-frequency,. F2-frequency,

requency, aspiration noise amplitude, fricative no}se

amplitude, fricative reSonator frequency, and nasal

resonator amplitude. Each parameter can,be specified as‘--an

eight bit number.

(%

One of the widely used terminal~analog synthesizers
based on phonemés is VOTRAX [Gagn,78]. Phone commands
serve as input to this unit which ar; operaﬁéd upon by a
séries of built«in hardware units to generate acoustic
output . Unfortuhately, the wuser has no control over thé
transitions_at phone boundaries. In ‘VOTRAX there are
sixty~four 8-bit phone commands, six bits determine the
phone to be uttered and two bits indicate oné qf the | four
built in inflection levels. The VOTRAX gSwSGunit was
optimized to synthesize Mid~Western American * English
tﬁerefore its perfo{mance in synthesizing other languages
is not as acceptable as in English. Synthesis of
Esperanto, Spanish, 1Italian, Russian, and English using a
VOTRAX VS~6 was reported by Sherwood [Sher,78]. Suen

[Suen,76] used a VOTRAX VS-6 to synthesize Mandarin.

\—\_/fl
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g’::per}niental systems fo:;\the synthesis of speech from

text er.itten in spanish have been considered by
Ber_dichevsky, Murillo, and Cutn'.'ler ‘['__B’erdﬁQ], and by
§herwood [(Sher ,78]. The Compultalker CT-1 synthesiz% and
.the VOTRAX VS<6 have been used respectively in the above
experiments. In both cases phonemes have been considered
s concatenative units. T.he objéctive of Berdichevsky,

"&.\rillo, and Cutler w;s to ‘'develop a, low cost

uiicrocomputenbased reading-~aid for the visually

, l (
handicapped. Initially, they performed a study on acoustic

. patameters of S;ani‘sh‘ speech. Formant freéquencies and
pit:;ch contour were the acoustic pa‘ran?etersx considered for
_their analys’es,[MuriJQ]‘ The data so extracted were used
N -és- the s;nthesizer parameters to control the . CT~1

synthesizer unit. The synthesi zed speech was considered to

. be of good quality [Berd,79]. I
!

The procedure described‘ by Sherwood [Sher,‘78‘] has been

built into the PLATO system which 1s'a computer aided

instruction system. 'In PLATO, synthetic speech from text ’

", s usea‘ to 4dupplement the otherredgcatiqnal materials.

Sherwood concludes that- the generated speech is of good
. X MRS . . i “
- quality, though it exhibits an English-~like accent. - a

8}
\

> . . I
'}‘he use of VOTRAX VS-6 for Spanish~speech sym:‘hke‘si's

. has cértaiq\drawbacks., First of- all,' VS~6 vowels phones
K BN . N ' .
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are similar' to but not the same as the %p&ﬂish vowel .

{

phones. The Spanish phoneme /T/ (alveolar trill) is absent

in- the VS~6. Substitution of /F/ By the VS-6 phone /r/’

{Sher,78] Qill cause confusion b?tween word pairs such as
pero (but) and perro (dog), enterar ‘(to anorm) and
enterrar (to bury), or sentences like esta enterado (he |is
informed) vs. esta enterrado (he |is buried). . In other
cases VS~6 phones are aspirated bLt .in Spanish they . are
not. Aspirated phonemes might causelconfusiop in cases
like tomar (‘to take) vs. domar (to tame). Depending on the
application,. VOTRAX VS-6 _ might Dbe n ptactical for
syﬁthesi;iﬁg a language other than ‘English or might present

serious limitations.

‘It is our contention that the following factors are to

1]

. be considered in the choice of concatenative units (CU) for

synthesizing speech from written texts:

™

a).A definition or .interpretation of the

oncatenative
unit at an appropriate level.

b) . The necessary modifications and prepchesqing of the

| input text to suit the algﬁrithm (se; of rules) under

consideration that .maps on to the concatenative
. ¢ :
units.

/
©

- ¢) .Rules for the transcriptioh of an input text into a

~

[y

sequence of concatenative unijts.

—
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o

d) .Transformations within CUs and between adjacent CUs

-

when the units are concatenated to produce synthetic
speecﬁ.

e) .The complexitée5°involved~inbthe pquement;‘ and the
'realization‘pf the effects of prosodic features so as
td‘méke the synthetic speech naturai sounding.

f) .Synthesizer units to suit the needs of thz}CUs. .

3.4 The Syllabic Structure of Spanish: . . o

-~

_

The syllable st%uctqre of Spanish has been studied by

several linguists such as Navarro [Nava,68], Gili-Gaya

' \
(Gili,72], Delattre ([Dela,65], Malmberg [Malm,65]. In

particular , the .syllablic types in Span*sh were studied by

Navarro [Nava,68]. According toiNavgrro [Nava,68]), there

are nine syilabic. types. in Spanish that are shown below
E} N . . - ‘ \
along with their frequencies in a sample of ,narrative

texts:

1
+ +

where C stands for a consonant and vnfotfvocalic nucleus.

e
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\ | 2. CVC 27.35 |
| 1 .
| 3. V . 50 071 '
! ! |
| 4. CCV 4.70 |
» l . l
] 5. VC 3.31 |
: i . ]
'[' 6. CCVC l1.12 |
. o
I 7. vee 0.00 I
o } | ;
. : 8. CVCC ., 0.00 I .
. ! |
g /j | 9, CCVCC  0.00 l
, | ' |
: s | Syllabic types |
v " ]- . - s |
jo | (after Navarro [Nava,68]) )
! , ‘ !
0 + +
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A  comparative study on syllabie frequencieé and

@

/
' syllable structures of different languages with' that of

Spanish was carried out by Delatttre [Dela,65]. In the’

study conducted by Delattre ([Dela;65], the four -most

-

frequent syllabic types/are reported to be:

-!—r-r-r-r-r-r-r-r-r-r-r-r-v-r-r-r-v-r-v-\--r-r-r—r-!--r-r-r-{-v-!'-v'i-

1. ¢cv 55.6 I
. : ‘ |
= 2, CVC 19.8 ll

I 3. ccv 10.2 P
1 ‘ |
° | 4, VC 3.1 . |
| |
{ Syllabic types =
- | (after Delattre [Dela,65]) |
‘ | ’ I
il Frervrrtrrr ottt T T T vt

The absence of the syllabic type V in Delattre's analyses

*
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‘to have more or less the same duration during non-emphatic

from narrative text and dramatic text, Delattre [Dela,65]

e Ak
&
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which is the third most .frequent type in” the case of

Navarro, is due fo his syllabication criteria.

Spanish is known to be a syllable~timed languaée

. 5 -
[Bros,70] that is a language in which all syllables "tend"

P

speech.” On -the, o}her hand, English is known as a

stress—~timed language, that is a language in which stressed

<
syllables "tend" to be ' evenly spaced in "time [Pike,65;

Jone,76]. = A syllable in Spanish always has a vowel as its
nucleus which may or may not contain additional elements

/
{(consonant or semivowel) [Nava,63]. Based on samples taken

5

found the most frequent syllables fq Spanish to be: q A
»
narrative material: - /de/, /a/, /e/., /la/, /ba/, /do/, o“

/xe/, /i/, /to/, /ra/ »

in Spangsh from [Juil,741 and obtained a syllable~frequency
table. , The 25 most frequent syilqbles are given below and \

'‘the-entire table can be found in Appendix I.

. “dramatic material: /de/, /te/, /no/, /do/, /ke/, ‘/sé/,

/ka/, /a/, /to/, {da/

i We have selected a sample of 2000 most frequent words

Co
c : \
‘, u | |
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/de/, /e)/, /a/, /la/, /ke/, /i/, /Jen/, [es/, /no/ [e/,
/_t:-g_/l /E_E/I /9_2/1 /ko/, /_I_'__?_/r /o/, /na/, /mo/, /ta/, /pa/,
/kon/, /yo/, ¥su/, /si/, /por/ |

" -The underlined syllables are found also in the 1list

reported by Delattre. Our main objective 1in this
experiment had been to bbtain a -list .of most freduent'

Spanish syllables that could be useful in the design of a

©

syllable based synthesize}.’

hd

The total number of q&ffefent . phonological :syllables

"in Spanish has been estimated at about 5520 by Saporta and

éontreras [sapo,68]. A speech , synthesizer for Spanish
based on syllables needs to havé the facility to produce at.
least a subset of the most- frequent syllables. The
parameters of these sylLables such as pitch, and formant

contours can be‘extracted a priori and stored in a table.

By feeding the stored parameters as input to a formant

. synthesizer, the corresponding sounds of the syllables can
3

be generated. Such a system can further be supported by a

phoneme based synthegisﬁgp aécount for theysyllables whose -

parameters are ﬁot stored in the table. o -

-

Ve
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3.5 Speech Synthesis Based on Syllables:

'

*The syllable as the basic conc;tenative unit for
speech synthesis has been considered by Mattingly [Matt,73]
at Haskins Labopratories and by Fujimura [Fuji,78] at Bell
Laboratories. ﬁesea}chers at Haskins Laboratories consider
that "speech 1is a code, and that the encoding unit'is the
phonetic - syllable" [Matt,77]. For Mattingly's
synthesis~by-~rule schema thé input is a phonetic

transcription of an utterance. He makes use of

syllable~features that can take binary wvalues. Thése
values determine a pattern‘;f articulatory influences such
as the vowels in adjacent syllables, Fhe fin;l consonants
in the previoﬁg and current syllables, and the initial
consonants of the current and following syllables. A set
6f?parameters for the synthesizer ﬁis determined. . Using
these values he has used. a software simulator of the
synthesizer OVE~-III ([Lilj,68], to produce the acoustic
output. Mattingly recognizes that Fhe syllablé plays a

crucial role in stress and intonation [Matt,;77].

Besides the findings of Mattingly and other
_researchers, we are mot{vated by the followiﬁg féctors in
our c¢hoice of syllabies as the primary concquggtivg unit

for synthesizing Spanis speech:

S o b
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a).AlthBugh there are exceptions [Seco,76], it |is
possible to identify syllable boundaries in a text.

b) .Syllables tend to have more or less the séme duration
[Gili,71].

c) .Syllables being higher order concaﬁengtive units than
phonemes, for a given text the number of inter-~unit
boundaries will be small when syllaplés are used.

d).The syllable is the basic rhythm unit o% Spanish

- [Malm,65]. |

e).Stréss\pldcemen; on a syllable within a'wordﬁ can_ be

determineq based on rules.

£) .The formation of intonation contours over a sequence
"of words is simplified when syllables are coﬁsidered

as basic concatenative units.

g).Céarticulation- effects are included in the syllabic

unit.

The process by which a word or a breath group is
) , -
broken down into its contituent ‘syllables is known as

syllabication or syllabification. Syllabication of Spanish '

text is possible through the application of a set of rules,

although some exceptions can arise. The rules based on the

~work of Seco [Seco,76] and Navarro [Nava,63] are presented

below: Let C denote a consonant sound, V a vowel sdund, L LS

a syllable boundary, and the set P be defined as: .

! >

r ' \

\
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{C,C, |(Cet/B/r  /b/y  JE/A J9/e It/ /K
and C,é(/t/, /1/)) |

OR (C,C, = /dr/)} : :

S1 The sequence VCV is divided as V-CV

S2 The sequence°vclbzv is divided as ™

a) y-rClCZV if ClCzeP .

b) VC,~C,V otherwise " ' Ty

s3 Th; sequence VC1C2C3V isodivided as -
a) VCleZCBV ifaC2CjeP

b) VCICZ«C3V otherwise

S4 The sequence V,V, is dividgd as’
vlqu only if elther v, 6rJV2 is a sgressed /i(\or
/u/s
otherwise the vlv2 pair is not separated.

’

S5 Three vowel§ in sequence are never separated

a

We use the term 'ofthographicwphrase" " to denote a

senptence or part of a sentence that is terminated with a.

4 <

s
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pause while read}ﬁg. In. our case, an orthographic phrase
is delimited‘ by Punctuation marks . The following
procedure, READwSREAK, 15 proposed for synthesis of speech

from text usiné syllaﬂles. Its goal is to extract as much

‘information as possible from the orthographic text and then

to "speak out the output-buffer contents".

9
In order to use syllables as concatenative units for

speech synthesis from Spanish texts, .we conducted some

analyses of text and speech. An%lyses of Spanish text was

done at the word level. For this purpose, the two thousand
most frequent Spanish words were syllabicated using the
syllabication procédure "described above. One of the

results of these analyses is that 596 different 6 syllables

can generate 2000 wogds. °

Analysis of speech was done at the syllable level.
The sixty most frequent syllables were uttered
consecutively by tﬁb different speakéts under "noise~free"
conditions and recorded on annaudio tape. This timewdcﬁain
signal was filtered at ‘4.5KHz and digitized at a 10KHz
sampling rate with twelve-bit résélutionnper sample.

: ' X y

The digital siénal Sf the consecutive syllables - were

stored on a magnetic disc. Using an interactive graphié

terminal, the digital representation of each syllable was

Y

s Jarke wites SO Bata b ok Al tw Do b
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PROCEDURE READ~-SPEAK
1 Get an orthographic pﬁrase;
2 Ge£ a token from the orthographic phrase{
3 Repeat steps 4 thru-9 till the end of the data is
reached;\
4 Repeat steps 5 thru 7 tiil the end of the
orthographic phraée is reached; . .
5 Case TOKEN of ‘
WORD : )
Generate phonetic transcription of the word,

Syllabicate the ﬁhoneticﬂword,

Kd

P

Identify stressed syllables, and
LY o
Place the result onto the output bu(ijf;

PUNCTUATION MARK :

Place pause marker in the output buffer;

EXCLAMATION OR QUESTION :

* Place sentence type mar&er in the output buffer

End Case TOKEN of;

6 If there are more than 8 syllables in, the phonic.
grodé then add a pause in the outpuﬁ‘buffer to
indicate a breath groﬁp; a h
7 Get the next TOKEN from the orthographic phrase;

8 Speak out the buffer contents.. ‘

9 Get the next orthographic phrase;.

e

End PROCEDURE READ~SPEAK R
‘ e A
+w#?ww*wwwwwwwwTwwwwwwwwwwww*wTWwwaww*wwwwwwwwﬂwwwwqq::;§+
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segmented and a dictionary of syllables was created.

Splicing of syllablgs'was done "manually” in order to
obtéin words and. shortw-sentences in{ digital form. Then,
, the digital signal of words an short sentences was
qonvertea to an analog signal which in turn was recorded on
| analog tape. Thé‘speech so obtained is intelligible but it
., is monotonous. This is mainly d;e to the fact that we

dealt only with coding/decoding of speech and no attempt

was done to modify the fundamental ,frgquency. The

objective of this experiment was .to obtain an acoustic

version of spliced syllaﬁles within a limited scope.l

L

-

Spectrographic analyses of syllables were obtained
using a sonograph. .NarrOW*baqg,and wide-~band” spectrograms
of syllables in isolation\were produced. Some spectrograms
of continuous speech aéﬁwéll as "casual" speech were also
generated. These spectrograms can be uséfulh to diterﬁkne
the 1nterpolation’function to apply at syllable boﬁnéaries

when a formant synthesizer is available.

-

3
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"from the reproduction of their bar chart as shown in Fiqure
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CHAPTER v ‘

-

QUALITY OF SWEECH AND

SUPRASEGMENTAL FEATURES

>y . : . i
4.1 The Need for the Good Quality Speech in Man ~ Machine i

Communication:

Historically, speech has dominated among all the modes
of man~-to~man communication. Ochsman and Chapanis compared
the effectiveness of ten communication :modes in problem

solving [Ochs,74]. The gist of the comparisons is seen

i

4.1. The five modes indicated on the left of this figure
which involve a voice channel are significantly faster than
the others. Speech as a mode of communication is natural
and convenient. Hill [Hill,79] has extepsively studied the

4

advantages and disadvantages of this mode of communication

and the following is a brief summary of his findings:

a).It leaves the human body free for other activities |

°

providing an opportunity for multimodal"

+

‘ communication.
b) ,It is well suited/fox~ providing "alert” messages.
c).It is omnidire so does not require a fixed;

operator
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'd) .It is equally effective in the light or the dark, or
under many conditions when visual or tactile
communication would be ’impeded. I; is well éuited/
“for thggvisually handicapped.

e) . It allo;s limited securiﬁy ?hecking on the basis. of
voice qhatac}eristics. k
£).It can be transmitted over the existihg telephone

network. |
g) .It is subject to interference by noise.
h) .Random selection from a large inventory of items is
difficult.

i) .Speech input to machines seéms to be expensive and

less succesful as it stands today.

-

3

- With the modern degglopménts in speech synthesis, It

1s”possib1e to add voice outpyt, generated by the machine,

to ‘information wutility systems such as the videotext
projects.. Since the man-machine communication - in  such
'casega will be to casual users of a computer system, ghe
voice response should sound natural and it must be clear

and less prone to miginterptetation. Another application

area that would require the supplement of - good quality
speech is Computer Aided Instruction (CAI). Here again,

the .synthetic speech generated bg the machine should sound

s
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a) .Communication rich: f) .Handwriting .and video.
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e d).Voice and’ typewriting.  f).Bandwriting.only.
. 4 ' ~ ’ .
! L e) ,Voice only. j) .Typewriting only.
Gy | /
N . . . ;

ks b A oo Amaaene




3
e

73

natural and friendly in order to keep ;he learning spirit

of the student as high as possible and ollow the student to

Al

aoncentrate on the material being presented.

4

For the generation of synthetic speech of acceptable

-
AP ot

gquality, we need to consider suprasegmental or  prosedic .-

features - such as stress, stress patterns, intonation

contours, rhythm, and.pouses between utterances. Placement
. A
and control of the parameters require a good knowledge of,

the syntax of the language, the vocabulary, and the
v, ' L
semantics of the underlying discourse. ) e

\

4.2 Speech Qualitys - 3 . \,j

t > » .
' . N
. : ' . /

There is a wealth of knowledge about the';coustlc

" properties of.the Speech wavextflan,72a; Oppe{7é; Rabi,78;.

Joko;63; Fant,73).. . However, the 'relationship betweenll

speoch quallty and acoustic parameters 1is not. very Vell
.

understood [Flan, 72a] Speech pqurption is a murtistage‘

proceis. Initially, it is concerned with the processing of

-

acoustic' information by humans and its -decodihg into

linguistic units. The acoustic signal is-only the starﬁihgf '

point for a complex dynamic decoding process [Jako,63].

b

Since the mechanics of the decoding‘ process is’ not well

understood, speech perception is o cpmplex one'[Stev,75].

!
]
)
j
!
i
]
!
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‘experiences more difficulty‘in identifying isolated words . -

'Bi quality of the speech output we mean speech’output which

.system is to be useful, ' ' Lo B o

74

It is known (Stev,75; ELieb,67] . that an individual

., than 1in recognizing the same words'in‘the context of a

sentence. Extending this further, it is seen that isqlated
words arecmore easily identified than isolated phonemes or
syllables. These facts support the hypothesis that, in th
speech _perc tion process, decoding 'of syntad@ic (an3§
;ardér),uﬁits‘t;kes place in parallel with . the detéction
(based on acoustig information) of phonetic features and, /“
segments. This also suggests that much  of the phépqtic ‘ﬁ
informttion is th extracted from th; speech Qtve, but mustu
be inferred from semantic context gnd Aetiyeﬁ ftom the
listenér's experience [Stev,75].

-

'In the implementation of voice response systems one of

thé main constraints is the quality of the épeech output,

i§’1ntelligible and: natural souﬁdihg. It is possible to

PROBPCIIG A WV IS PR DUCWCY NV .

obtain synthetic speech which sounds natural but' it is not’

i

intelligible. iAlso, synthetic speech-can be intelligible

e L
but sound . unnatural td the human ear. Fol voice response .

systems both characteristics must “be .presented' if . the

” Il " "
to . . h

. ) . " 'y

The evaluation of speech output quality is subjective
i

by nature, because it is the end user who decides " whether

L)
*
L (3
.
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or not 'therfesponselis inﬁelligible and natural sounding.
Besides, there are no wellweétabliéhed methods which can be
used to . quantitatively evaluate the speech quality
[Flanifza]. Most of the methods used to e;aluate speech
rely on the conventidnal articulation.test. In thi ‘test,
an individual is asked to wrxte down the equivalent o the
utterances 'he °1istens'to. Very.often, the'uttenances are
composed of isolated vowels or isolated“syliablesﬂ” T‘e"

analysis of the 1listener's responses 1is . done using

Uscafistical methods such as Multiwdimensional ‘Sealing

[kru§,64].

o
Qa

In ({Shes,79] a comcérison of'natural and synthetic
speech based on a pattern recognition approach . was.
presented.-r'For this experiment, a set of utterances were
récorded'by a male speaker;,‘;The same ‘utterances were

synthesized in a VOTRAX synthesizer and recorded.” Both

B @ v o )
speecli waves forms were filtered at .5KHz and sampled at
. Y e

10KHz in order to obtain a digital representation. The

digital speech wave was classified into voice and unvoiced

: speechwsounds. . The outcome of the comparison was that the

synthetid’speech contained more unvoiced sounds than the’

-«
4

natural speech.

<

A schematic representation of the approach for testing.

the quality of speech is given in Figure 4.2. The term

» v

.
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channel i this figure might refer either to a bhysf;al
communication channel or to a transfdémation process used
for speeEh coding to enable ‘effective storage of the

speech.

N ‘
\\ ' - . " v o

\
\

4.3 éﬁprasegmental Features gf Speech:

°

v
n

The phoneme, the syllableé and the breath group or

sense group are very often referred to as "segmental

AN
features". 1In normal speech, utterances are constituted by

-segmental features modified b& stress, rhythm, pitch,

iptbnation, infle;tions,,andAso forth. That is- why the
term suprasegmental featu;gs ig used to denote stress,
rhythm, pitch, and fntonatioﬁ, In some cages, a change of
pitch or sfress,implie5°a different syntactic unit. Some
examples of this situation are the words: contract, export,
frequent, present, prbgreés, record, subject.  In all these
words, stress, at the éegipnidg of the word denotesy a

noﬁn7adjéctive while the stress‘after'the firsi vowel sound

Aresulté in a verS !Jone,?G]; ~InfSpanish,“ the placement of

- 2 4 N - ‘
stress within a word, contrasts between present and past

tense, as in 'qamino" (i walk) .and 'caminé' (He, walked),

\

betwéen noun - and verb, as in "rio® (river) and "rid" (He

ﬁ‘laughed),\or between adjective and verb, as_in 'coitq'

J

(short) and "cortd” (He cut).

°
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In tone languages, like Mandarin, an utterance with a

a2

high pitch may have an altogether different meaning from

that of the same utterance when uttered with a low pitch.

In other languages, like Englisﬁ, variations in“ pitch do

not ¢thange the meaning of a particular word. However, in

English, a sentence can be a command or a request depending

~

" on the intonation of the utterance. Consider the following

sentence in Spanishi: ‘

/bendras algun dia/ (You will come some day)
The intonation variations and the length of the pauses
between utterances ean give rise to a great number of
different meanirgs. A rising pitch at the end of the
utterarice denotes. a question. A felling pitch at the end

of. the ut\}:erance indicates a statement. The attributes of

. Speech sounds such as stress, strees patterns, intonation,

pause length, or pitch variations are commonly referred to
\ . ’ Y

. as suprasegmental, features.

- . ' \z
-~ )

The prominence of a syllable within a word is known as
stress. Such prominence of a syllable can be i‘nterpreted
as time duration or as .a loudness with respect to

neighbouring 'syllables. On the i:qrt: of the speaker, stress

is related to an increased vocal effort.or muscular energy.’

Pi’tch‘ variations are very often indicative of stressed °

sy}lables.' In English, ‘stress is used to differentiate

- ' '; :
between words that have the same spelling but different

“«

AL ol e smes mS Bt e
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meanings' as in "desert ws. _d_g_sert:'. Xlso, stress is
employed tc; emphasi ze words within a sentence as in "“He
lenﬁ :ygg two books". In 'some other situations, stress
serves the purpose of conveying“aa ,Eeeiing as 1}1 "How was

your vacation? It  was great!'. Besides, stress is a

primary element for the determination of the intonation

-

contour for an utterance. - )
i
N ‘ A

For the generation of naturaiwsodnding synthetic

speech, both segmental as well as supraseqtmental features

‘are necessa‘r:,y. " In general, the use of the sup:asegmefxtal

features in continous speech is subtly controlled by the
speaker. In the written text the suprasegmeﬁtal feat‘ufe_s
arg,notkevident. ‘Therefore, in a texf:-rto-;speech gynthesié
ptéceduré the suprasegmental featur?s to be employed have

to be/nferred either from otthographic rules or from the-

“kndwle.dge" of the discqurse.o It is our contention that by

: 'assuming a limited discourse for a text~to—rspeech synthesis

system,"the‘ suprasegmenta],geatures can be derived mostly

~a,

from orthographic rules. .

4

Three intonation levels ca’é bé used, for nonwemphatic
Spanish utteténées in the coﬁtext of a E?q{:ew. which deals
with affirmative, negative', and '1nterroqative sentenc;s;
Thls is orily an appréximation to what a. native-vspeaket:

actually does while. speak;ng,. The desited intonation level
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for the synthetic voice is specified by a 1eve1 marker in
the "phonetic transc‘rip-tion string® derived from step five
in ythe. 'proc‘edure ' READ~SPEAK (Senction 3.3). For this
purpose, a level one marker is inserted in k the phonetic
transcripf;ion to denote the begining of én orthographic
phrase. ~Then, a level ‘two marker is introduced to iﬁdicqte

the ocurrence of the first stressed syllable in the

orthographic phrase. The intonation 1eve9L remains there’

until the occurrence of the final stressed syllable in the
/gtthdgraphic phrase. For interrogative sentencés, a level
_three marker is inserted 'to indicate the last stréssed
syllable in the sentence. In any other type of sentences
or orthographic' phrase, a JAdevel one marker is used to
denote the final stressed syllable.

j

1 . ¢

A

4.4 Acoustical Correlates:

8
J

,Acc;:rding to D‘enes [Dene, 70}, "one of the central
.problems. in the 'éxperimental research pf 1anguage is to

co.rrelate'parameters of linguistic descriptions and the

mgasuremehg- from phyéical‘s‘:“peech events. ~Fut'ther’, he not;‘qs

that all the rélevpnt acous'ﬁic; features of the speech

a .signal can be. accurately meé-suted by the 1ristrumle'nts now
\ available, Even ' more, there 1s a way to verify the
' . :

R ’ N . <
perceptual effects of such measurements, through the use of

speech synthesis t'echniques, N However, the . acoustical .

- AT ~
o - 4 *

-
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. features that cérrelate to linguiétic features ha‘ve not
been unambiguosly established and it remains as an open
‘problem. In Denes' opinion [Dene,70], a close“ int;eraction
between linguists and physical scientists is an_necessary
step towards soléting this problem. x

ﬂ'l“h'e cofrel’ationv. of parameters o f linguistic
descrlptions with the fundamental frequency (Fo) of the
speech wave has been the subject of seyeral ‘studies.
Intonation is one~ of the suprasegmental features conveyed
through variations of the fur;c;amental frg_quencyu. - A
deﬁ;ﬁ.led studylof. fundamental frequency patfern_s and théir
'r”eiationshinp to 1ipgui§tic features was conducted by
O'Shaughnessy [0'Sh,79]. He showed in several experiments
that fundamental frequency contours. follow particular
" patterns with respect to sentence Ltype,“ syntactic

construction, and other 1linguistic features. The F

4

0
pattern followed by an answer is noticeably influenced. by

the context on which a question is asked. One of the
conclusions given by O'Shaughnessy [O sh, 79] is that pitch,
1ntonation, and stress correlate with i}.\%damental

&

frequency, ampl‘ipude} and duration. } ¢
) Murillo, Berdichevsky, and Cutler [Muri 79] conducted
an experiment for the analysis of the fundamental frequency

of Spanish declarqt;ve statements. 4 They found that the E‘o

1

F PP
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variation of each syllable could be approximated by a

straight line.. From their analyses, - we observe that F,

frequency rises steadly from the begining until the
occurrence of the first stressed syllable in the sentence.

Then F, falls to a lower level which is maintained steadily

o
until the last stressed syllable in the sentence. For the

©

declarative sentence given in ([Muri,79], the Fo contour

drops to zero. It is possible that for interrogative

g

sentences the :r"o contour rises instead 'ofr falling to zero.
. © '
Further 'experimentation would be necessary to determine

such factors. ' .
\ L\\

e

Knowledge of acoustical correlates to. linguistic
features is also useful for speech recognition purposes.
In the study conducted by Lea ([Lea,80b]}, a set of 255

English- sentences was spoken by one talker.. Sentence type,

phrase structure, stress patterns, and phonetic sequences

were consiiered in the deé'i,,gn of the sentences. The:

results of the study are summarized -below. -

'

-

"Determination - of the  acoustical correlates to
pérametets of 1 ingqi's‘tic descriptions has been a difficult
task. Perhaps. as Denes [Denéﬂﬂ] suggested, new

d‘\efinitions of linguiétic descriptions may be necessary.
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+-\--v-v-v-r-v-v-v-r-\'ﬂ--r-\-"-r-c-V'r—r-r-r-r-v-r-r‘r-r-\'-\'—r-r-r-r-\--v-r-r-r-r-r-r-r-r-v-r-r-r-r-r-r-r-i-

F, Pattern . Cases

—— e — — — — ——— — — — —p—p—— — — — — ———" w—— o—

|
|
|
| Rises steadly at the begining of a
sentence,'until the first stress,

where it peaks. 99.0%

Falls, 'aft;er a peak value in the
{ last stress, to a low value at
the end of ea;:h declarai:ive,

: command, and Wl-hqueétion. 99.5%

I

Falls, then- peaks within the last

-

stress of yes/no questions, and
rises throughout subsequent unstresses. - 95.0%

-~

—

|
|
|
:

'] I1ts value on unstressed syllables is
l ' e -
| lower than on all _preceding stresses.
|
|

Also, the values of the precading and

the foIlowing stresses are at or above

s
f
Z;———.———————.—‘—————.
T

|

|

] .

| the value of the unstressed syllable. . 91'.0%
1 |

* N . 1

i ( |
'I"r-r-v-r-r-r-r-r-v-r-r-r-v-r-r-vw-r-r-r-e-r-v-r-r-r-f-r-\--r-r'r-v-r-r-r-?-r*v-f-e-r-f-r-f-v-r-r-r-r-r-l-

-
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- CHAP'I"ER~V

S ENTENCE GENERAT ION AND ITS

APL ICATION T0 DATABAS E.S

~

5.1 Grammars for Sentence Generation:

Fa

§
The study of language has attracted the interest of

man for thousands of vyears.. ASumerién grammar (2, 000
[

- B.C. aprox.) 1is one of the earliest 1linguistic works

[Jako,72]. Until the nin\efy@r century the study of the

language was-oriented towards establishing a supposedly
uniform parent language. ' Several techniques for language
anal ysis have flourished.since the end of the mnineteerith
century. Among the techniques originated in this century
ate those of Tagmemic Analysis [Pike,76], .Stlratificatio'nal
Gra;tlmar [Makk,731, Case Gr ammar (Fill,68], and

\

Transformational Generative Grammar [Chom,65].

/4

Noam Chomsky adopted the view of languageracquisition

as an innate process . [Chom,57]. " He considered that in

human beings language is "internalized knowledge®
I &
repredented by a system of rules [Chom,66]. One outgrowth

of the work of'Chomsky and his colleagues u!és"the Theory of

.Transfétmation_al Gramnar, TT6 for brev\ity [Chom,57;

Chom,63; Chom,65; Chom,68]. Tf\e objective of TTG is to

]

5 |
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g
characterize » the abstract grammar which human beings

possess.

In TTG, there are two basic dichotomies:

(i) .~Surface Structure vs. Deep Structure.

and

'
3

o

%

(ii) .~Performance vs. Competence,

o

Surface structure refers to what we actually hear or see in

\

written form and deep structure refers to( . the

representation of the meaning of an uttered or a !written

senwence. For example . T
a) .Jim wrote the proqren
b) .The program was written by Jim c
Both! sentences ‘have the same deep structure (semantic
1nterptetation) but diffetent suxface structute (syniactic

sttuc!qre). Now consider the Sentence:

¢) .Jim sent the letter.

Comparing sentences (a) and (c), we find that they do .not
a » * > .

have the same deep struéture. Bowever;qthey have the same

-y -

surface sttucture, that is-

oy -

nounql + verb (tense) + atticle + noun-2

3 N
Competence and perfotmance refer’ to a subject who is

’skilled 1n the -language under study. Perfotmance is the’

way an individual speaks, or writes -a language with all of

hits regularities and irregu}arit{es. on. the other hand,’

.
o ‘. .
1S
A

a
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‘the - congept of cgggetence refers to a subject's ability to

interpret anq‘undé}stand any sertence in the language. The- -
. . ) .

\«'clﬁim of TTG is't@at all native speakeﬂﬁ ofia language have .

.

'

by

rJ

. essen

\ perfo

I\
{

compo

Al

The s

’

Deep

with
P

the 1

\ o
L

< \ .
tially the same competence but not\qécesarily the same

L .
L
* N \
. .

‘o y

For any, grammar of a language, the TTG [Chom,65]'has
. v \ ' . . .
nents dealing with: T o~ 5

/."

.
‘Tmance.

! (i) .~syntax, i

[y

{ii) .~-morphophonemics, and

(iii) .+semantics. : . . . -

yntactic component has two aubcbmponents which are:

e

wphraée structure (PS) rules and lexicon.

~transformatiopal (T) rules. - ,A !

[

stiuqtures are genérated'»by the PS~rules operating -

the lexiton. The fundamental gramatical categories of

.

L ]

\

énguage and worqaorder'arefinﬁroduced by the PS-rules.

) ) ! ,
. The task of the transformational rules is to operate

on the deep strudture obtained from the previous

By i
subcomponent of the syntactic component. 1In doing so, the

delete, move and substitute elements in

-

T-rules 'insert?

Py .
& order to producé‘a surface structure without modifying the

deep structure. Oncé a surface structure is obtained, it i

forms an input to the Forphophonemics component. The

phonologiéal and morphological atructures are considered by

- . . . N
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each arc. PFor an arc to be traversed, the test must be

87

14

+ : . 4
the morphophonemic rules. The morphophonemic rules’ map the

q

surface structure into phonetic't}anscriptions. The thiad
comggned% of TPG, that is the semantic éomponent: maps deep

. - ‘r
structures into semantic interpretations. Augmented
: o . A v

‘Transition Network (ATN) grammars are another tool for the

stu@y 6f 1§ngﬁages that was developed §y Woods [Wood,70].
The ATN is one of the widely uséﬂ Eéprgsentationé of aisp
structures 15 natural language understanding systems and in
question~answering éystems. An ATN can bé.viéuallized as a
collection of direéted graphs with _labeled states and

labeled arcs, a start state, and a set of final‘ states. 1In
.. b/ ‘

addition, a test and a sequence of "actions" are defined on
4 4

v
satisfied and then the "actions™ are executed. The label’

-

on an arc can be\ a *nonterminal symbol,' thus allowing

S -
recursion. Woods proved that ATN grammars have the

generative power of a Turing machine [Wood,70].

»d . ) of*
~

5.2 Speech Output from Database Systems:

Natu¥al language communication between .man and

. computer 1is desirable_in many database (DB) applications.

&

It is often the case that a decision maker needs access to

data. managed by a datéba§e system (DBS). However' in order
' I '

to interact Wwith the ©DBS, he has to resort to the

assistance of a person who is skilled in the details of the

o
=l . R
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A natural language

_ (Bens,79], or natural language interfaces.

considered as a particular i cases 'of formal

w J

s : ’ ' o *

¥V < "\ 88

~

computer system and the database system. This situation is

14

undé€sirable, partichlarly when dealing with sensitive data.

interface would enabld the decision

i " ' '
maker -to interact directly with the DBS. .A database system
designed for npn-expegt users, as in banking systems - for

kY
is accessed by casual users.

example, In this situation,

the user does not want to or can not learn a query language
{ . .
in order to make use of the database (such as to know

his/her balance in his/her bank account).

. , .

In this general scope, a natural language
between man andvfomputer is a complex task. However, under
the assumption of a pérticular applic%tion, a good degfée
of. success can be ‘achieved. For a particular application,
thé discourse will be limited, which reduces the vocabularf

and the number of poésible syntactic forms. Ewen more,

'some’semantic interpretation might be feasible. From the

‘poipt of view of the user ther;§§s ho loss of generality

/

and from the point of ' view of the ‘implementor the

complpexity of the,pro:blem is reduced. (anguages so

: - : \ :
designed are .commonly referred to as "natural® language

- 4 z
Y . - LR " N /
-"Natural® 1languages used in a computer System can be

languages

» »

' [Bens, 79]. In the design and implementation of "natural™

\

interface

.m,«”w.k»m e
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o laﬁguagé systems, éeverallaspects,of the,theory‘ of fotma%

languagesy are useful and relevant, 'Naturql"language

systems can "be broad1§ classified into two categories:

L1

A
> &

- "Natural®™ language understahding (NLU), systems.

. ',' ! | e
- "Natural™ language generating (NLG) systems.

4 . M —

The task of a NLU system is, for a given user's query, to

. derive ‘zhe "semantics”™ of it and then to code it in a

A4

suitable form for the input to a DBS. The reverse process
is achieved by a NLG system. The NLq produces & syntactié
structure in the fna‘Pral' language, from a 'semangic'
representation. Generall}, the interactive NLU systems
include some_kind of a response generation or a NLG systsm

for the dyalogue with a user.

The user's ,duery and the system's response can bjg\:‘

DA CEIRN

presented in séveral1 modes, as 1in textual or acoustic \\

.

forms. As stated earlier, the NLU systems operate in a

limited context. In TORUS [Mylo,75], the domain of the

: , . .
discourse is information about graduate students in the

~ Computer Sciéyce Department of the University of Toronto.

The user's query and the system's response are in textual
form. In LADDER [Hend,78]) (Language access to distributed

data with error recovery), the domain of discourse is

\,
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’ ‘ ‘ , .
restricted to a database meant for the manufacturing and

maini:enance of US navy ships. The user's query Las well as

the response from the system are in a textual form. '

Qur present interest is in sentence ‘'generation as  per

o

a natural lanéyage and .its presentétion invacoustic form.

)‘g{here are at least two ways to obtain the acpustic output’

from the NLG component: Ins Figure 5.2 the block migﬁt
generate the response in the form of control par‘:ameters
which' could directly drive a synthesizer unit. In the
other approach the NLG component’ ge/gtat,es -texts which are

s

input) to a textwtOwspeecF“Tomyt. In turn, the

textﬂ-to-rspeech component produces the control parameters’

for a synthesizer unit. We consider 'the second approach

suitable for our objectives because of the smaller binding

—

+ among the diverse components. In addition, each compJnent

'can .be developed almost independently and we could b'énefit’

‘from the earlier researches in NLG.

- . N
EPR P [ C R V- - W s w v cmd e er Mgt s sttt - cmd Ameomb i nmess 1M s



[

\\‘

-

-

mmzommmm
S KILSAS

.mswa ut soejiajul ue se-abenbue7 TeiInleN T°S sinbrg

4

-

;"

HOLYHINITD
.m¢$2<ﬁ0.

v . .

NI +~LNOYJ

—— e

1 SOTLNYWAS,

HIsyvd
s HYWWYHO,

aNJI*-LNOYd
NN

) asvd
IDTITMONN

Ve
‘



A

R

. o
h S

92 |
]
/, -
“//ﬂ" . ~PpJSER'S QUER \
DATABASE ‘ ’
SEARCH :
S
+ o
SENTENCE TRANSFORMATIONS .
GENERATOR - |TO DRIVE A (su) .
{b
PN
' TEXT ‘
TO
SPEECH
R
SPEECH ' '
SYNTHESIZER| - )
UNIT (SU)
* »
Figure 5.2 DBMS. Speech response 7
» . ,’ y/

e v -




In this section we make use of an exampleu database

by

which provides informatioh about student registration. The

various stages of the case study are shown in Fiqure 53./

The central interest is on the ‘sentence

* and the text-rtq;rspee/eh module. Therefore,  suitable

© assumptions are made on the presentation of the user's

query, and the selectors for the sentence generator to make

the case study simple. The user's q“uery'c':‘ould be expressed

in a SEQUEL-like language. The problem of generating the
. g ,

values for selectors which control the sentences. generated

are discussed at length in [Mylo, 75;. Wong,75].

3

“questionranswering component which creates a semantic

network provides a set of arquments to the selector. Then,

-

e -
the selector copies part of the semantic . network into a
database and maps the resulting graph onto-a "more surface

répr esentation” [Wong,75] .

generation module '

In TORUS, a -

ICIPPRNEY
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~The internal. representation of a deep -structure ' and

tﬁ; t'ra;mslation into’B surfacue strucfture are the priméry
characteristics of a senténce generation system: For this A
purpo;e, Bates [Bate,78], suggestn thelu“se of an ATN grammar
along with a lexicon. The different stages of our case of

study are as despicted in Fig.5.4, it involves the

»

following: - o
LY '
- ~ A set of parameters that determines the syntactic’

units needed in the ultimate sentence output.

4 *

~ A phrase structure grammar which ‘controls the
1.‘nt‘<-::‘du'c:tionl ;D')rocess.

~ A set of T-rules or transformatiphal rules fplr ) -
‘mappiné' the intermediate sentential forms into the

sur face structures or sentences.
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Figure 5.4 Sentence Generator Block
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_For the production of “sentential forns",

’symbors are sPeciffed by a s

A7

et of pe#Y¥ameters

97 .
the terminal

é datapase‘

A d

?

lexicon is'used to verify the éompatibility among ‘terminal . ¢ -

symbols and in some cases to provide additional terminal

symbols. In the database lexicon, tﬁg relations among

terminal symbols “are ‘represented as =a

nepwork model

database [Date,77). The GPLAN database management- system

is used for the generation

lexicon. GPLAN is a set

’

,§ubroﬁtines, that supports

database lexicon includes

- houns

a

~»

and access of the database

of user-callable FORTRAN

a network model of data. The

-

curso (course) , alumno (student),

(professor)

-~ verbs

[ .

-

profeso

aprobar ~ (to pass), . impartir (to teach), reprobar

(to fail),.inscribir (to register), dar (to offer)

- auxiliary verbs

haber, ser, estar e

‘=~ prepositions

por (by), en (in)

¥
»

In this case dtudy, the sentence genexator has\a_close
. L

aqilogy to the syntactic componen& of a transformational

L4

grammar. In fact the phrase stiugture rgles as well as the

transformational rules8 here

N4

emPloyed are based on the

e

< amarn it ranbaiieon £ v s g MEesmA
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subset’ of the Transformational Grammar , proposed by
/ . ) . ' /

R.L.Hadlich [Hadl,71] for Spanish. The PS-~rules conSigFred .

, are: : ' . . o RSN
: S .-~x+~<> (neg) (Q) NP VP - '
o \\ NP ~—x~=<> (det) N (pl) . :
: VP ==-=<> aux verbal
’ “ aux -re-c-r—r-=> 'asp't
, ~ 1 . . t
' "t w=r-<> [+past] ¢
= asp -wr-r=<> [+perfv] | [+subs]

verbal «-r-==> V (NP (passv))

pasév —-—+—-=<-> SER passive | SE pass{ve

v ~ " 3

Where:

S = sentence VP = verb phrase
a

negative aux . = éuiiliary ) ,// ?
J ’

question marker i asp = aspect >

neg

0
]

NP = houn phrase t = tehse

. . ! ° 9
det = determiner passv = passive (two modes)

N = noun - - perfv = perfective ' ..

1

pl = plural " subs-= subsequent
: S

r

- Transformational rules are rewrite rules which map

‘trees onto trees without changing the déepéstructure. Any
» T-rule has three basic parts, namely structural description

(sD) , condition (C) , and structural change (SC). In order

to apply a T-rule,the condition ﬁu§t be satisfied and the

~

s
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SD must match the - deep structure of the sentence. The

strué¢tural change (SD) specifif the changes to b"e made’ in :
the sentente. As an illustration on how a T-rule operates, |
. the following examplé ig‘g\iven," ) : ’ ' - o
Consider the ruleé MSER passive” and "‘affiLx shiiftg"ﬁ:“; ] ’
Rule “SER passive" , ) .
Structural description (SD): _ s " e .
NP, X V NP, passv i ’ : , R ‘ ?
‘. R Jd
‘Condition (C) for the rule to be applied: none ; ’ SN i
'.\' , s . . K . ' N E

Structural change '(SC): @

4 L.

NP, v ‘NP, passv ==> NP, X ser =~dr V por NP

Rule "affix shift" o . S . A

' i /]
. A ) . » * ' ¢
Structural description (SD):
. . 2 . P ‘ v
affix Vv : e K

o

Condition (C) for the rule to be applied :

affix = ~r, ndo, -vdo,»\-d-‘r, %t aspect-tense-tperson-number

.
-
. .

S'tr:gs:tural change (SC):
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& ) ' 0
* affix v ==> v¥affix | . :

- ot
fn 30 r , . o
. - 3
. R . .
+ “a 2

and the sentential form: ) ' )

>

JIMENEZ (+perfv]’ (+past] IMPARTIR EL CURSO. 352 passv ey
. ta - o S\ . a '

om

(Jimenez l[+perfv,] (+past] teach the course 35?:! p,aessv) °, i
\ . e

[}

The é_pp,lication of the rule SER PASSIVE would produce the .

the structura

¢ /

EL CURSO 35\2\‘ [+é" fv] (+past] SER'-rD-/IMPARTIR POR JIMENEZ

- , ¢ . o . i
L . i

”

In furn, the applicatjon of the rule AFFIX SHIFT would giv_f

4 the following. structure:\
”

- EL CURSO 352 [+perfv] (+past] SER IMPARTIR =D~ POR JIMENEZ
s .

. §
/
At this stage, it is only necessagyy to obtain the past

1
tense and the aspect verb modifications:

~ a

”

EL CURSOQO 352. FUE IMPARTIDO POR JIMENEZ | f‘

L3 v

o
g

= {The coyr'se was taught by Jimenez)

v
v ’ . ¥
-
+




Finally this sentence will be the output from the sentence

. + . )
generator. The textwtowspeechféodule tJ%nsforms a surface

. .
struci?re 'into a phonetic transcription. The procedure

READwSﬁEAK (see sec, 2.3 and sec. 4.3) takes as its ’input

the surface-structure sentences and generates a phonetic

_transcription by denotinq phonemes, syllable beundariesl
e v I

3

and stressed syllables. Intonation level markers are also

inserted in the phonetic transcription. These markers can

cpn;ﬁibﬁte to determlne the appropriate intonation contour

- -

‘e

in ‘the synthesized Speecﬁ"kFidi‘5.5+. ~ Far the above

‘fample, the output from READ-SPEAK would be:

LS

(1)ELE (2) KUR ~S0 §3524 FUE # IM<PAR~ TI (1)<DO # POR //

JI~ (2)~ ME (1)~NEZ _ )

—. ) - ..
"“? | s
Where wg have used the following notapjon: . 0
strNssed syllasle _—
intenation level marker ‘ (1),»(257 or (3)
word boundary : % C
syllable boundary ~ - - ~
pause marker o /7 \
. y

. + N v
¥ > ! ' o
L . .
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- i ' '
¢ A}
s ‘ Surface . .
' Structure
| - , | |
s 'l : ~ ) VA
' '\ . +ertorm Tt . ; ‘ d\/
. ] : | !
e |.. Phonological ¢ . .
o N < # v T W l rules l . ,
“ | ] '
+xrrrrttrrrrrTrTt -
|
~ !
‘ - —_— 'phonemes’ s
- . ' . ‘ . )
' | | : C -
> - ‘ +mprrerrrrirrer e rrrd )
' b l | .
o : - | syllabicagion | s ™Y | |
- ST I rules . | S ?
‘ : e "l l ’ - ) )
? ’ ‘ \ vt wer ¥ N ) "
- ® -~ . ] I . s - e . — Pk ;
T ' - 'syllables” ‘ 2
. ’ . Vo - Coe ’ ’
. | K

+rrrrriorrxrrrrrrt

' « ) : o l
. | Prosodic rules |

I l : . ‘

trrrrrrer et

N N . ’ l ’ I 4' \ i
; 'phonetic transcription’
{ & I \\\‘ - ) !

. ] v
Pty '
g | Synthesizer | .
. ' ‘'l + control | . oLt .
- | parameters. | ‘

i
+rrrrrarrtrrre-rt

' \
' Vi ' - * l ' )
' acoustic output v ‘
. ?
' . Figure 5.5 Textwto-~Speech Generator
\ ' . , N M
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Relational schema of the sample database is given

. below, +
STUD-~BIO: <ID$,name,tel$,sex,age> Bio-~data
STUD~FIN: 1/[3{?#,COUR$E#,grade,year) Courses finished by
) ) . a student W
CORS~REQ: <ID#,COURSE#> Courses desired” for
registration )
PRE-REQ: ~<COURSE$, PRE~REQ#> Prerequisites for é course
'+ CORS-OFER: <COURSE#,SECTION#, time,
éva@lable»pléfesz
. \ . - —
REGI~STU: <COURSE#,SECTION#, ID#> Registered students
{ - .
PROF-~NAME <PROF#,ifame> Professor nali:;/\‘\.\/
COURSE~TITLE <COURSE#,title> Course title .
. B P I - — - . - ) .
’ /
} ° -~
* -
v -~ \
- : . |
’Y /
. .
/
— /
- ‘

et e e ot vt 81 e b vapin b o mins e =
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Sample queries and responses from the sentencé generator

. agd the text~to-<speech synthesis module are shown below.ﬂ

. . ;
Qgggxz éng cursp aprobo: AGUIRRE en 1980?.
° - (SEQUEL~type statement select coursef
| ./ . from STUD~FIN
where (grade<>'F
and name=AGUIRRE
and year=80))
From gggéx: A curso aprobar AGUIRRE [+past]
N v N ot

' (course pass AGUIRRE past),
wy .

From database: 231 B studént name
From data-dictionary: grade=B ==> aprobar ’_Z“l:7‘

¢

(pass).
PS-rules: | Y :
# § ==> NPy [fperfvx\ [+past] V NP,
Acu;nné [+peifv]‘[f%ast] APRQBAR CURSO 231
T-rules:
(verb agfeement, tense and person)

.~ AGUIRRE APROBO EL CURSO 231.

READ-SPEAK:

'syllable§!' ‘ s
¥ | . .
A~ g_I' ~RRE § A-=PRO-~ .B_g $# EL # CUR =-50 # 231

!phonetic transcription'’

(1)a~ (2) gz-wiii\j\i;pao* BO # EL # KUR .(1)~S0 # 231
. N - ap ¥

\

¢

PP e g




‘e

Query: dQuien imparte el curso 2412 o } v///‘\\z ' '

(SEQUEL~type statement: select prof-name

from CORS-~OFER

: »
. ' P
\’)‘ ’ * o ' L

. where dgg;s:#='24l') .
”From-databaﬁe:'proprame = NAVARRO S ;
- From query: profesor impartir® curso [wpa;t] A
- N v N t )
s "professor teach course pagt -
_[igﬁ-g}_l_e_é ; ‘8 ==> N erfv]} - [~past] de't N . |
: - NAVARRO [wperfv]ﬁst/] IMPARTIR EL CURSO 241 ° ‘
(verb“agreément, tense and*perg&n) ’ ‘ %
NAVARRO IMPARTE EL CURSS 241 - ‘v ! |
READ~SPEAK: T S
'syllables' |
, ! ‘ p
. '- NA~ BA <RRO # IM~ PAR -TE # EL § KUR ~50 # 241 _ i
~. . 'phonetic tfahscriptiii' | . - ¥ ]
, J{1)NA= (2) BA *RRQ # IM~ PAR -~TE # EL # KUR (1)~SO % 241

L e

-~ . PSR Nov NV
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CHAPTER W I

CONCLUSIONS AND SUGGESTIONS

I
: FOR FUTURE RESERA R L

The goal of thiéﬂ thesis has been the speech output
/

from data bases §Q<: machine fo man communication. Two

sequential stages in achieving this goal have been:

\ .(a) Couching the data base responsés into sentences;
e . " (b) Transforming the sentences into épeecﬂ‘ by means of
\ f text-toxrspeech rules. In’ achieving‘ the goal- of this
3 thesis, results from diverse fiélds of.reéearch are u;eful

f ', _and necessary, Natural 1language generation, knowiedge

\ ' representation in the context of databéseé, text-to-rspeech

\ tfanslation; and ‘development of speech synthesizer wunits
SR are indispensable areas for‘ our purposes. As many
interdisciplinary Fields are involved, the contributions of
this thesis are centered ig_its breadth rather than its

depth.

' In our examples, we consider Spanish as ‘the 1language
for machine~to-man communication.//*?F}om our ;arly
experiments with VOTRAX VS~6, a éhoneme based synthesizer
{?f synthesizing Spanish speech, we found the'limitations

' ih this apprqach. Keeping these’ 1limitations and the

characteristics of Spanisﬁ in view, "it was proposed to use




107

sylfébles as the pain concatenative unit for * speech

synthesis. For this purpose, a syllabication algorithm is

evolved.sthat accepts Spanish texts and divides them into ’

‘syllables. This algorithm has. been tested on the 2000 most
@ i z
frequent Spanish words. Since no formant *“synthesizer |is

available to wus at this time, neifher in hardware nor in’
}

software, we have not generated the{ acoustic output £from

6 the syl;abicaﬁfed words. Haowever, \digital representations »LY |
’a' . » ' ‘ t K E
of the most common syllables are gendrated aeﬁ stored on

.

magnetic disks for future research. ‘
‘In  order E? generate nonwmgchanical and npatural A

sounding speech, we need to use grosodics./ In this thesis

) we have copsidered stresé, intonation countours, and pauses
for this purpose. The Spanish orfhography is helpful in
determinining whilch syllables should be stressed. We have’

used a notational scheme for writing the bhonetic
transcription of a text that uses stress markers,
intonationﬁ;lgvel markers, and pause markers. Further ; a
research 1is required in correlating the érosodic features i

to acoustical par;meters of speech such as the fundamental |

Y

frequency, signal amplitude, pause, duration, etc.
. 3

3 -
this direction for English has been qdoqs by O0'Shaugnessy

Work in

"{o'sh,79]. ,

Q

i

For the sentence generation part of the thesis, we
{

K“

w
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have used the re§bigiv?f other researchers. In particular,

‘heavy use was made of the Transformational Grammar for
Spanish broposed by Hadlich (Hadl,71]. &n exampie database
on student registration is used to describe the mechanics

of sentence gener?tion. Using a small aocabulary and a

subset of the Transformational Grammar for Spanish, we are

_able’ to generate sample sentences. To simplify the

brogramming task, which otherwise would require many

man~years, we assumed the selectors to be available. Such

|

selectors control the . selection of terminals and
non~terminals for the generation of sentences. The chosen

subset of the Transformational Grammar of Spanish is
represented as a network and the selectors are used for
navigation in the network. The outcome of such a

navigation 1is an intermediate sentence which 1is then

transformed by a set of transZ:?Bag{iiif rulés to produce
grammatically correct Spanish sefdtences. For the purposes
of creating the network database and for navigation, we

have used the GPLAN database management system which

-

supports a network model of data.

. The example sentences produced in the above manner are

\’/

syllabicated by means of the algorithm described in the
earlier part of the thesis and the phonetic trancriptions

are also given. This was done essentially for the sake of

~
o

completeness.

e s i

v
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Based on the experience gaiﬁed from the work done for

this- thesis, further research and developmental work are

recomended in the following th}ee major areas:

a) .Development of a formant synthesizer, 'perhaps a

qapbined hardware and software sYStem, that_ would

" facilitate syllablewbased synthesis of speec?,/)SUCh ‘

systems are available ’in software in some of the

Spegch research  centers such as those at MIT and

A

BNﬁ/INRS at Montreal. The LSI chips meant for signal

”~

processing, as the Intel 2902, are useful for this
purpose. If flexible speech synthesizers " were
évailable, éyllables ' céuld be examined as a
concate;ative unit for speech synthesis, and smdothing

of inter-syllable boundanjes could be studied.

b) .Development. of a software system'is recommended to

produce responses from a database in the form of
natural language sentences. The d}alogue generation
part pf the natural language understanding systems,
such as the LIFER system developed at Stanford
Research Institute, is capable of achieving ‘this goal.
However, dévisingvéf the algorithms for the selectors

that control the sentence generation is an interesting

. -

Cc) .As péinted out by the well-~known researchers in this

field; such as J. Allen, considerable research is
Faaund f

required in understanding ‘the speech process and

YN
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speech pérception, fiﬁding the acoustical

110

correlates

of the prosoéics, and examining the linéuisgic aspects

and acoustical cues of speech communication.
y ;
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/RE/
/NO/
/Do/
/NA/
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/POR/
| /SE/
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/p1/
./RRE/
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/TRA/

. /KUAN/

N
¥

o

'APPENDI X °I

/EL/
/1/
/E/
/KO/

/Mo/

/Y¥0/

/50/
T Jun/

/TU/
/DA/
/Z 10N/
/MAS/
/NLI/
/GOo/
/Z1/
/BER/
/J0/
/BO/
/TED/

/PRE/

/LLE/
/DON/

. . TOTAL NJLBER OF SYLLABLES 596
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/EN/
/TO/
/RB/
/TA/
. ~/SU/
/u/
/M3/
/p0/
v
/M1/
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/NE/
/AN/
/CHO/
/AL/
/MEN/
/us/
/BIEN/
/DES/
/F1/

/KA
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/DRE/
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/Fp/
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/DOS/

/FUE/
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/PRI/
/SON/
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/SEN/
/Gu/®
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/TIEM/
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JER/
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/KU/
/BRA/
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/Lu/

C
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/JER/
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/20/
/TES/
/SAR/
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/NOS/
/UL/
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/BOY/

/KAN/

/KUAR/

/TEK/
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}KiER}
/ZER/
/RON/
/PLAN/
/PEL/
/ZUL/
/TRIA/
/BIN/
/DIEZ/
/Lﬁdk(
/PNy

/BLAN/

~ /Guo/

/S1a/

/TRAR/

/LEY/A

/S1E/
/AL/

¥
/PLO/
/DUK/
/Fo/
/TRUK/
/SIM/

/LAN/

/KAU/

/SIEN/
/S0M/
/21IR/
/SUL/
/FRA/

/J10/

/DER/ |

/CHI/
/FLOR/
/KLU/
/TI0/
/KAL/

-

/BOL/
/ITON/
/SOL/
/GRO/
/KOR/
/DOR/

" /PRON/

/GR1/
/KOs/
/NES/
/B0OZ/
/DAN/
/RREY/
/BIL/
/TAS/

/KRIP/

./TEL/

/TREIN/
/30s/
Jony
/RRIE&/
/TRI/k
/LIR/
/KUES/

/KIN/

./TEM/

/JEM/
/IR/
/MES/

JGRE/

/BEIN/

/NION/
/RIEN}
/TUA/
/LIS/
/BLAR/

/FON/
resd]
/DRA/
/B0OS/
/BRIL/

/KRIS/
/OK/

/GLES/

/Jus/
/RREI/
/YER/
/LON/
/TIA/
/TION/
/MON/
/L1Z/

131

&



i
.

+

" JFEN/

/GLE/
/LIO/
. /G1/
/FAN/

a

/SUA/”
/BUS/

_/NAS/
/TRU/
/MIE/
/SUR/
/BAL/

/FES/ °
/GUAR/ ~ .
/BUy
/TIL/

_ /GAS/
/MAG/
/DIAﬁ/'
/RAR/

=

/PLIO/ -
/PIEL/
/Duo/
/PLU/
/mINg

_ /JAN/

oty

/TIR/
/SUN/
/12/

' /KES/

/RER/

. .JKAS/ «
/218/ N4
O/TUM/-
/TEKS/
/RUL/

" /DIN/
/aD/
/SAR/
/DRO/
/nIA/
JMIA/

- /RED/
/BUES/ A
/RROS/
/FRE/
/PREN/
JBUEL/
/LUM/
/MAL/
/NIR/

/KUNS/

/TRIS/
/ET/
/BIK/
/KRIA/
/GIR/
/LUN)
/PRUE/
/FIES/.
/GRIE/
/RIAL/
)FLUEN/
/DIG/
/DIEN/
/FU/
/F1E/
/RRUI/
/TRAL/
/JES/

* /TREN/

/JEL/
/SUBS/
/GOL/
/NUA/
/DUS/
/TRIUN/
/LUS/

/;RAK/
/ BB/
}NAR/
/KROS/
/SPR/
{SAL;
}SUER/
-/PLI/
/08/

/RROR/
/JuL/
/oul/

/JUE/ .

/YEN/
/MIR/
/EU/

/PUL/
/KRO/

/PIEN/

/PAN/

132

/FUEN/

/GRIS/
/FRON/

, o




/LLAN/
/BAI/
/FIAN/
/YEK/
/LUD/
/PRESN/

. /NIA/

. /2EL/

/JUEZ/
/RREU/
/ROI/
/T1Z/
/MUE/
/LLAR/
/ FRES/

/FIEL/

/RROZ/

/AlS/
/KRuz)
/PLEN/
/BEL/
/QIO/

/LIE/

/FAK/
/PAL/
/GLA/
/BLIO/
/PLER/
/DAN/

/NIE/

. /LAS/

/KIs/

/DRAL/
%

/RRIO/
/UE/

/PON/

/L0J/ -
' /RRAS/

/MIEM/

/SEKS/ "
.‘/DIAL/

/NIEN/

/POL/
/DUE/

/NEL/

/MUL/

d

/FRIY
/PLAR/
/SEK/.

" /FRU/

/BIU/
/DIAN/

/DUAL/

(LLER/
“/KLI/

/GRAL)

~ /s10/
/DIK/

DRI/ ™~
/DR1/ :}

/P0OS/
/DEU/
/RRED/
/YUN/
/FRAL/
/NUO/

/SEP/

" /DUM/

/BRIL/

/PRAR/

/GAN/
~ /BON/
/TAK/
/LIM/
/DAS/
/FAS/
/1E/
/GES/
/LLU/
/NUS/
/SUAL/
/LLAZ/
/FIER/
/BUL/
/DRON/

/RRIN/

/ZED/
0s/

/PAS/
/Yu/
/FRIO/
/F1L/
°/ZAR/

133



