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ABSTRACT

Performance Analysis of a Multicast Switch

Jing Fang

A performance analysis of a multicast switch. with no fanout splitting service
discipline, is presented. Among several proposed multicast service disciplines. no
fanont splitting service keeps the integrity of all the copies in a selected packet by
ensuring that all packet’s copies will be transmitted in the same time slot. Moreover.
when the packet fanont is not too high compared to the switch size, the performance
achieved under this service discipline compares very well with that of the other dis-
ciplines. In addition it has a simplicity in the hardware implementation. First in
this thesis. the distribution of the number of packets being successfully transmitted
is derived nnder the assnmption of a fixed number of packets contending during a
particular slot and a random packet selection policy. Then this result is ex ended to
the steady-state case through a Markov Chain analysis. It is shown that transmitted
packets have a smaller size than the average size of the contending packets. Thus
the blocked packets(left over from the previous slots) have a larger size. By taking
mto account this blocking effect through an equilibrium observation, both packet and
copy throughput are determined. and the final results are expressed in terms of the
incoming traflic only. From these, the best operation point of the system is found.
As a result of copy generation, the effective load which is offered to the switch will
be much higher than the initial input load, making the switch subject to a severe

bottleneck. As a solution, speedup of the switch is studied in this thesis to increase
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the throughput. The analysis is carried out based on a variation of the randomn packet
selection policy. This enables us to obtain a closed form solution to the distribution
of number of packets chosen during a slot, by using a diserete time birth process
modeling of the packet selection. The effect of speedup on the output contention is
determined. Finally we Lave run some simulation tasks to confirm the study of om
theoretical analysis and the results obtained showed very good agreement hetween

hoth.
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Chapter 1

Introduction

Currently the study and realization of Broadband Integrated Services Digital Net-
works (I3-ISDN) are receiving a great deal of attention, as these networks are expected
to incorporate the most advanced technologies and new applications in telecommuni-
cations. There are two characteristics in Broadband ISDN which make them remark-
ably different from the traditional voice or data networks. The first characteristics is
the capability of these networks to support many high bandwidth applications such
as digitized video (about 50Mb/s for eurrent standard and 150Mb/s for HDTV) and
image communications(from 50Mb/s to 100Mb/s), which is made possible thanks to
the high capacity of fiber optics transmission system. The second feature of Broad-
hand ISDN is the presence of a single communication network which supports all
services (voice, data, video and tmages) in an integrated and unified fashion.

None of these objectives could have been realized by the techniques used in
the traditional communication networks such as those used in rigid circuit-switched
voice networks and low-speed pachet switched data networks. In response to the
need of integrating the broadband services within a unified framework, the highly
flexible and eflicient Asynchronous Transfer Mode(ATM), defined and standardized
by CCITT, has been recognized as the most appropriate switching technique for

the transport layer integration. This packet switching mode is not only well suited



for data applications involving bursty traflic but also capable of handling a wide
diversity of data rates and latency requirements, resulting from the integration of
services. Designing and implementing such a fast packet switeh remains however
a challenge. The ATM operation mode specifies fixed-size packets with A8 bytes of
data and 5 bytes of control information each. Mauny line speeds are also specified with
nominal rates equal to 155.52Mb /s (required for digitized HDTV) and 622.08Mb/s. A
fast packet switch is thus required to handle rates of the order of 100000 to 1000000
packets per second per input line. The various architectures for such high speced packet
switches have been studied and surveyed in [1]. Some of them have heen implemented
electronically using very large scale integrated circuit technology. Recent rescarch on
photonic switching shows a growing trend in using light as a potential means of
implementing the switching operation in the near future. Based on these techniques,
a wide range of multi-rate, multi-media and multi-point broadband applications will
become a reality.

In this thesis. we study the performance of a multicast switeh, A mnlticast
switch is one of the building blocks in a broadband ISDN switch. It can support
a multi-point communication with diverse applications in various arcas such as dis
tributed parallel computations, replicated databases for information processing, 1o
source allocation for multiple servers, LAN biidging, commercial television distribu-

tion and voice and video teleconferencing.

1.1 A Multicast Packet Switch

In a high speed network, the task of a multicast switch is to transmit the information
generated by omne source to several destinations simultanconsly.  Many studies of
multicast switches have been carried ont with diverse objectives such as:

I. Investigate new switch architectures and designs.

2. Performance evalnation under lifferent multicast service disciplines.



The switeh architecture study and design invokes two functions which are needed
for multicasting information: packet replication and switching. The mechanisms
used to realize these functions must. be both efficient and feasible for the hroadband
network implementation. Several switch architectures have been proposed([2-5]. The
objedtive of performance analysis of a multicast switeh is to determine the appropriate
operational mode that will achieve vhe best performance index such as maximum
throughpnt and minimmm packet delay, This will clearly also depend on the multicast
service disciplines which is employed.

The remaining of this chapter gives a brief review on multicast switch architec-

tures and the performance of various service disciplines:

1.1.1 Multicast Switch Architecture

A multicast switch is required to provide a multipoint communication capability.
namely transmission of information from one input of the switch to a set of specified
output destinations. A multicast switch performs this function in two steps: first it
replicates the source packets according to specific requests, then the packet copies
are switched to the appropriate destinations. In a multicast switch (see Fig. 1.1). a
serial combination of a copy network and a point-to-point switch(routing network) is

considered to be sufficient for accomplishing this operation.

copy network routing network
(a point to pont switch)

EUT R

HERENNNE

Figure 1.1: An nxn Multicast Packet Switch

The basic building block of both the copy and the routing networks is a Banyan



network, which is an nxn multistage interconnection network that has been widely
used as a point-to-point switch, for example in a routing network. A Banvan network
has .V = log,n stages. each stage contains 3 nodes and cach node is a 2x2 switch
element(Fig. 1.2 illustrates this fact for the case n=8). The Banyan network has
a self-routing property in the sense that all packets in the network are routed at
each node according to the carried header information. The header of cach incoming
packet contains an n-bit destination address. A node at stage k transmits the packet
either on the up-link or down-link according to whether the A hit is 0 or 1 This
property is due to the topology design property in the Banvan network where the
path from any input to any output is nnigquely determined by the output address.
A Banyan network is an internally blocking network by itself, that is two packets
may arrive at the same node and attempt to go to the same ontput hink at the same
time. However. it can operate as a nonblocking network provided that inpnt packets
with distinet destination addresses are sorted in an ascending or a descending order.
This nonblocking property can be realized by combining the Banyan network with
a Batcher sorting network, the sorting network presents the compacted and sorted

destination addresses of arriving packets at its ontputs,

0000 I 1 I (0N
o0l ) = oo
To destination ::::(l) r_. ::::lli
address 1011 from T \', t o100
0101 ‘ ’ niol
oo / E t: 10
ol ut i
1000 1N
1001 v A F o
1010 \ : ‘ 1010
1011 Goon
1100 A 1100
M1t 1101
mo .~ 8 o
111 it

Figure 1.2: A Banyan Network with Sell-routing Property

The self-routing and nonblocking properties of a Banyvan network have heen

extended and nsed to design broadeast networks which are widely nsed for packer



replications. Among the several copy networks which have been proposed. we can
cites the Starlite copy network, the broadeast packet switch copy network and the

nonblocking self-routing copy nctwork.

Next we discuss the packet replication algorithm used in each of these copy

nelworks:

The Starlite copy network[6) uses a sorting network(7] and a broadcast network
for the packet replication. The inputs to the sorting network are original source
packets and the empty packets(which will be the copies of the source packet )generated
by receivers. Initially the sorting network sorts the input packets according to their
source addresses such that the original source packet and the associated empty packets
with the same sonrce address will appear contiguously at its outputs. Then, the
subsequential broadceast network replicates the data in each source packet and inserts
them into the empty data fields of the subsequent empty packets. A source packet
is thus replicated into the required number of copies (see Fig. 1.3). The packet
replication algorithm here is quite simple, however this scheme is not feasible for
implementation in broadband networks due to the variable delay caused by buffering.

multiplexing and switching in a multiple-hop connection.

DS
| T

........ -nsa __

e data inserted —

—_—

Sorting network Broadcast network
and it O: source packet SA: source address
............ and bit 1. empty packet DS#: different destination addresess

Figure 1.3: A Starlite Copy Network




The broadband packet switch copy network[3.9] consists of a Banvan network
and a set of broadcast and group translators. In this copy network, the packet header
contains two fields, a fan-out indicates the number of copies(CN) requested by a sonree
packet and a virtual address known also as the broadeast channel nimber(BON),
which is used by the broadcast and group translators to determine the final des
tination of the copy packets in the routing network. The replication of packet is
implemented by splitting the fanout in the Banyvan network(see Fig. 1.4). When
copies appear at the outputs of the network, the actual addresses of the copies in the
ronting network are determined through a table lookup method, using the hroadeast
and group translators, then they are switched to the destinations through the routing,
network. In this scheme, packets may experience internal blocking caused by the
Banyan network and therefore buffers are required for every internal node to prevent

packet loss and a random packet delay becomes nnavoidable,

AN N/ =
o /A \Vi v.v_e =
e AN =
,40’0'—#"-"*-" —
\

=
=

Broade ast and proup transtaton

Figure 1.4: A Broadband Packet Switch Copy Network: packet replic ation by splitting,
the fanout in Banyan network

To overcome the drawbacks of variable delay or internal blocking enconntered
in the previously discussed copy networks, a nonblocking, sclf-routeng copy velwork
with constant latency has been studied by Lee[3]. This copy network adopts a broad

cast Banyan network with switch nodes capable of packet replications and thus a
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packet arriving at each broadcast switch node can be either routed to one of the
output links or replicated and sent out on both links. The broadcast Banyan net-
work replicates packets according to a Boolean interval splitting algorithm, by which
a packet header only requires an address interval (MIN; MAX) and an index refer-
ence(IR) pointing to the minimum address(MIN). The algorithm insures that a copy
of the packet is routed to each broadeast Banyan network output address which is

contained in this interval(see Fig. 1.5).
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t 330!

Figure 1.5: A Nonblocking Self-routing ('opy Network: packet replication according
to a Boolean interval splitting algorithm

In this copy network. because the link-independent nonblocking condition is
satisfied by providing the monotonous address intervals of a set of inputs to the
Banyan network, the packet replication algorithm therefore ensures contention-free -
internal paths of the broadcast Banyan switch when replicating copies. Also, in this
algorithm, the routing decision at each node requires a low bound of two-bit header
information, this reduces the complexity of broadcast switch nodes to the minimum.
In addition in this copy network, an encoding process which provides the packet
header information for replication is carried out by a running sum network and the
dummy address encoders. A running adder network recursively adds up the copy
numbers(CN) provided in the packet headers and subsequently the dummy address

encoders utilize these running sums to replace the copy number field in each packet



header with two new fields, namely a dummy address interval (MIN, MAX) and an
index reference. At the outputs of the broadcast network. the actual addresses of all
replicated packets are obtained by a trunk number translator. Following the comple
tion of packet replication, switching of the copies based on their actual destination
addresses is performed by a succeeding point-to-point noublocking switching network.

A block diagram shown in Fig. 1.6 illustrates the compounents of this copy network.

[ron TR PvIN, MAN) |

|

Running adder Dummy address Broadcast Banvan
networh encoders network
........................... Actual
U addresses [ runk aumber
P e e d
Routing netwark wranslator

Figure 1.6: Components in a Nonblocking Self-routing Copy Network

For real time consideration. a mmlticast switeh will also include a selector
network[4] which will arbitrate among competing demands for copies so as to sat

isfy real-time requirements, such as a conflict-free operation at the switeh’s output,

To sum up, a multicast switch basically consists of three subnetworks which
are internally nonblocking as well as self-routing: A selector network arbitrates the
real-time requirements from incoming traffic, with a copy network replicating packets
according to specific requests and a switching network routing the packet copies to

their final destination addresses.



1.1.2 Multicast Service Disciplines

Multicast service disciplines determine the way the packets are to be served by the
multicast switch, which also includes the way the conflicting copies are to be served.
As in a unicast switch, the HOL(Head of Line) blocking occurs in a multicast switch
when more than one packet in the head of the input queues are destinated to the
same output. However, and in contrast to the unicast case, conflicts among HOL
packets are more likely to occur since each packet may generate more than one copy.
In the sequel, the term “fanout” will refer to the number of copies generated by a
packet. One of the important aspects in studying mmlticast switches is to examine
their performance under different service disciplines in order to achieve the best op-
erational mode. Several queneing disciplines have been proposed and a brief review

of them is given below:

a). Scquential Scrvice

'The sequential service is one of the two extreme cases in the HOL copy selection
process, where at most one copy of a multicast packet is allowed to contend per slot.
The destinations of a packet are served sequentially, and hence the transmission of
a multicast packet takes at least as many slots as the total number of its copies(or
fanout). A multicast switch which implements this type of service can be viewed as
a unicast switch whose performance has been evaluated in [9,10]. giving a maximum

thronghput of 0.586.

b). Multicast Service with no Fanout Splitting

This scheme, known also as the one-shot service(l1], constitutes the other ex-
treme case in the HOL copy selection process. Here, it is compulsory that all the
destinations of a multicast packet are served in the same slot. A packet fails to be
transmitted if one of its copies loses contention during a slot. This scheme keeps the

integrity of all the copies by ensuring that all packet’s copies will be transmitted in

el



the same slot instead of reassembling them at the outputs as was the case for the
sequential service discipline. Besides its simplicity in terms of hardware implementa

tion, this scheme can also achieve a very good performance under low fanout condition.

c). Multicast service with fanout splitting

A compromising approach in the HOL copy selection is to split the fanout of
a multicast packet. This allows a HOL packet to send as many copivs as puossible,
depending on the availability of outputs. Multicast service with fanout splitting al
lows an increase in the output utilization(and hence a maximum throughput) and
improves the packet delay performance. In addition, two subservices may be gen-
erated depending on how those copies, which are destined to the same output, are

served:

A Random HOL servicc: Hereo and among the many copies which are des
tined to an output. only one of them is chosen randomly during a slot. Perlormance

analysis of this service discipline has been done in [12].

A FCFS HOL service: In this case. the copies destined to the sime outpnt
are served according a first come first servc(FCFS). Compared to all the previously
discussed disciphines this scheme maintains the best performance in terms of switch
saturation throughput, fairness and delay performance [13]. However it reqguires ad

ditional complexity in the control structure of the switch.

d). Multicast service with and without fanoul splittiug

This is the comnbination of the last two service approaches. [t was proposed
by Chen[14] and called revision scheduling. With this scheme and during any slot.
the packets are first selected according to the no fanout splitting discipline, then the

remaining packets will contend for the rest of idie outputs according to the fanont

10



splitting discipline. This service discipline maximizes the number of packets being
transmitted and also achieves the best output lines utilization compared to other

disciplines,

In the study of above mentioned service disciplines, different mathematical mod-
¢ls and the related analysis approaches are used. In the notable first work by Hayes et.
al.[12], performance analysis of @ multicast switch was carried out under the assump-
tions of a random HOL service discipline(with fanout splitting) and an input port
buffering. Where by modeling the system as an independent set of M/G/1 queues,
they were able to derive the packet service time distribution and therefore the delay
and throughput performances of the system were determined. One among the major
problems specifically encountered in the multicast switch analysis, is the derivation
of the conflicting HOL copy(or called contending traffic) distribution, which in [12]
was characterized by means of a residual distribution. In the latter work, Chen[14]
carried a performance analysis of multicast switch under different service disciplines.
In the one-shot service discipline(which corresponds here to the no fanout splitting)
considered in [14]. the description of the copy distribution was modified according
to the encountered total life distribution. and the copy generation mechanism was
assumed to follow a binomial distribution with a modification, namely through a

normalization factor which ensures that non-zero number of copies will be

_1
I-F, (k=0)"
gencrated by a packet. Of the two input access schemes(the random selection scheme
and the cyelic priority scheme) mainly used for this service discipline, the cyclic pri-
ority scheme[15] allows the HOL packets to make the reservations of output ports
according to their priority levels, rather than contend for the outputs randomly. This
access scheme assigns N levels of priority to the /N input ports at the beginning of
each transmission slot, and rotates the assignment cyclically from slot to slot. An

input port with priority level 1 can get its HOL packet(or in terms of all its copies)

through the switch with probability 1 if its queue is non-empty. Then, the second

11



priority port gains the access for delivering the HHOL pachet if it has one. However,
this packet will get through the switch only if all its copies are contention free with
the first priority packet. otherwise 1t will stay and wait for the next slot. Fach input
port is thus checked in the order of their priority levels up to N, It has been showu
by a large number of simulations that, the delay-throughput performances of a cyvelwe
priority scheme and the random selection scleme have no much difference. In the
study of another service discipline referred to as revision seheduling in the above,
the no fanout splitting and fanout splitting disciplines have been combined together,
In which case, the contending packets are first chosen according to the one-shot dis
cipline until all remaining packets are interfered with the chosen packets, Then it
allows the individual copies of the remaining packets to contend for the remaining,
idle output ports. This combination access scheme mitigates the HOL blocking hy
enabling copies to go throngh system as many as possible, which insures a Iull use
of output lines. Finally, Chen has proposed a general wnificd mathematical maodel
for the the performance analysis under these different service disciplines, by using
matrix-geometric techniques. The matrix-geometne technique provides a tool for the
analysis of an infinite state space Markov Chain and has hecome an effective tool for
evaluating the performance of complex queueing systems.

The implementation of cach of the proposed service disciplines has hrought wp
another topic of research. For a given service discipline, the corresponding, out put
contention resulution algorithm provides a means of selecting contention-free pac hets
to go through the switeh. So far, several algorithms have been proposed for point to
point transmission, such as the re-entry network[6], the three-phase algorithm[9] and
the reservation-based contention solution algorithm[16]. However, with some 1nod
ifications, these algorithms are applicable for the case of multi-point transmission.
In [14], an improved output contention resobution algorithn named Cyelic Priority
Input Access Scheme, derived from the ring reservation-hased method. with the 1o

tated priority assignment was proposed and implemented with a combinational logi

12



circuit. It has been shown that this scheme possesses the features of being simple,

fast. compact and also reliable. Another approach for the contention resolution algo-
rithm in a multicast switeh is to formulate the problem as an optimization problem
and then solve by using a neural network method as also proposed in [14]). In this
scheme, a set of selected packets not only is contention-free but also have a maximal

thioughput.

1.2 A Description of Analysis

In this thesis, we study the performance of the multicast service discipline with no
fanout splitting. wnder a random packet selection policy. This service discipline has

the following advantages:

(1) Compatable throughput performance to multicast service with fanout split-

ting in the case of low fanont.
(2) No buflering is required between the copy network and the routing network.

(3) The capability of switching all the copies of a packet within the same slot.
This will be significant for certain applications such as distributed processing. where

it is required to preserve consisteney of the global data.

(1) Since each packet may generate one or more copies, the output load is gieater
than the input load. As a result. both the output lines and the switch may hecome
hottlenecks. The former may be solved by operating the output lines faster than the
input lines, or providing more output ports. The hottleneck problem at the switch
may be solved by speeding up the operation of the switch fabric versus input lines.

As will be seen this service discipline leads itself easily to the speed up operation.

13



1.2.1 Outline of the thesis

Following this introductory chapter. in Chapter 2. a detailed description of the Ran-
dom Packet Selection Policy is given. A recursive form for the distribution of the
number of chosen packets under this policy as well as the throughput are detived.
These resuits are conditioned on a constant number of packets contending during a
slot. Next, in Chapter 3 the steady-state distribution of the number of chosen packets
is determined through an embedded Markov (‘hain analysis. Where the contending,
packets in any slot will be a mix of fresh and old(blocked) packets. 1t ix shown that
the old packets have larger fanout than the fresh packets, and the copy distiibution
of the fresh and old packets are related to cach other through an equilibrinm ohser

vation. The steady-state distribution and throughput are therefore expressed as a
function of the fresh packets only, with the effect of blocking trallic(residual tiaftic)
being embedded in. This constitutes a major contribution of this thesis. Chapter 1
studies the effect of the switch speed up operation on the system throughput, Fist,
an equivalent implementation of the random packet selection policy is discussed, and
this implementation is studied through a discrete time hirth process which gives an
alternative solution for the distribution of the number of chosen packets during a time
slot. The advantage of this solution is its close form and this enables the study of
the speed up in a multicast switch. Finally a conclusion and some suggestions for the

future work are given in chapter 5.



Chapter 2

Random Packet Selection Policy
and the Distribution of the
Number of Chosen Packets

In a multicast switch performance analysis, the input packet selection policy deter-
mines the number of packets that are transmitted during a slot time. Therefore
different selection policies for the input packets will result in different throughputs.
In this chapter we describe a Random Packet Selection Policy which will be used
throughout our analysis. First, we explain the Random Packet Selection Policy and
its operation, then we derive an expression for the distribution of the number of
packets being suceessfully transmitted under this policy.

The distribution of the number of packets being successfully transmitted derived
in this chapter is conditioned on a given number of contending packets (denoted by a)
at the inputs during a particular slot. In our derivation, we also derive the distribution
of number of copies in a successfully transmitted packet, and theoretically show that it
has a smaller size than the average of input packets. Based on the distribution of the
number of transmitted packets, we will find out the mean value for the transmitted

packets as well as the average number of copies that these packets generate. We



will finally determine the throughput. conditioned on constant number of contending,

packets during a particular slot.

2.1 Random Packet Selection(RPS) Policy

RPS policy is the generalization of the corresponding policy in unicast switching[9][10].
Here we assume a constant number of contenting packets(a) at the inputs. Duriug a
slot, a series of selection rounds is performed in which packets will be chosen accord-

ing to the RPS policy. This policy operates as follows:

In the first round of the selection, a packet is chosen randomly among, the
contending (a) packets, following that, those of the remaining contending packets
interfering with the already chosen packet are eliminated from further contention
and discarded. while noninterfering packets remain. We denote this set of remaining
noninterfering packets after the first choice by R1. In the second round of the selee
tion among R1, a second packet is randomly chosen, and again following that, those
of remaining contending packets in RI, interfering with this sceond chosen packet,
are discarded from R1, while the noninterfering packets remain, These remaining,
noninterfering packets form another subset denoted by K2, where 2 C 1. Pack
ets in R2 will compete for random sclection in the next ronnd. The same process
will keep on going until no more noninterfering packets are left after a certain se
lection round. For example, if after j rounds we get Fj={s4}, then the selection is
terminated at jth round and the total number of packets chosen is j. As o result,
all those chosen packets form a subset of the contending input packets, in which
their copies destined to the outputs have no conflict with one another. These chosen
packets therefore will be successfully transmitted in that slot. A simple illnstration

for this process(with a=4 input contending packets) is shown in Fig. 2.1 and Fig. 2.2:
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Here we assume an 8x8 switeh where there are four contending packets dis-
tributed at input ports 1, 3.5 and 8, and named packet(a), (b), (¢) and {d) respec-
tively. Each contending packet is shown as the set of all copies it generates (see Fig.
“]”

2.1). A sequence of eight squares enclosing a digit “0” or indicates a contending

packet copy generation status for the outputs. We let the sequence of squares from
right to left correspond to the output from port 1 to port &; and digit "1” indicates
a copy generated and destinated to the corresponding output port, while digit 0"
means no copy is generated to that output. For example, a contending packet at

input port 3 or packet () generates 3 copies to output ports 2, 6, and port 7.

Packet (a) o1} rpofopori]i

Packet (b) of 1} tyoayopoftifo

8x8

Packet (¢) 1] 0] o of 11 1] 0} 0

multicast switch

oc \IIO\ i W] —
MENNNNNE

Packet (d) 01 0 0f 11 0f 0 01 O

Figure 2.1: An Example of Packet Selection Process under RPS Policy (for a=4)

The RPS policy chooses one packet at a time from the remaining noninterfering
packets set. At the beginning of the selection, R0 = {packets(a), (d),(c),(d)}. We
assume packet(b) is chosen at the first round, and the selected outputs by this packet

are port 2, 6 and port 7 as shown in row 1 of Fig. 2.2.

For the remaining contending packets, only packet(a) has output conflict with

the chosen packet(b) at port 2 and thus it is discarded. The remaining noninterfering
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packet set after the first choice is therefore as Rl = {packet(c), ()}, At the secoud
selection round among R1. it is assumed that packet(c) is chosen and its copies are
delivered to those empty outputs left in row 1. As packet(d) does not interfere with
the second chosen packet. it will stay as another set of noninterfering remaining pack-
ets, giving R2 = {packet(d)}. The outputs selected in two rounds of selection are

shown in row 2.

At the third round of selection, the last one packet(d) is picked up and its copies
will be deliveried to those empty outputs left over after the last selection. The selee
tion terminates as R3 = {¢}. The total number of chosen packets is 3, and the total
number of outputs being selected (or having copies) during that slot is 7 as shown in

row 3.

011 1101010 110 ( after first round of sclection)
| l | 0 | | 1 0 ( after sccond round of selection )
1 I 1 1 1 ] 1 {0 ( after last round of selection )

Figure 2.2: An Example of Packet Selection Process under RI'S Policy (outputs
occupancy)



2.2 The Distribution of the Number of Chosen
Packets

2.2.1 Modeling and Definitions

We consider a multicast switch with n inputs n outputs, and also we make the fol-

lowing assumptions:

[. A slotted timing of fixed duration is provided for each input multicasting packet.

Do

The number of contending packets at the beginning of a particular slot is assumed
to be constant, equal to a, where a < n.
3. Each packet generates a copy to each of the output ports according to an indepe-
ndent Bernoulli process with probability p where

» a copy generated to an output

1 — p no copy generated to an output
This results in a dinomial distributed number of copies generated for each

packet.

Although the copy generation process has a disadvantage that a packet may not
generate any copy at all. we start with this assumption to carry out our analysis for

the purpose of emphasizing the approach nsed.

For clarity, we shall mention that in the following analysis, the term “chosen
packet” refers to “successfully transmitted packet”, while the term “the jth chosen
packet™ means “the packet of jth choice”. In addition the words “generating of a

copy to an output” and “selecting an output” are used for the same meaning.
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The following additional notation is maiuly used in the mathematical derivations

in our problem:

AT

the number of outputs which remain unselected following the choice of
the jth packet.

PGF(Probability Generation Function) of the distribution of r,.

the number of outputs selected by the jth packet.

PGF of the distribution of n,.

the total number of outputs selected by the first chosen j packets.
PGF of the distribution of m,.

the total number of copies that a contending packet interferes with the
Jth chosen packet.

PGF of the distribution of {/,.

the probability that a contending packet will not interfere with the jth
chosen packet.

the probability distribution of & noninterfering packets left after the
Jth choice.

the probability distribution of j packets being chosen given o contending,
input packets during a slot.

the packet (or copy) thronghput per port given o contending packets

during a particular slot.
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2.2.2 Analysis

In the RPS policy, we need to know how many selection rounds are required to
terminate the packet selection process during a given slot duration. The total number
of packets being chosen is determined by the number of selection rounds since only
one packet is chosen at each round. The purpose of the following analysis is to derive
the distribution of the number of selection rounds(or the number of packets being
chosen) during a slot. To do so, we first determine the probability that a contending
packet will not interfere with a chosen packet and then we derive the distribution of
the number of noninterfering packets remaining after each choice.

In our analysis, we will focus on the remaining number of unselected out-
puts instead of the selected ones, as they are easier to be kept track of. Here se-
lected /unselected output means there is/is not a copy destinated to it from the chosen
input packets. The number of selected outputs can always be obtained by subtracting
the number of unselected outputs from the total number of output ports(n). As we
have defined, a packet generates a copy to each of the outputs with probability p
according to a Bernowlli trial, let us define two random variables r; and r, for this

process as follows:

I 1s the outcome of a Bernoulli process for output 1,

I with probability p

£y, =

| 0 with probability 1-p

Clearly, F,’s are independent identically distributed random variables with prob-

ability generating function (PGF)
X)) =X(z)=pz+1-p (2.1)
For convenience, we also define a random variable r, as the complement of I,,
ro=1-1r,
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with a PGF given by
X)) =X(=)=(0=p)z+p (2.2)

At the beginning of the selection process, the number of available outputs ry,

and its PGF Hy(z) are:
ro=n (2.3)
Ro(z) = 2" (2.1)

Since the first chosen packet will select each of n available outputs with probability p,

the unselected outputs r; following the first choice and its PGEF R () are given by:

To
"= Z I (2.5)
1=0

where 7o is independent of x,, thus

Ri(z) = E[z"] = Ro():=xny =1 - (1 = p)(1 = 2)|" (2.6)

Similarly. the outputs available for the jth choice are those still unsclected
following the (j — I)th choice. Thus, the remaining unselected outputs r, following

the jth choice is related to r,_ by:

Ty
r, = Z I, (2.7)
1=0
from the independence of r,_; and r,, the PGI of 7, is:
Ry(z) = E[z7] = K1 (2)]e=x(0) (2.8)

This formula relates the PGF of remaining number of nnselected ontpnts follow
ing the jth choice to that of following the (7 — 1)th choice. The repeated application

of Eq.(2.8) with the initial condition in Eq.(2.4) results in:
Ry(z)=[1—-(1—py(l —2)" (2.9)
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Since the jth chosen packet performs a Bernoulli trial for each of the available r,_,
ontputs, the nnmber of outputs selected by the jth packet n,, and its PGF N, (=) are:

TJ—]

n, =y, (2.10)
=1
and
N,(2) = E[™] = RByo1(2)ozi(s) (2.11)
or:

Ny(z)=[1=p(1 = p) (1 = 2)]" (2.12)

The average number of outputs selected by the jth chosen packet 7, is:

dN,(z)

dz

le=1 = np(1 = p)’™" = p(1 — p)’~! (2.13)

n,; =

where = np is the average number of copies generated by an input packet. As
may be seen, only the first chosen packet has the same average number of copies as

a typical packet, while the size of the subsequently chosen packets drops.

To find out the total number of outputs selected by the first j chosen packets.
let us define m;, as the total number of outputs selected by the first j chosen packets.
Here m, equals to the total number of output ports minus the number of unselected

outputs after the jth choice. That is:

J
my, =y n,=n-r, (2.14)
1=1
and its PGF
M(2)= E[z"™] = E" " =E[lz""]="R,(:7) (2.15)

by substituting for R,(z) from equation(2.8), we have:
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M(2)= =1 =pY(z=1)" (2.16)
The average number of total outputs selected by the first j chosen packets, m,,
is then given by:
dA,(z2)

’,7)1 = T——l:=1 = 7][] - (l —]))J] (. .

te
—
-1
—

From now on we are ready to apply the RPS poliey to determine the distribu-
tion of the number of chosen packets in a particular slot with constant nnmber{a)
of contending input packets. As we discussed in section 2.1, following each packet
selection, those of remaining contending packets interfering with the chosen packet
will be eliminated from further contention and be discarded, while the noninterfer-
ing packets remain and compete in the next selection round. The same process will
continue until the number of noninterfering packets left over after certain selection

rounds becomes zero. Let us further define

¢;k as the probability distribution of number of noninterfering packets left after
the jth choice.

Thus the probability P,(«) that “j and only j packets will be chosen among, a
given number of contending packets(a) during a slot™ shall be given by:

-1

Py(a) = g0 [1(01 = o) (2.18)

1=0

where ¢,0 is the probability that zero non-interfering packets will remain fol
lowing the jth choice. To get ¢,0, we need to know ¢, This constitutes the main
complement of our analysis for the RPS policy case. The probability distribution ¢,

can be computed in a manner, as explained helow:
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In z-domain, the PGF of a random sum of random variables is applied repeatedlv
in our derivation. First we shall determine the probability that “a contending packet
will not interfere with the jth chosen packet”, we denote this by P,.

We define w; as follows,

1 if a coutending packet interferes with the {th copy
u = of the jth chosen packet

0 otherwise

w(z)=pz+1-p (2.19)

having known the number of copies in the jth chosen packet n,, and its PGF

-~

N,(z) in equation (2.12), the number of copies that a contending packet iuterferes
with the jth chosen packet (7] is given hy:

. ny
U,y =wy +uz+ -+ uy, --'Zu,
1=0
from the independence of n, and u,. the PGF of U, is:
- (j.
U)(z) = E[z7°] = Ny(2)|ezu(2)

or substituting from (2.12) and (2.19):

U(z) = [T=p(l=pP~ ' (1 =pz=1+p)"

= (=P =py(1=2) (2.20)

Then 17,(0) corresponds to the zero number of copies that a contending packet

interferes with the jth chosen packet. namely the probability P,. Therefore we have:

PJ = (7')((}) = [l -p*(1 - p)"l]" (2.21)



Having P,. we shall next determine the total nnmber of contending packets
which will not interfere with the jth chosen packet. For this purpose, we furthe

define w; as:

1 if a contending packet does not interfere with
wy = the jth chosen packet

0 otherwise
then the distribution of wy. and its corresponding PGE is given by:

I with probability P,
w = R
0 with probability | = P,

wi(z) = if,: +1=P (2.22)

In the following, a recursive form. for the probability distribution of & 1e
maining noninterfering packets after the jth choice(q, ). s denved from the two

relationships considered in the packet selection process:

Let l.'; denotes the number of packets available for the jth choice (I.", ) and

q;k and Q'](:) denote the probability distribution and the PGEF of & 1espectively

Let k, denotes the number of noninterfering packets left over after the jth choice,

and ¢,x and Q,(z) denote the probability distribution and the PGF of k) respectively,

Since:

ky=wy + . w4 (2.23)
’

the minus one in the last subseript accounts for the jth choice. Then the rela

. . . . . . ' . .
tionship between the PGFs of distribution of b aud £ from this randon sum equation
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is given by

Qlz) = 271 Q(2) lsmmia) (2.24)

Where multiplication by 27! takes into account that the jth choice reduces the

number of packets by one. Then, a second relationship which relates q;-1)x and q;,...

namely the distribution of number of noninterfering packets left after the (j — I)th

choice and the distribution of nmber of available packets for the jth choice. is found
and given by:

7' — M A.
I I - qi-1)0

v

1
~dy-1)0

In the above, we have nonmalized g, gy with a factor - . which denotes
the probability that after the (j = 1)th choice there will be at least one noninterfering

packet available for the jth choice to take place.

In terms of their corresponding PGFEs. we have:

7

! L ’
QJ(S) = Z:‘l;k

=0
_ {::A _YG-n
A=1 l - ‘I(J—I)U
|
il E— [Q-1)(2) = 4(-1)0]
— q(;~1)0

By substituting for = = wy(z) = }.’.,: +1- I’, into the equation (2.24) and then
Q' (2) with equation (2.25). a recursive form is finally found as:

-1

R — 2} - 5 " 2.26
) = | — ‘1“_”“[()(.7'1)(") (1(1—1}0”:=1',:+1-P, (2.26)

Q)
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with a given number of contending packets(a). the initial distribution g, and

its PGF Qo(z) are given by:

I k=a
Jor =
0 otherwise

and

Qu(z) = 2" (2.27)

te

Therefore the equation (2.26). which relates the PGE of the distribution of
remaining noninterfering packets after the (5 — Dth to jth choices will enable us to
calculate ¢, recursively. For each j (j=1.2.---, a). g, is the corresponding coeflicient
of =¥ in Q,(z). Having ¢ 4. the probability distribution of number of chosen packets

P,(a) in equation (2.18) can be then computed.

2.3 Throughput Performance

From the distribution of the number of chosen packets, the mean value of nuimber of
chosen packets and the average mimber of total copies generated from these packets
are found. In the following we give the throughput performance in terms of both

successfully transmitted packets and generated copies per port during, a slot.

We defined,

packet throughput:

. the average number of packets chosen during a slot & .
T, = = ;IZ‘}I’]((V) (2.2%)

number of input ports

=1



By conditioning on the event that “there are j and only j packets being chosen
during a slot”, the average number of total copies generated by j chosen packets is
cqual to the average number of total ontputs selected in j choices, which is given in

cquation (2.17) as:
m, = nf[l = (1 —p)]

Therefore copy throughput is given by:

. the average nnmber of copies generated during a slot

] n
T, = ==Y _m,Pla) (2.29)
n

number of output ports o

by substituting for m .

T.=1=Y(1-pyPla) (2.30)

2.4 Numerical Results

The numerical results of this chapter are shown in the figures 2.1 ~ 2.3 and explained
as follow.

Figure 2.1 presents the average number of copies in the jth chosen packet.
n,. as a function of y as given in (2.13). 7, is plotted for various values of p(copy
generation probability) and for a switch size of n=32. The starting point of the curves
corresponds to the average number of copies in the first chosen packet which equals
to the average number of copies generated by the input packets, u = np. Following
that all the curves decrease monotonically, indicating that the chosen packet size is
getting smaller one by one. The larger the copy generation probability p, the faster
is the decay of chosen packet size. As a result. short packets pass through the switch

system easier with long packets being left behind.
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Figure 2.2 presents the probability that “a contending packet will not interfere
with the jth chosen packet™, P]. as a function of j given in (2.21). Results are
plotted for different values of p and a switch size of n=32. As may be seen, all the
curves are monotonically increasing. This is expected because the size of the chosen
packet drops down as the packet selection goes on. As a result, with increasing, . the
probability that a contending packet will not interfere with the jth chosen packet is
getting higher. Clearly, because I’J is low for initial values of j, most of the contending,
packets are discarded in the early rounds.

Figures 2.3a and 2.3b present the packet throughput per port, I',, and the copy
throughput per port, T.. both as a function of p. The number of contending, packets
and the switch sizes are a=n=8 and a=n=16. In Fig. 2.3a. as may be seen the packet
throughput goes down as p gets larger, due to the increasing interference among, larger
contending packets, and in the limit the throughput approaches L which corresponds
to the choice of a single large packet. In Fig. 2.3b, from the copy thronghput curves
we can see that. for very small values of p, though the packet throughput is very high,
copy throughput is very low due to very small size of a chosen packet. As pinercases,
f‘,, drops down while T. rises. reaching a maxinuun becanse of the increasing mnnmber
of copies in a chosen packet. This will be a convenient operating point Tor the system
since hoth 7,, and 7. are relatively ligh. Then following this maxtmum, 7' diops
slightly and then increases lincarly, and in the limit 7, — 1 whete single packet which
generates copies to most of the outputs is chosen.

Results of throughput shown in this chapter are valid when system is operating,

in the saturation case and discarding blocked packets in cach slot,
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Fig. 2.1 The average number of copies in a j th chosen packet as a function of j
from Bq.(2.13), for different values of copy generation probability p=0.4, 0.8 and
switch size of n=32.
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Fig. 2.2 Probability that a contending packet will not interfere with jth chosen
packet from Eq.(2.21), as a function of j, for different values of copy generation
probability p=0.4, 0.6, 0.8 and switch size of u=132.
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Fig. 2.3. Packet throughput and copy throughput against copy generation
probability p. with no. of contending packets equal to switch size n=38, 16.
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Chapter 3

The Steady-State Distribution of
Number of Packets Chosen with

Heterogeneous Contending

Packets

During normal operation with the blocked(interfering) packet left from the previous
slots heing taken into account, the total nuimber of contending packets varies from
slot to slot, except when the system becomes saturated. This is in contrast with om
previous case in chapter 2 where the distribution of chosen packets was determined
for a fixed number of contending packets in a particular slot. I the first section of
this chapter, we derive the steady-state distribution of the number of successfully
transmitted packets by applying a discrete time Markov Chain analysis. In section
3.2, we decompose the steady-state traffic into new and old traflic and present an
approximation for the copy generation probability of the mixed traflic. "To take into
account the blocked packet’s effect on the distribution of the number of transmitted
packets and hence the steady-state throughput performance, an equilibrium equation

for the average size of transmitted packetsis derived. As a result. hoth the distribution



of the number of packets being transmitted and the throughput can be expressed as a
function of fresh incoming traffic only. The numerical results are presented in section
3.3, and finally the simnlation environment and the accuracy of the approximations

are described.

3.1 A Markov Chain Modelling and Analysis for
the Distribution of the Number of Chosen
Packets

In steady-state the number of packets being blocked in each slot is a stochastic process
which can be deseribed in terms of a discrete-time Markov Chain. In the Markov
Chain modeling, we place the embedded points at the end of the slots. Packets at
an embedded point will be referred to as old packets and they correspond to those
packets who have lost contention in the previous slot. These old packets will wait
in their inputs for contention in the next slot. It is assumed that an idle input at
an embedded point will generate a fresh packet with probability p at the beginning
of the next slot. These newly generated packets, together with the old packets will
be contending for the random selection during that slot. The chosen packets are
transmitted, while the blocked packets are left behind as old packets at the next
embedded point. By this Markov (‘hain analysis, we will be able to determine the
distribution of the number of old packets at an embedded point. This will enable us
to determine the number of existing idle inputs, and consequently the number of new
packets generated from these inputs at the beginning of the next slot, will be derived.
QOur abjective behind this analysis is to determine the steady-state distribution of
number of the packets being successfully transmitted during any slot(W,). For this.
we need to find the probability distribution of number of the total contending packets

at the beginning of a slot:
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Some additional notation is defined as follows:

Pem:

transition probabilities of having ¢ old packets at an embedded point
given mold packets at the previous embedded point.

probability of having f new packets arriving at the beginning of a slot.
probability that a sum of 7 (new and old) packets will be contending,
during a slot.

probability of having & packets at an embedded point.

steady-state probability that j packets will be chosen during a slot,

A transition probability matrix P and a row vector Il for the probability distribution

of the number of old packets at an embedded point are respectively defined as:

Pojo Popy Poj2 e Mol(n-1)
Mo P P2 Pll(n-1)
P = (4.1)
Prio T Pty Phj(n-1)
L Poln~1)  P{(e=1) P2i(n—=1) " Ple-1)(n—1} |

(n—1)s(nu=1}

T = [y ... 1. .. Ty (3.2)

If we assume that the number of contending packets in any slot is always greater than

zero , then the number of chosen packets will be at least one. This explains why in

(3.2) the maximum number of old packets is (n-1) at an embedded point.

To determine the transition probabilities, pyp,., we first, determine the following

conditional probabilities:
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(1). w(flm)=Pr{f new arrivals | m old packets at an embedded point}
Clearly, there will be (n-mn) empty inputs given m old packets at an embedded
point. Since each empty input generates a new packet with probability p in a slot.

this results in a binomial distribution of v(f|m):

n—m
w(flrn) = ; pl(1 = pyrmd (3.3)

(2). 7(i|m)=Pr{i packets are contending | m old packets at. an embedded point }
Since given m old packets at an embedded point and the total number of con-
tending packets is 7, then (7 — m) of them will constitute the newly generated packets.
Therefore we have:
(i —mm) 1 >m

T(ejm) = (3.4)
0 < m

Therefore, the transition probability, py,,. that “there are ¢ packets at the
present embedded point given there were m packets at the previous embedded point

T s given by:

Z:l_—.H.] P;—:(”T(HHI) 1>0 '
Ptm == 1 o (35)
r=o P(i)7(7]m) t=0

where the above derivation was based on the fact that, given that there are m
old packets at an embedded point and a total number of 7 contending packets in a

slot, then (2 —t) packets have to be chosen and transmitted in order to leave t at
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the next embedded point. In addition in (3.5) P,_,(i) s the probability that (¢« — 1)
packets will be chosen from a total number of i contending packets in a slot and. from
(2.18). it is given by:

7-1

Pi(i) = q50 H(l — o) 1<y < (3.6)

h=0

where instead of a, the number of contending packets becomes 2.

Finally py,, is determined in equation (3.5) by summing over all possible values
of 1, i > t. Following the determination of the transition probability matrix P, the
steady-state distribution of number of old packets at an embedded point may be

found by solving the vector equation given by:
I=11r

Once this is done, the steady-state distribution of the number of packets chosen

during a slot, W, can be found as follows:

Mo POk g >0

W, = = (3.7)
7(0]0) g Jj=10
where
n—k ks e
ik = - P =)t iz
0 i< h

The W/s are derived as follows:

First recall that P,(7) is the probability that j packets will be chosen given a
total of 7 contending packets. Next 7(i]k) gives the probability that 7 packets will
be contending given k old packets at an embedded point. Thus we uncondition (1)

with respective to i using 7(z|k) and then with respective to b using Il;.
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Once the W)s are found, the packet and copy throughput per slot are then

obtained nsing Eq.(2.25) and Eq.(2.30). respectively, with P,(«) replaced by W, ie:

1 n . .
T, = - Z]H'J (3.8)
=1
and
T.=1=)Y (1-pyW, (3.9)
J=1

At this point we shall note, that the steady-state distribution and the through-
put results are hoth function of the mixed traffic, old and new packets. In the next

section, we will study the decomposition nature of the input traffic.

3.2 Traffic Decomposition at Steady-state

At steady-state, the traflic at the switeh inputs consists of a mixture of two kinds
of packets: new incoming packets and old packets left over from the previous slots.
The copy generation characteristics of new and old packets is not the same, and this
affeets the throughput of the system. Therefore, a closer look into this traffic becomes
necessary.  In this section, we first give an approximation for the copy generation
process for a packet belonging to the mixed traffic. Then we express the steady-
state throughput as a function of only new incoming traffic through an equilibrium

equation.

3.2.1 An Approximation of the Copy Generation Process
for Mixed Traffic

As it has been shown in chapter 2, the overall average size of transmitted packets

is smaller than the average of the contending packets. As a result, the packets left

39




behind(old packets) will be larger packets and the copy generation probability to
each output from these packets will become higher. If we assume that an incoming,
packet(fresh packet) and blocked packet(old packet) each generates a copy to an
output with probability p; and p,. respectively. then we must have p, > py. Thus
the mixed packets have heterogencous packet length distributions ( packet length is in
terms of number of copies in a packet). In the following. the copy generation process

for the mixed traffic will be approximated. and its accuracy will be shown.

Next, we introduce some notations:

b(z):  PGF of the distribution of the number of copies generated by an input
packet without making a distinction between the fresh and old packets.

bs(z): PGF of the distribution of the no. of copies generated by a fresh packet.

bo(z): PGF of the distribution of the no. of copies generated by an old packet.

Py probability that a fresh packet generates a copy to an out put.
Pot probability that an old packet generates a copy to an ontput,
% probability that a mixed packet generates a copy to an outpat.

The corresponding PGFs of the number of copies generated by a fresh packet

and an old packet are respectively given by:

by(z)=(pgz+1—py) (3.10)
by(z) = (poz 41— pu)' (3.11)

Next let us assume that the number of contending packets in aslot, a, which
is the sum of fresh packets, f, and old packets, o, is constant. In the policy under
study, during each selection round one of the remaining contending packets is chosen
randomly and this is analogous to sampling without replacement(with two types of
objects: fresh and old packets). This sampling can be deseribed by a classic al mode-

There are two kinds of balls with different colors (red and black) ina urn, R red
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balls and B hlack balls. One hall is drawn at random each time without replacing
it Assuming we draw n balls without 1eplacing them. then the probability of the
event that *y red balls are chosen™ is given by the hypergeometric distribution(17).
This distribution approaches a bimomial distribution as the total number of balls
approaches infinity (T=R+B — oc). Tius for large T, the probabilities of drawing
a red ball or a black ball at each trial approach constants given by —'Tf and (I-I—T{)
tespectively. Let a fresh packet corresponds to a red ball and an old packet to a black
ball, and define p, and (1-p,) as the probabilities of randomly choosing a fresh and
an old packet respectively at cach selection round. Assuming large a. then p, is given
hy I Therefore, the PGF of distribution of the number of copies in a chosen packet

will he given by:

b(z) = pbp(z)+ (1 = ps)bo(2) where  pg= 1 (3.12)
o
or
f - 7 f . n Q1
biz)= -(—)(]'j- + 1 =)+ (1= (—)')(]l(,.. +1-p) (3.13)

The above distribution wili be approximated by a binomral distribution by
assuming that each mixed packet will generate a copy to an output with probability

p. which  n be expressed in terms of py and p,, as follows:

P= ‘—f-p;+(l —‘[)po (3.14)
4] 0
Therefore the new PGF of the distribution of the number of copies generated

by a mixed packet at the input becomes:

Bzy=(pz+1-p)" (3.15)
This binomial distribution. B(z). is the approximation for the distribution in

cequation (3.13) and both of them have the same average number of copies. namely:
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f=np= n[ipf + (1 - i)p‘,} (3.16)
a a

Clearly. the above definition of p is consistent with its prior use in this thesis.
therefore the results which have been derived so far remain valid. The aceuracy of this
approximation is shown in Table 3-1 and the thronghput performance based on this
approximation matches very well the simulation 1esults as illustrated in Fig, 3-2~3
4. Clearly, because the number of fresh and old packets and their total (o = [+ o)
are random variables, these quantities have to he replaced with their averages. As a

result, cquation (3.14) becomes,

])=i£pf+(l —-[)p(. (3.17)
a O

3.2.2 An Equilibrium Consideration on the Transmitted

Packet Size

In steady-state, a mixed packet and a new packet have different average sizes. In this
section, we show the relationship between them through an equilibrinm considera don.
Based on that relation. we will he able to determine the throughpat as a fiunetion of
only new incoming traflic. The Bernoulli copy generation process gives the average
size of an incoming fresh packet(npy), of an old packet(np,) and of a mixed packet
(np). We first look to equation (3.17) which relates these thiee guantitios. Amonp,
the three copy generation probabilities py. p, and p, only pyis an external parameter,
the other two are internal and unknown. However, from the steady-state equilibrium
consideration, all packets arriving at the inputs will finally go through the switeh to
their corresponding outputs. Therefore the average packet size, observed from hoth
inputs and outputs should be identical. The input average is given by p; = npy,
while the departing packet average size(py), is determined as follows: Conditioning
on the event that “3 and only j packets will be transmitted in a slot 7, and from the

previous analysis in chapter 2, the average size of j departing packets is:
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. 7R " 1o
(paly) = Tzt B (3.18)
J
or
. m .
(palj) = 5 (3.19)

where iy, is the total number of copies generated by 7 chosen packets which from

(2.17) is given by:

1=7
m, :Zﬁ,=n——1", =n[l = (1 — p)’] (3.20)
=]

Clearly, the above result is in terms of p, the copy generation probability of
mixed packets. Unconditioning (jq]f) with respective to j using the probability dis-
tribution of the number of chosen packets, W, the average size of a departing packet

is then given by:

i - M
m, W,

T (3.21)

fld =
=1

where the above normalization takes into account that at least one packet needs to
be chosen during a slot in order that we can talk about its size. Substituting for 17,
gives:

Nl—-(1=-p)" W
= 3.22
Hd n; E W, (3.22)

Finally equating 1, = g gives py in terms of p as:

(1 —pf W,
V=
D T

(3.23)
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where the steady-state distribution. W', has been solved for every value of pin section
2.1. This equation expresses the relationship between the copy generation probabili
ties of incoming and mixed packets. In the previous section, we have caleulated the
distribution of the number of packets chosen as well as the throughput T, and 7. by
varying p in the range [0, 1]. From (3.23), for cach value of p. the distribution and
the throughput can be expressed as a function of the external parameter py.

As may be seen equation (3.17) relates p, pyy po. Since we have expressed p
in terms of py, we can also determine py in terms of py which will show us that

Po > ps(see Fig. 3.1).

3.3 Numerical Results

First, Table 3.1 presents some numerical results concerning, the accuracy of the hi
nomial approximation for the mixed packet copy distribution in equation (3.13). As
may be seen, the two probability distribution are quite close.

Fig. 3.1 presents the average packet length of three kinds of traflic: fresh packet,
old packet and mixed packet from equations (3.23) and (3.17). The curve confirms
our theoretical finding that an old packet has a larger average length than a fresh
packet. This result was also observed through simulation in [14].

Fig.3.2~3.4 present the steady-state packet and copy thronghput per slot as
a function of the fresh packet copy generation probability pr. for different switch
sizes(n=8, 16, 32). Results are plotted for different values of the load parameter (p).
Also shown are the corresponding simulation results. As may be seen the packet
throughput drops down as p; increases, because of the inereasing interference among
the packets, and has the asymptotic value of 2. The copy throughput starts with
low value due to very small packet sizes, but inereases with py reaching a maximnm
then dropping slightly and then once again rising to one. It appears that the best

operating point will be in the middle, since both the packet and copy thronghputs are
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significantly high. As may be seen, the theoretical and simulation results agree with
cach other though the agreement is better for the packet throughput results. We also

notice that the curve shapes for the small and large switch sizes are the same.

3.4 Simulation Environment Description and Ac-
curacy of the Approximations

In order to interpret correctly the difference between the simulation and the theoret-
1eal 1esults, we provide, in this section, a brief description of the simulation environ-

ment and the theoretical approximations in the study.

3.4.1 The Simulation Environment Description

I. The Random Number Gencerator for Both Packet and Copy Generation:
Recall from our earlier analysis. that at each input port, a packet is generated accord-
ing to a Bernoulli process with probability p, while at the output a copy is generated
with probability p. Therefore in the simulation, we use two library functions(in (')
srand8(seed) and drandd8(). as a random number generator to create these two
Bernoulli processes.

The funetion srand18(seed) takes one parameter “seed” for the random number
generation; while with a given seed value, drand48() then generates an uniformly
distributed random number » in the range of [0, 1]. For the input packet generation
process, we take the event (r, < p) to indicate that there is a packet to be generated
at an input, and (r, > p) to indicate the other case. The same indications with
(r. < p) and (1. > p) are given to the copy generation at the outputs. We have
provided independent values for “seed™, each time a random number is generated.

2. The Packet Selection Process and the Residual Traffic Processing:

To randomly choose a packet for transmission among the remaining non-interfering
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contending packets, the random number generator is once again used. Assuming that
at a certain round of the selection there are m available contending packets, multiply
m by a random number r, (7 * m) will give a value which falls 1nto one of 1 intervals
of [i-1,1], where i € {1,---,m}. Then we take the ith packet among m as a random
chosen packet. When the number of available contending packets reduces to zero, the
selection is terminated and a new slot starts.

For those packets interfering with the chosen packet during a slot, they are
referred to blocked packets. A blocked packet is kept at its input and will join the
contention in the next slot. In the simulation, we carry the blocked packet from slot
to slot until it is chosen and trausmitted. According to the time duration that a
blocked packet has stayed at its input, we have different ages {or the blocked pachets,
Therefore our simnlation took into account the effect of the residual traftic as in the
actual operation of the system.

3. The Steady-state Conditions:

After certair long running time, the simulation may reach a steady-state. We nsed
the following ways tu confirm it:

(a). When we increase the number of running slots, both the packet throughput
and the copy throughput are not changing any more.

(b). We consider that the systemn reaches equilibrium when it reaches the steady
state, in which case, any packet that arrives to the switeh will eventnally depart from
it. Based on this and in our simulation, when the condition (a) is satisfied; we
observed that the total number of packets generated at the inputs was equal to the
total number of packets departed from the outputs.

To obtain more accurate results about the steady-state performance, we have

started collecting statistics after 10* slots in order to eliminate the transient period.
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3.4.2 Accuracy of the Approximations

‘Two approximations were made in o steady-state performance analysis of the mnl-
ticast switch. These are:

(a). For the mixed traflic(blocked+new packets) in steady-state. the copy gen-
ctation process of a mixed packet was approximated by a binomial distribution over
the ontpits with a parameter p. where p = pspy + (1 = p,)po.

(h). We ignored the fact that different copy generation probabilities (poy . poy.e - -y
ju,e - ) exist for different ages of blocked packets. Instead we used a single parameter
Moy to characterize the average of copy generation probabilities of all ages of blocked
packets. This approximation has simplified the analysis which, otherwise may be-
come intractable, as w - have to take into account a large set of different parameters.
po(where j = 1(slot). 2(slot), -+ +).

In addition, a simple calculation can show us that. when the switch size n — oo
(iec u=256) and at the case of low fanout(pop = npy), the binomial distribution of
copy generation process has a nearly zero probability of F.(k = 0). this means the

affection of the probability that a packet may generates zero copy can be neglected.

At the end of this chapter we shall mention that. our approach of Markov Chain
analvsis and the equilibrium consideration, for the determination of the steady-state
distribution of the number of transmitted packets as well as the throughput with
tahing, into account of the blocking effect on the switch performance, does not depend
on a particular packet selection policy or a particular packet copy generation process.
In other words, this approach is applicable to other packet selection policies such as

a variation of the RPS poliey that we will discuss in the next chapter.
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Table 3-1. Mixed packet copy distribution P(k) and its approximating,
Binomial distribution (k) for specific values of py. ps. p, and n=3.

ps = 0.2 py = 0.6 P = 0.8
k (k) Py(k)

0 0.00013 0.00001

1 0.00164 0.00028

2 0.00918 0.00309

3 0.03211 0.01957

4 0.08315 0.07748

3 0.17318 0.19629

6 0.27669 0.31079

7 0.28635 0.28119

8] 0.13758 0.11130
ps = 0.4 pr=0.2 7o = 0.3
k Py (k) Py (k)

0 0.10170 0.08992

1 0.25281 0.25275

2 0.29533 0.31081

3 0.21119 0.21841

4 0.10003 0.09592

5 0.03168 0.02696

6 0.00646 0.00474

7 0.00077 0.00048

8 0.00004 0.00002

48

ps = 0.2 py =102 o= 0.3
k Pi(k) (k)
0 0.07967 0.07222
l 0.22523 0.22169
2 0.29590 (.30H82
3 0.23266 0.23786
4 0.11808 0. 11563
5 0.0391¢ 0.03597
6 0.00823 0.00700
7 0.00100 0.00078
8 0.00005H 0.00001

ps = 0.4 pr=0.2

Po = (1.25

k (k) Py(F)

0 0127177 0. 123571
| 0.294398 (.295293
2 0.304318 0.308715
3 0.18:3305 0. 1844227
4 (0.070260 0.0638G 1
H 0.017513 0.016455
¢ 0.002766 (.0024H8
7 0.000252 0.000210
8 0.000010 0.000008
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Chapter 4

Speedup Effect Analysis under a
Modified Random Packet
Selection(MRPS) Policy

In this chapter, the throughput performance of a multicast switch with speed up
operation is studied under a MRPS policy. The MRPS policy, is a variation of the
original random packet selection policy discussed in chapter 2, and it provides an
important approach in the study of speed up operation of a multicast switch. This
chapter is organized as follows: In the next section, we start by describing the MRPS
policy and its operation. In section 4.2, we derive the distribution of the number of
packets being successfully transmitted for different speed up rates. The steady-state
throughput performance will be studied in section 4.3 and some numerical results are
presented in section 4.4, In the stndy of speed up operation, we still assume that all

the copies of a selected packet must be served in the same time slot.

For the sake of comparison, we here give a brief review of the effect of speed up

operation in a unicast switch.



In an input quened unicast switeh the Head-Of- Line(HOLY packers contend o
the outpnt in each time slot. Only one among the contlicting HOL requests(namely
those packets with the same output address) is served during a slot. Phe rest ae
blocked and queued at the input, where they may retey in the nest slot. This K
of blockage. termed HOL blocking. limits the throughput of an input quened pachet
switch to 58.6%. This upper bound. known also as the saturation thronghput, was
derived under the assumption that the inputs are saturated. To reduee HOL blocking,
several solutions are proposed. one approach is to inerease the mtemal speed of the
switch fabrie relative to the speed of jupnt/output lines.  Consequently the slots
may have more than 58.6Y% oceupancy. and queuneing is shifted from the impats to
the outputs. In [18]. the maximum thronghput of a unicast switeh with speed up
operation has been studied. It is assumed that the switch fabric opetates T tanes
faster than the input /output lines. Thus L HOL packets conflicting with cach others
may be switched to the common output in the same slot. Under the assumption of
an infinite number of buffers at the imputs as well as at the outputs, the masimam
throughput has heen shown to he 0.8815 and L9735 for L=2 and L=-3, 1espectively
This constitutes a significant improvement over the maximum thronghput ol switch
without speedup(0.586).

The speed up operation is more important for multicast switching than for
unicast switching. as a result of copy generation. Ina multicast switeli the load
presented to the switeh fabrie is multiplied by the packet fanout. This makes the
switching fabric a severe bottleneck and Tnits the higher throughput adnevable,
Though a fanout splitting discipline provides a higher throughpnt than the no fanont
splitting case cousidered here. it is still totally inadequate to solve the problem.
Therefore. it comes clearly that speedup of the switch operation will become i good
solution in both service cases.

The scheme by whiclh one can evaluate the effect of speedup on the thionelipat

performance ina multicast switeh is different from that inan anicast cwireh due 1o



the stochastic copy generation process at the outputs from each input packet. The

original Random Packet Selection(RPS) policy and its corresponding analysis giver
in chapter 2 s not appropriate for studying the speed up operation in a multicast
switeh. T the following, a different implementation of the RPS policy, known as the
Modified Random Packet Selection(MRPS) policy is considered. This particular pol-
icy provides us an important approach to characterize *  output contention of the
switch which is the main issue in the study of speed up operation. In our analysis.
MRPS poliey is modelled as a diserete time birth process.  This modeling enables
ns to derive a difference equation. which deseribes the dynamies of packets selection
in the svstem with speed up operation. The solution of the equation will give the
distiibution of the number of packets heing chosen during a slot. for the different

speed np rate L. From there, we will be able to scady the steady-state throughput

performance by applving the results from chapter 3.

The following will be the subjects of our discussion in the remaining of this chapter:

- The deseription of MRPS poliey

<A barth process modeling of MRPS policy and the derivation of distribution of
number of packets chosen

» Steady-state throughput

- Numerical results on specd up operation

4.1 Modified Random Packet Selection(MRPS)
Policy

The MRPS policy describes the same protocol as of the previous RPS policy, but in
a diflerent way. With a given number of contending input packets at the beginning

of a slot. the MRPS policy will perform as many selection rounds(or selection trials)

hoA |
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as the number of packets. At ecach trial, a contending packet is randomly picked up
and examined to be chosen or discarded. depending on whether it is interfering with
any of the packets chosen in the earlier trials. A chosen packet will be transmitted
during the slot. In the first trial of the selection. a packet is picked up randomly from
among total a contending packets and it is kept as the first chosen packet. In the
second trial, another packet is picked up randomly among the remaining, conteuding,
packets, however this packet is kept only if it does not interfere with the first chosen
packet and is otherwise discarded. Similarly, in the every following trials, a picked
up packet is kept as a chosen packet if it does not interfere with the previous chosen
packets. The process continues until the contending packets are exhavisted. As o
result. all the chosen packets form a subset of the contending input packets, in which
their copies destined to the outputs have no conflict with each others. These chosen
packets therefore will be suceessfully transmitted in that slot.

As we can see, this MRPS policy differs from the RPS poliey ina way the inter
fering packets are discarded: The MRDPS policy discards the interfering packets one
at a time only if the picked contending packet is not successful: while the RPS poliey
discards interfering contending packets cumulatively after cach choice. Tn practice,
the RPS policy may be preferred for its implementation efliciency. Fig. 1.4 illustrates
a simple example of the packet selections under the MRPS policy (with the mnnber

of contending input packets a=1):

Where we assume that four contending packets named (a). (b), (¢) and (d) are
distributed at the inputs of a 8x8 multicast switch. as shown in the previous figure
2.1. where each packet is indicated by the set of copies it generates. The copies of o
packet are arranged in a sequence of squares from left to right that corresponds to
the outputs from port 1 to port 8. The digit ~17/%0" in a square indicates whether
there is/is not a copy arddressed to the corresponding output port. Next, as we know

the MRPS will consist of four trials. we assume that a random sequence of picked
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A random

Ouput ports | to 8 destined by copics of each packet :

selection sequence: 8 7 6 5 4 3 2 1
Packet (b) 011111010101 110
Packet (d) 0010111010101 0
Packet (¢) 11ojojoj1y130}10
Pucket (1) 0Ol 1l1rjoltopo1y1l

Trial

number

3

4

Selection

results :

SuUCCess

Success

SUCCess

fail

Figine 11: An Example of Packet Selection Process under MRPS Policy (for a=1)

up packets in these trials(1, 2, 3, 4) are packet (b), (d). (), and (a) respectively.

In which. the first trial is always a success and the packet “b” becomes the chosen

packet.  Also the second trial is a success because of non interference between the

packet “d™ and *L7. Similarly the third trial is also a success trial since the picked

up packet e for the trial does not interfere with both packets “b™ and “d”. Finally.

a

the fourtl trial fails as the packet *a™ interferes with packet *b™ on the output ports

2,6 and 7. and therefore is discarded.

In the next .,

the distribution of nnmber of chosen packets during a slot.

<t

-1

cction, we apply this MRPS policy to carry out a derivation for



4.2 Speedup Effect on the Distribution of the Num-
ber of Chosen Packets

4.2.1 Modeling and Definitions

In this section, we will adopt the same assumptions as those in chapter 2, namely we
consider an nxn nounblocking multicast switch, where the total nmber of contending,
packets(HOL packets) at the inputs during a particular slot is a constant number, o,
where 0 < a< n. A HOL input packet will generate a copy to cach of the outputs
with probability p, according to an independent Bernoulli process. As mentioned
hefore, this results in a binomial distributed number of copies for cach packet. Again
we mention that the assumption of binomial distribution of copy generation is for the
simplicity in the analysis which tends to illustrate the approach used.

We also assume that switeh fabrie is operating L times faster than the in
put /output lines(where 1 < L< n), and thas an output can receiveup to L copies
during a slot. We assume an infinite number of buffers are placed at the inputs as

well as at the outputs.

Some further notation is defined in addition to those in chapters 2 and 3:

IV’J: probability that a packet will not interfere with the first y chosen packets,
P,(1):  probability that j packets will he chosen by the end of the ath trial.
P/(z): PGF of the probability distribution of £%(¢).

W,: the steady-state probability distribution of the number of chosen packets

during a slot.



4.2.2 A Discrete Time Birth Process Modelling for the MRPS
Policy

As explained before in the MRPS policy, we perform as many Bernoulli trials as the
mumber of contending packets(a) in the inputs, and in each trial at most one packet
is chosen. Thus the total number of packets being chosen during a slot depends on
the dynamies of packet selection among o trials. We will show in the below, that
this MRPS policy can be modeled as a discrete time birth process, and a difference
equation derived from it will be able to describe the dynamics of the system.

In cach Banowlli trial, a contending packet is picked up and the packet is cho-
sen only if it does not ‘nterfere with any of the previously chosen packets, otherwise
it is discarded. Clearly, the success of a Bernoulli trial depends on the number of
packets chosen in the previous trials. We let ]V’J denotes the success probability and
(1 = 1) denotes the probability of failure (the subscript j indicates there are j chosen
packets before the present trial). Also, we have P(7) which denotes the probability

of the number of packets being chosen by the end of the ith trial.
P, (#)="Pr{j packets will be chosen by the end of the ith trial}

To illustrate the dependence of packet selections on f’J or (1 - PJ ), we give an
example which shows the event Py(6) that “4 packets will be chosen by the end of
the 6th trial™ in Fig. 4.2: The horizontal axis gives the trial numbers 1, 2, ... 6.
The letter =S™ or “FF" above each trial number indicates whether that trial is suc-
cessful or not. The tirst row underneath the horizontal axis shows the probability of
success in cach trial and the second row shows the number of packets chosen by the
end of that trial. From Fig. 4.2, a picked up packet in the 1° trial is always the
chosen packet with probability Fy=1. and P, (1) indicates one packet is chosen by the
end of the first trial; In the 2* trial, the picked up packet fails to be chosen with

probability (l-lv’l). then Pi(2) denotes the number of chosen packets remains one at
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the end of the first two trials. The following 37 and 4" trials are both successful
with probabilities P, and P, respectively, as the numbers of the chosen packets hefore
the 3™ trial and the 4% trial are | and 2 accordingly.  And £5(3) and £4(1) cach
indicates the number of packets being chosen by the end of the 3™ and the 4 trials.
After that, the 5" trial fails(/5(5)) again and the 6% trial succeeds(Py(6)) with the

corresponding probabilities shown. As we can see, P, varies after cach successful trial.

S F S S F S
t— 1 ] 1 1 1 |
0 1 2 3 4 5 6

Figure 4.2: An lllustration of Choosing j Packets by the End ot the ofh Trial with
j=4, i=6

From the above illustration, a discrete time birth process can he used to maodel
the number of packets chosen during a slot in the way that the trial nimber is taken
as the discrete time and the birth as the successful choice of a packet. It is dlear that
the population size at any time corresponds to the number of packets chiosen by the
end of that trial. The birth coeflicients are independent of time and are function of
population size j, given by f’] ()=1,2,..., a-1). Next we give a difference equation

describing the dynamics of this system, namely:

Pli+ 1) =1 =P)P )+ P Pal) 122 (11)

This equation relates the state of the systemat the end of (/4 1)st trial to that

of the ith trial. Choosing j packets by the end of (1 + 1)st trial way come from two

t0



mutually exclusive events. The first event is having j packets chosen by the end of
the oth trial and the failure of choosing a packet at the (¢ 4+ 1)st trial. The second
event is having (7 — 1) packets at the end of the zth trial and the success of choosing
a packet at the (7 + 1)st trial. The difference equation thus determines P;(i 4+ 1) as
the sum of the probabilities of these two events, with zero initial condition:
1 7=0
P,(0) = (4.2)
0 j>0
In the difference equation (4.1). we first need to determine the birth coefficient
P, the probability that a packet will not interfere with the first j chosen packets in

the carlier trials, then we can solve for P(7).

4.2.3 The Determ:nation of Output Contention and the
Distribution of the Number of Chosen Packets

As one can see, the birth coefficient f’, actually reflects the degree of output con-
tentions of the switcl under speed up operation. In this section, we first present our
derivation of IV’_,. Jj=1,2,....a-1. Then, with these hirth coefficients, we will solve the
difference equation for the distribution of the number of chosen packetsin a particular
slot.

We have assumed that the switching fabric is operating L times faster than the
input /output lines, and a maximumnumber of L copies can be accepted by an output
in cach slot. As in the analysis of chapter 2, we keep track of the remaining number
of available outputs instead of the occupied ones (the term “available outputs™ here
refers to the outputs which have less than L number of copies destined to them. and
are available for the next selection). For this purpose, we define a random variable
I,. which indicates the availability status of an output after j successful trials(this

corresponds to successful choices of § packets).
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1 if an output remains available after j successful trials
I, = (L3
0 otherwise
Also, we modify the definition of “an interfering packet™ from now on to denote a
packet with any of its copies destined to the outputs which have been selected by the

copies of L chosen packets in the earlier trials,

First, we look at the case of L=1: the PGF of distribution of number of ontputs

available after j successful trials, already derived in chapter 2, is given by:

Ry (=) (1= =p=2)
(= (1 =p) + =1 =p))" (1.1)

(4.9)

i

Since the above is the PGF of a binomial distribution, the inversion of it gives,

r, (k) = Pr{k outputs available after j suceessful choice}

n—k

= (M =p)j[1-(1=py] (1.6)

where C} denotes the permutation of having k available outputs from the total man

ber of n outputs.

This distribution indicates that:

I = I with probability (1 ~ p)? (1%)
0 with probability I — (1 — p)”



The above shows that the available outputs after j successful trials are those

not being selected by the copies of any j chosen packets.

This may he extended to the case of L > | as follows: the available outputs for
the (j 4+ 1)th chosen packet are those having less than L number of copies destined
to them after j successful trials. The status of an output after j successful trials may

be given as:

I if an output is selected less than L times by the 7 chosen packets

0 if an output is selected L times by the j chosen packets

Next, we determine the probability distribution of 7.

There are two cases to be considered:
1), y < L
I with probability 1

I, = (4.10)
0  with probability 0

2021
As cach chosen packet generates a copy to each output with probability p, the number
of copies generated to an output by the j chosen packets is binomial distributed.
Let:
Ap=Pr{m copies will be generated to an output by j chosen packets}

Let 1, denotes the sum of those probabilities for 0 < m < L; ie:

L-1 L-1
=2 An =3 Oyl — )y (4.11)

m=0 m=0

63



thus we have:

I with probability 7,
I, = ‘ (-£.12)

0 with probability 1 — g,

Hence, the distribution of the number of available outputs after the jth choice
is given by:
0 0<k<my<L
7 (k)=19 1 k=n, ) <L (1.1

Cany(b =) 0<k<ng> L
The PGF of #(k) is:

. =" < L
B(z) = ! (4.11)
[1—n(l=2)]" =21

Since the jth chosen packet performs a Bernowllitrial on cach of the available ont puts
after(j—1) successful trials, the PGF of the number of copiesin the jth chosen packet

will be given by:

N(=) = 1 ()i (1.15)

where X(z) is the PGF of F,, which as defined in chapter 2, is the outeome of

a Bernoulli trial for copy generation of a packet to an output i. ie:

1 with probability p
5 = ' 1 (4.16)
0 otherwise

N(z)=4{ "_ ' ' (4.17)
RJ‘-I(‘Z)lz=/\.'(:) = [1 _7,]-1(1 - 2)] I::pz+|—-p J z L



or:

. (pz+1-p)* 71<lL
N,(z)= o (4.18)
[1=map(l =2)" j>1L

the average number of copies in the jth chosen packet, 1, therefore is given by:

z np J <L
=1 = ’ (4.19)
netyap j2 L

Next, we shall determine P,, the probability that a packet picked up for a trial
following the jth chosen packet will not interfere with the j chosen packets. This is
equivalent to the probability that a packet picked up generates no copies to any of
those outputs already selected by L of the j chosen packets. As one can observe, the
first L packets picked up for trial can not interfere with each other and they will be
chosen, therefore Iv’,=l forj< L. For j > L, 13J will be determined as follows:

We first defines

i, as the total number of outputs which has been selected by L of the first j
chosen packets. These outputs are nnavailable for the afterward selections. ), can

be obtained by subtracting #, from the total number of output ports(n):

m, =n -7, (4.20)

Let AL(z) be the PGF of . then we have:

M(z) = E[:") = E[z"") = :"E[z™"] = 2"R,(z7") (4.21)

M) ==z =1 (4.22)
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Further let [/, denote the number of copies generated to the i, outputs by a packet

picked up for the trial after the choice of ) packets, and Iy'J(:) be the PGI of l"_,. then:

U (2) = M(2)] . (o)- (4.23)

or

“

(/=) =[pz+ 1 =p=n,(pz +1=p=1)]" (1.24)

In particular, (7,(0) gives the probability that a packet picked up for trial

generates no copies to m, outputs, this is the birth coefficient IV’J in the difference
equation(4.1). Hence,

Y

Py=0,(0) = {1 = p[1 = y,]}" (1.25)

This P,, a factor which reflects the degree of ontput contentions of the switeh under
speed up operation, is plotted as a function of j for different values of speed np rate
L in the numerical section.

With these birth coefficients f’] (J=1.2,...,a-1), we are now able to solve the
difference equation given in (4.1) for the distribution of the number of chosen packets
in a particular slot. The rest of this section presents the solution to it. The difference

equation is rewritten here for reference:

Pi41)y= (1= P)PG)+ Py Py (1) (4.20)
Let:
Pz) =) P)s (4.27)
1=0

Taking the PGF of the both sides of the above equation gives:

66



S PG+ 1) =(1 = Z P(i)2 4+ P Y Py (i) (4.28)
1=0 1=0
Next, by applying the z-trausform property
1 "
fn+1 Q:[F(z)-f‘)]
the above equation becomes:
I - y .
P2 = PO = (1= P)P(z) 4 P Palz) 21 (429)
by substituting for 17,(0) =0 for j > 1 from Eq.(4.2), we get:
-~ ) ) -
R 1 1-1 (") J > 1 (4,30)

P (z =
(o) = T

his is a recursive formuala for 22,(z). which may be evaluated by using the initial
distribution Po(i). Fy(i) and henee its PGF Py(z) are determined from equations (4.1)
and (\1.2) as:

1 /=0
(4.31)

and

) =) Pt =1
1=0

Then by iterating the equation (4.30) with Po(z), we get:

J PA
= 4.32
-I;I — (1 = P):] (432)

o)~
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The product expression in the (1.32) may be replaced with « smmation by

applying the partial fraction expansion method[19], giving,

lu

2 J «4k
2 Y (1.333)
k=1

P,(z)= -
(2] I — (1 =Pz

where

R P
— ) 1
kr:ﬁ#k [l "(1 - Iv,1"):]|:=(_l:l_m
. (11
= P, (—-——rﬂ (1.31)
r=tagk 1 =7
(1.35)
Now equation (4.33) may be inverted with a transform property
Ay -
—_— & Ay (1= 1)
1 —(1= = )
giving:
Wl a T U=1%) »
])J(I)zT)Z Wl = Py H ——-—r“k 1 <)< (1.:36)
J k=1 PR U '}?f:

Since we have assumed a constant number of contending packets(er) per slot.

substituting « for ¢ gives,

1 - 8) [) yeve—) . (] - i‘)k) Ly
PJ(“)zTL’k(l"[k) H ro 1 <) 7 e (1.37}
J h=1 r=ir#k I - Tt
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This is the solution of the difference equation given in (4.1). ,(a) gives the dis-
tribution of number of chosen packets during a slot for a given o contending packets
at the mputs. For values of oo < 16, the computation is carried out in a straightfor-

ward manner, but bevond this limit some finite precision problems occur.
Next. from Eq.(2.28) the packet thronghput per slot is given by:

J .
f= =35 Pla) (4.38)
n o
ated the copy throughput will be determined as follows: The total average number of
copies penerated by J ehosen packets is given by (72 ,). Multiplying this by f’J(a)
and <o oaming over possible valiues of ) gives the overall average number of copies
penerated. whichis 302, (/24 7,) - P, (@), Then the copy throughput per slot is given

by :

(1) - Py(a) (4.39)

substituting for i, from Eq.(1.19). vields:

. I
1 = [z; np) + Z Z )] P (@)

=1 y=L41 1=1
/ L-1

[Z (s p)+ Z STpd Crpt (L =p)t] - Pa)

=l +11=1 m=U

i

(4.40)

4.3 The Steady-state Distribution of the Number
of Chosen Packets and Throughput

[he steady -state distribution of the number of chosen packets and the throughput
ate determined o the same way as the one was deseribed in chapter 3. We let W

denote the distribution of the number of chosen packets in the steady-state. The
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Markov chain analysis in section 3.1 temams valid tor determining W, Then, replac
ing 2,(a) by W, in Eq.(£.38) and Fq.(1.10) enes the packet and copy throughputs

at the steady-state as:

| LT
'1}.=—le1, (1.11)
n o
and
. L n ] 1.-1 n.l
Te=[>_0-p+ (p D ph (L= p)y e b (1.12)
=1 i=L+11=1 =0 ] — ”“

However. as stated before, the switeh's traflic in the steady state consists ol
fresh as well as old packets. T, and T, are function of mixed traflic patameter p,
which is the copy generation probability of a mixed packet. To express T, and T, wn
terms of the new incoming traflic parameter py only, we follow the approach of section
3.2 and reapply the steady-state equilibrium equation which states that the averape
number of copies in a departing packet, gy, equals to the average number of copies
in an incoming fresh packet. yry. We know that the average size of a fresh incoming,
packet is gy = npy. while for the average size of a departing packet, gy we assume
that j packets have been chosen during, a slot, then the average munber ¢f copies i
a departing packet 1s given hy:

S,

. (114
J

(paly) =

unconditioning jy with respective to ) gives:

s W
pa=) (=) : (1.11)
J_._:Z] ,] 1 - ll 0

by substituting for 7, from equation (1.19) and solving for g py we obtam
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1. . 1 J _ ‘i'
=S ber) )3 Zizi(h-ap)y W (4.13)
J=1

=L+ .} 1 ha ‘iu

With this relationship between pyoand p, the steady-state thronghput can be

plotted as o himction of the incoming traflic py as shown in the Fig. 4.3 and Fig. 1.1

4.4 Numerical Results

In this section we provide some numetrical tesults for the purpose of illustration.

Fig. L1 shows the equivalence of the random packet selection policies(RPS
and MRPS policies) by plotting the distribution of number of packets chosen in a
particular slot for both policies for a constant number a of contending packets. (
a=n=16 ).

Fig. 1.2 shows the probability 22, from equation (:1.23). that a contending packet
will not interfere with any of the outputs which were selected by L of the first
stceessful trials, as a function of j at p=0.1. Results for different values of speed up
tate [ (L=1.2345) are plotted. As may be scen the probability IV’J. as a parameter
which characterizes the degree of the output contention in the speed up operation,
decays more slowly as Linereases. This is due to the fact that the speed up operation
ol a switeh reduces the output conflicts. In addition. the fact that an output can
receive np to [ocopies during a slot is shown in the curves, where the lv’]’s remain at
Funtil v exceeds -1,

Fig. LA~ 11 present the packet and the copy throughputs at the steadv-state
lor diflerent values of speed up rate Lo on switeh sizes n=8. 16 respectively, Curves are
plotted against fresh packet copy generation probability py. with input load p = 1.0.
Alsoshown are the simulation resnlts. As we can see. both copy and packet through-

puts exhibit o significant improvement with inereasing rate of speed up. but in a



nonlinear fashion. Results also <how a very good asteeraent between the theoreti
cal study and the simulation verihication(whicl is taher m the same enyviomment as
described in section 3011 except we have redefined the ontput conthots as the case

when there are more than L packets destined to the same ontput),

In a multicast switch. the speed np operation shows a drastic fmprovement
on the throughput petformance. as it allows more than one HOL pachets destined
to the same output 1o be served in the same time slot and henee reduees the HOL
blocking. Compared to the unicast switeh, the reduction in the ontput conthats plays a
more important role than the decrease in the HOL blocking(packets hehind the HOL
packet can not access to the idle outputs). on the improvement of the throughpuat
performance in a multicast switeh with speed np operation under no fanont splitting
service discipline. This can be seen from the curves shown in the Fago L3 and g,

1.1 where T

Land T, cach inereases nearly eqnally with cach value of 1

-1
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Fig. 4.2. Probability P, that a packet picked up for tiial will not interfere with the
first chosen j packets, with speedup rate L as a parameter copy generation
probability, p=0.4, and switch size of n=16.
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Chapter 5

Conclusion

In this thesis we presented a stochastic model for the performance analysis of a
milticast switch under a no fanout splitting service discipline. First, we have derived
the probability distribution of the number of chosen packets during a time slot basel
on the assumption of a random packet selection policy and a constant number of
contending packets at the inputs. Then the study were extended to the steady-state
through a Markov Chain analysis. The probability distribution of the number of
copies in a transmitted packet was also determined accordingly. The results has shown
that a transmitted packet has a size smaller than the average packet and therefore
smaller packets go through the system easier than the larger packets. During any
time slot, the contending packets will consist of a mix of fresh and old packets(blocked
packets) which have ditferent copy generation probabilities. These copy generation
probabilities are related throngh a steady-state equilibrium consideration, which is
a major finding in the analysis. That enables us to express the packet and copy
throughputs as a function of the incoming traftic only through the copy generation
probability, in which the blocking effect has been embedded. Subsequently the best
operating point {or the svstem was found. As a result of the copy generation. the
load presented to the switch will be multiplied by a fanout factor. This causes a

severe bottleneck in the switeh  As a solution, we proposed the speed up operation



of the multicast switch. The analysis of this operation was based on a variation of
the random packet selection policy. Under this new poliey, a closed form solution
to the distribution of the number of packets chosen during a slot was found, and
an important parameter which characterizes the ontput contention of the speed up
operation was also determined. It is shown that the speed up operation will overcome
the bottleneck in the switch. All the numerical results obtained from the analysis
were verified through simulations and they were shown to he accurate enough over
the entire range of switch load.

The main conclusion in this thesis is that the multicast service discipline with
no fanout splitting provides a good solution for the multicast switeh in the following,
aspects: It needs no buffers between the copy and routing networks; and requires no
additional control structure in the switch. No fanout splitting service switches all
the copies of a packet in the same slot and this is significant for certain applications
such as distributed processing that needs to preserve consisteney of the global data.
As we have seen from the numerical results presented in chapter 30 the thioughput
performance in a low fanout case compares well with that of the other services with
fanout splitting. Morcover, it has been shown that the thronghput improvement could
be achieved through speed up operation which is casily implemented by this scheme.

As a suggestion for the future work, we may combine both wnicast and multicast
traffic into the same switch, providing the multicast with a Ligher priority. The switch
operation with mixed unicast and multicast traffic may be expected to achieve a better

output utilization and hence a better system throughput performance.
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