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ABSTRACT

Ridge And Related Biased Estimators In Linear Regression Models

Thomas F. Willis

This thesis presents a survey of the ridge regression literature. The ridge estimators were originally put forward by Hoerl (1962), (1964) to cope with the effects of severe multicollinearity between the dependent variables of the general linear model. A number of properties and criticisms of the estimators are detailed in this thesis. In addition to their classical formulation, the ridge estimators are considered within a Bayesian framework. The ridge estimators are compared with other biased estimators which have been proposed to counter the effects of an ill-conditioned $X'X$ matrix.

In addition to providing a review of the existing ridge estimators, a combined estimator of the form:

$$\hat{\beta}_2^*(k,r) = P_r (\Lambda_r + kI_r)^{-1} P_r X'Y$$

is studied in this thesis. $\hat{\beta}_2^*(k,r)$ is a combination of the ordinary ridge estimator proposed by Hoerl (1962), (1964) and Marquardt's (1970) generalized least squares estimator. It is proposed that this combined estimator be employed in situations where some of the eigenvalues for the $X'X$ matrix are assumed to be equal to zero and others close to zero. A number of properties of the combined estimator $\hat{\beta}_2^*(k,r)$ are developed. The results of a series of simulation experiments are also presented to illustrate the potential usefulness of the estimator.
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Consider the general linear model:
\[ Y = X\beta + \varepsilon \]  
(1.1)
where: \( Y \) is a \( n \times 1 \) vector of \( n \) observations of the variable to be explained or predicted; \( X \) is a \( n \times p \) matrix of \( n \) observations on \( p \) explanatory or control variables; \( \beta \) is a \( p \times 1 \) vector of \( p \) coefficients; and \( \varepsilon \) is a \( n \times 1 \) vector of unobservable disturbances. The unobservable disturbances are assumed to satisfy:
\[ E(\varepsilon) = 0 \quad \quad (1.2) \]
\[ \text{Var}(\varepsilon) = E(\varepsilon \varepsilon^\top) = \sigma^2 I_n \]
In some situations, it will be assumed that the unobservable disturbances are normally distributed. Further, assume that the unobservable disturbances are independent of the values of \( X \). Unless specified otherwise, it will be assumed that the design matrix will be of full rank.

The ordinary least squares or Gauss-Markov solution is the most widely applied procedure for estimating the unknown vector of parameters \( \beta \) in model (1.1). This estimator is obtained by choosing that estimator \( \hat{\beta} \) of \( \beta \) which minimizes the resulting residual sum of squares. Suppose that \( X \) is a design matrix and \( Y \) the corresponding vector of observations. The sum of squares of the residual function is given by:
\[ \hat{\varepsilon}(\hat{\beta}) = (Y - X\hat{\beta})^\top(Y - X\hat{\beta}) \]
\[ = Y^\top Y - Y^\top X\hat{\beta} - \hat{\beta}^\top X^\top Y + \hat{\beta}^\top X^\top X\hat{\beta} \]
\[ = Y^\top Y - 2\hat{\beta}^\top X^\top Y + \hat{\beta}^\top X^\top X\hat{\beta} \quad \quad (1.3) \]
The critical value of \( \hat{\varepsilon}(\hat{\beta}) \) satisfies:
\[ \frac{d}{d\hat{\beta}} \hat{\varepsilon}(\hat{\beta}) = -2X^\top Y + 2X^\top X\hat{\beta} = 0 \quad \quad (1.4) \]
or:
\[ X^\top X\hat{\beta} = X^\top Y \quad \quad (1.5) \]
If \( X \) is of full rank so that \( X^\top X \) is invertible, then
\[ \hat{\beta} = (X^\top X)^{-1}X^\top Y \quad \quad (1.6) \]
is the critical value of \( \Phi(b) \). When \( X \) is of full rank, the Hessian matrix for \( \Phi(b) \):

\[
\frac{d^2}{db^2} \Phi(b) = 2X'X
\]

(1.7)
is a positive definite symmetric matrix so that \( \hat{\beta} \) must minimize the sum of squares of the residuals function. Throughout the remainder of this thesis, the symbol \( \hat{\beta} \) will be reserved for the ordinary least squares estimator of \( \beta \) in model (1.1).

Suppose that in addition to the assumptions (1.7), the unobservable disturbances are assumed to be normally distributed. The joint probability density function for the unobservable disturbances would be:

\[
f(\varepsilon | \sigma^2) = \frac{1}{(2\pi)^{n/2} \sigma^n} \exp \left\{ -\frac{1}{2\sigma^2} \varepsilon' \varepsilon \right\}.
\]

(1.8)

If the transformation:

\[
Y = X\beta + \varepsilon
\]

(1.9)
is made, the resulting joint probability density function becomes:

\[
f(Y|X,\beta,\sigma^2) = \frac{1}{(2\pi)^{n/2} \sigma^n} \exp \left\{ -\frac{1}{2\sigma^2} (Y - X\beta)'(Y - X\beta) \right\}
\]

\[
= L(\beta, \sigma^2 | Y, X)
\]

(1.10)

Maximizing the likelihood function \( L(\beta, \sigma^2 | Y, X) \) produces the maximum likelihood estimators:

\[
\hat{\beta} = (X'X)^{-1}X'Y
\]

(1.11)
and:

\[
\hat{\sigma}^2 = \frac{(Y - X\hat{\beta})'(Y - X\hat{\beta})}{n}
\]

(1.12)
for $\beta$ and $\sigma^2$. Therefore, the least squares estimator $\hat{\beta}$ is also the maximum likelihood estimator when the unobservable disturbances are assumed to follow a normal distribution.
In many situations, it is convenient to standardize the observations before estimating the parameters. Assume that the model defined by (1.1) includes a constant term. Suppose that the sample mean and standard deviation are calculated for the dependent variable and each of the explanatory variables. The observations corresponding to each variable can be standardized by subtracting the variable's sample mean from each observation and dividing by the standard deviation. This transformation of the observations results in a $X'X$ matrix equal to the sample correlation matrix for the explanatory variables and a $X'Y$ vector containing the correlations between the dependent variable and each of the explanatory variables. Let $\bar{y}$, $s_y$, $\bar{x}_i$ and $s_i$ represent the sample means and standard deviations for the dependent variable and $i$'th explanatory variable respectively. Suppose that $\beta$ denotes the estimated coefficient vector obtained using the standardized model. Estimates of the parameters for the non-standardized model may be calculated according to:

$$\beta_i = \begin{cases} 
\bar{y} - s_y \sum_{i=1}^{p} \frac{\beta_i}{s_i} \bar{x}_i & \text{for } i = 0 \\
\frac{s_y}{s_i} \beta_i, & \text{for } i = 1, 2, 3, \ldots p
\end{cases}$$

(1.13)

If the general model does not contain a constant term, the observations for each variable can be standardized by dividing each observation by the corresponding sample standard deviation.

Standardizing the data as described above leads to a form of
the model whose estimated parameters lend themselves to more straight-forward interpretations in terms of the correlations between the different variables in the model. In addition, Marquardt and Snee (1975) emphasized that the variable transformations remove the effects of correlations between the constant term and the explanatory variables from the estimation procedure. They pointed out that the presence of significant correlations between these variables should be particularly distressing. The resultant nonessential ill-conditioning would not be due to any real deficiency in the data set but rather the result of an arbitrary assignment of origins to the scales employed to express the explanatory variables. McCabe (1978) pointed out that the transformations defined by (1.13) impose a constraint upon the predicted values of \( \bar{y} \). He noted that the estimated model will predict \( \bar{y} \) for the vector \((\bar{x}_1, \bar{x}_2, \bar{x}_3, \ldots, \bar{x}_p)\) irregardless of the estimator employed to estimate \( \beta \). McCabe (1978) suggested that it might be more meaningful to constrain the prediction of \( Y \) at some other point in some situations.
A number of properties for \( \hat{\beta} \) follow directly from the assumptions for the unobservable disturbances. \( \hat{\beta} \) is an unbiased estimator of \( \beta \) since:

\[
E(\hat{\beta}) = \langle X'X \rangle^{-1} X' E(Y) = (X'X)^{-1} X' E(X_\beta + \epsilon) = \beta + (X'X)^{-1} X' E(\epsilon) = \beta .
\]

The variance-covariance matrix for \( \hat{\beta} \) is given by:

\[
\text{Var}(\hat{\beta}) = E(\hat{\beta} - \beta)(\hat{\beta} - \beta)^\prime = E((X'X)^{-1} X' \epsilon)((X'X)^{-1} X' \epsilon)^\prime = (X'X)^{-1} X' E(\epsilon \epsilon') X(X'X)^{-1} = \sigma^2 (X'X)^{-1} ;
\]

(1.14)

Suppose that there exists another unbiased estimator of \( \beta \) with a smaller variance than \( \hat{\beta} \). The estimator must be of the form:

\[
\hat{\beta}^* = \hat{\beta} + B
\]

(1.16)

with a variance-covariance matrix:

\[
\text{Var}(\hat{\beta}^*) = E(\hat{\beta}^* - \beta)(\hat{\beta}^* - \beta)^\prime = E(\hat{\beta} + B - \beta)(\hat{\beta} + B - \beta)^\prime = E((X'X)^{-1} X' \epsilon + B)((X'X)^{-1} X' \epsilon + B)^\prime = E((X'X)^{-1} X' \epsilon \epsilon' X(X'X)^{-1}) + E((X'X)^{-1} X' \epsilon B^\prime) + E(B \epsilon^\prime) X(X'X)^{-1} + E(BB^\prime) = \text{Var}(\hat{\beta}) + (X'X)^{-1} X' E(\epsilon B^\prime) + E(B \epsilon^\prime) X(X'X)^{-1} + E(BB^\prime) .
\]

(1.17)
Since the unobservable disturbances are assumed to be independent of the values of \( X \), the estimators \( \hat{\beta} \) and \( \hat{\beta}^* \) are independent of \( \varepsilon \). It therefore follows that:

\[
E(B\varepsilon^*) = E((\hat{\beta}^* - \hat{\beta})\varepsilon^*) = E(\hat{\beta}^* - \hat{\beta})E(\varepsilon^*) = 0
\]

(1.18)

The expression for the variance-covariance matrix of \( \hat{\beta}^* \) reduces to:

\[
\text{Var}(\hat{\beta}^*) = \text{Var}(\hat{\beta}) + E(BB^*) \]

\[
\geq \text{Var}(\hat{\beta})
\]

(1.19)

with equality if and only if \( B \) is a constant vector of zeros.

In other words, any unbiased estimator of \( \beta \) different from the ordinary least squares estimator has a larger variance. Therefore, \( \hat{\beta} \) is the minimum variance unbiased estimator (MVUE) of \( \beta \) in model (1.1).

The efficiency of any estimator \( b \) of \( \beta \) may be quantified by considering the squared distance between \( b \) and \( \beta \) defined by:

\[
L^2(b) = (b - \beta)'(b - \beta)
\]

(1.20)

The expected value of \( L^2(b) \):

\[
EL^2(b) = E(b - \beta)'(b - \beta) = E(b - Eb)'(b - Eb) + (Eb - \beta)'(Eb - \beta)
\]

\[
\geq \sum_{i=1}^{p} \text{Var}(b_i) + \sum_{i=1}^{p} (Eb_i - \beta_i)^2
\]

(1.21)

is usually denoted as the mean squared error (MSE) for the estimator. \( EL^2(b) \) measures not only the dispersions of the individual parameters but also their squared biases.

In the case of the least squares estimator:
\[ \text{EL}^2(\hat{\beta}) = \mathbb{E}(\hat{\beta} - \beta)^\top(\hat{\beta} - \beta) \]
\[ = \mathbb{E}((X'X)^{-1}X'e)((X'X)^{-1}X'e) \]
\[ = \mathbb{E}e'X(X'X)^{-2}X'e \]
\[ = \text{tr}(X(X'X)^{-2}X\sigma^2 I_n) - 1 \]
\[ = \sigma^2 \text{tr}(X'X)^{-1} \]  \hspace{1cm} (1.22)

since the unobservable disturbances are assumed to satisfy conditions (1.2). If \( X \) is of full rank, the \( X'X \) matrix will be a positive definite symmetric matrix with \( p \) eigenvalues, \( \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_p \), greater than zero. Further, there exists an orthogonal matrix \( P \) such that:
\[ P'X'X = \Lambda \]  \hspace{1cm} (1.23)
where \( \Lambda \) is a diagonal matrix with the eigenvalues \( \lambda_i \) as its diagonal elements. Since multiplication is commutative within the trace operator:
\[ \text{EL}^2(\hat{\beta}) = \sigma^2 \text{tr}((X'X)^{-1}P'P) \]
\[ = \sigma^2 \text{tr}(P'X)'(X'X)^{-1}P) \]
\[ = \sigma^2 \sum_{i=1}^{p} \frac{1}{\lambda_i} \]  \hspace{1cm} (1.24)

In the same manner,
\[ \text{Var}(L^2(\hat{\beta})) = \text{Var}((\hat{\beta} - \beta)^\top(\hat{\beta} - \beta)) \]
\[ = \text{Var}(e'X(X'X)^{-2}X'e) \]
\[ = 2\text{tr}(X(X'X)^{-2}X\sigma^2 I_n) \]  \hspace{1cm} \[2\]

(2.) Ibid., p. 57.
\[ = 2\sigma^4 \text{tr}((X^T X)^{-2}) = 2\sigma^4 \text{tr}(\Lambda^{-2}) = 2\sigma^4 \sum_{i=1}^{P} \frac{1}{\lambda_i^2} \]  

(1.25)

If the explanatory or control variables exhibit small interdependencies so that the design matrix is nearly orthogonal, the least squares estimates may not be too bad. However, in reality, it is often found that there are large degrees of multicollinearity between the explanatory or control variables. For example, Newhouse and Oman (1971) described problems in estimating the budgetary costs for various sizes of volunteer armies. They suggested that it is necessary to know the effects of relative military-civilian wages for a given constant unemployment rate. Data at one point in time from different regions has been employed in the estimation of these effects. However, Newhouse and Oman (1971) pointed out that if high unemployment occurs in the same areas as high ratios of military to civilian pay, it is hard to estimate the effects of adjusting only the military to civilian pay ratios.

If the non-orthogonality is at all severe, the \(X^T X\) matrix will be ill-conditioned and have some eigenvalues close to zero. Since both \(E L^2(\hat{\beta})\) and \(\text{Var}(L^2(\hat{\beta}))\) are dependent upon the values of \(\lambda_i^{-1}\), it can be seen that the estimates \(\hat{\beta}_i\) of the individual parameters may fluctuate wildly. It is even possible that some parameters will have the wrong signs. Using a Euclidean norm, the length of the ordinary least squares estimator is defined to be:

\[ ||\hat{\beta}|| = (\hat{\beta}^T \hat{\beta})^{1/2} \]  

(1.26)

so that the expected squared length of the least squares estimator becomes:

\[ E(||\hat{\beta}||^2) = E(\hat{\beta}^T \hat{\beta}) \]
\[ \hat{\beta} = \beta + \mathbf{E}(\hat{\beta} - \beta)(\hat{\beta} - \beta) = \beta + \sigma^2 \sum_{i=1}^{p} \frac{1}{\lambda_i} \] (1.27)

Therefore, it is apparent that as the \(X'X\) matrix becomes more ill-conditioned, the ordinary least squares estimates will tend to become too large in absolute value. Vinod (1976b) examined two economy of scale functions which exhibited serious multicollinearity in their exogenous variables to show that ordinary least squares solutions may be misleading.

Swindel (1974) constructed a series of examples to illustrate the kind of instability that can result when the design matrix is ill-conditioned. Based upon his examples, a series of simulations of the model:

\[ \mathbf{Y} = \mathbf{X}(\begin{pmatrix} 1 \\ 1 \end{pmatrix}) + \mathbf{\varepsilon} \] (1.28)

\[ \mathbf{\varepsilon} \sim \mathcal{N}(0, \sigma^2 \mathbf{I}_3) \]

were constructed. The four design matrices:

\[ \begin{bmatrix} \mathbf{X}_1 \end{bmatrix} = \begin{pmatrix} 1.0000 & 0.0000 \\ 0.0000 & 1.0000 \\ 0.0000 & 0.0000 \end{pmatrix} \quad \begin{bmatrix} \mathbf{X}_2 \end{bmatrix} = \begin{pmatrix} 0.9578 & 0.2873 \\ 0.2873 & 0.9578 \\ 0.0000 & 0.0000 \end{pmatrix} \]

\[ \begin{bmatrix} \mathbf{X}_3 \end{bmatrix} = \begin{pmatrix} 0.8944 & 0.4472 \\ 0.4472 & 0.8944 \\ 0.0000 & 0.0000 \end{pmatrix} \quad \begin{bmatrix} \mathbf{X}_4 \end{bmatrix} = \begin{pmatrix} 0.8000 & 0.6000 \\ 0.6000 & 0.8000 \\ 0.0000 & 0.0000 \end{pmatrix} \]

were employed in the simulations. Sequences of one thousand observations were generated for each design matrix. Tables 1 and 2 summarize the simulation results when \(\sigma^2\) is taken to be 0.25 and 0.36 respectively. The theoretical means for the sum of squares of the ordinary least squares estimates and variances for the sum of squares of the deviations are compared with the simulation results. A breakdown of the distribution of errors in the signs of the simulated ordinary least squares estimates is provided.
**Design Matrix**

\[ x = \begin{bmatrix} x_1 \ x_2 \ x_3 \ x_4 \end{bmatrix} \]

Least Squares Estimates for the Model:

\[
\hat{\beta} = (X'X)^{-1}X'Y
\]

<table>
<thead>
<tr>
<th>( y )</th>
<th>( x )</th>
<th>( x' )</th>
<th>( x'' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6048</td>
<td>1.0639</td>
<td>0.3125</td>
<td>0.2500</td>
</tr>
<tr>
<td>0.6969</td>
<td>1.0498</td>
<td>0.3125</td>
<td>0.2500</td>
</tr>
<tr>
<td>0.7056</td>
<td>1.0395</td>
<td>0.3125</td>
<td>0.2500</td>
</tr>
<tr>
<td>1.0434</td>
<td>0.4967</td>
<td>0.3125</td>
<td>0.2500</td>
</tr>
<tr>
<td>1.1507</td>
<td>1.7502</td>
<td>0.3125</td>
<td>0.2500</td>
</tr>
</tbody>
</table>

**Table I**

A Summary of \( N = 1,000 \) Simulations of the
<table>
<thead>
<tr>
<th>Simulation Results</th>
<th>1. Average Value of: a) $g_1$, b) $g_2$, c) only $g_1$, d) both $g_1$ and $g_2$, (e) neither $g_1$ nor $g_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Sum of squares of the $g_i$</td>
<td>2. Average sum of squares of the $g_i$</td>
</tr>
<tr>
<td>5.87391 0.94342 0.96213 0.97443 0.99091</td>
<td>2.69992 1.02475 1.05793 1.08097 1.10402</td>
</tr>
<tr>
<td>2.02032 2.95072 4.01082 5.08691 6.26019</td>
<td>1.85977 1.06322 1.18369 1.29428 1.40487</td>
</tr>
<tr>
<td>0.00000 0.00000 0.00000 0.00000 0.00000</td>
<td>0.00000 0.00000 0.00000 0.00000 0.00000</td>
</tr>
<tr>
<td>1.79868 1.55207 1.39030 1.23969 1.09909</td>
<td>0.51800 1.20000 1.98000 2.76000 3.54000</td>
</tr>
<tr>
<td>1.28000 1.17000 1.08000 1.00000 0.92000</td>
<td>0.45000 0.36000 0.27000 0.18000 0.09000</td>
</tr>
<tr>
<td>1.08000 1.00000 0.92000 0.84000 0.76000</td>
<td>0.36000 0.28000 0.20000 0.12000 0.04000</td>
</tr>
<tr>
<td>0.88000 0.80000 0.72000 0.64000 0.56000</td>
<td>0.28000 0.20000 0.12000 0.04000 0.00000</td>
</tr>
<tr>
<td>0.68000 0.60000 0.52000 0.44000 0.36000</td>
<td>0.20000 0.12000 0.04000 0.00000 0.00000</td>
</tr>
<tr>
<td>0.48000 0.40000 0.32000 0.24000 0.16000</td>
<td>0.04000 0.04000 0.04000 0.04000 0.04000</td>
</tr>
<tr>
<td>0.28000 0.20000 0.12000 0.04000 0.00000</td>
<td>0.00000 0.00000 0.00000 0.00000 0.00000</td>
</tr>
</tbody>
</table>

**Theoretical Values**

**Design Matrix**

\[
\begin{bmatrix}
1 & 2 & 3 & 4 & 5 \\
0.3613 & 0.0412 & 0.0013 & 0.0001 & 0.0000
\end{bmatrix}
\]

**Least Squares Estimates for the Model**

\[
\hat{\beta} = (X^T X)^{-1} X^T e
\]

**Table 2**

A Summary of $N = 1,000$ Simulations of The
An indication of the increasing instability of the least squares estimator as the smallest eigenvalue tends to zero or as $\sigma^2$ increases is provided by considering the breakdown of correct signs for the estimated parameters. Using $X_1$, 95.5% of the estimated vectors $\hat{\beta}$ had both signs correct when $\sigma^2$ was set to 0.25 and 91.00% when $\sigma^2$ equalled 0.36. On the other hand, in the case of the most non-orthogonal design matrix, only 43.60% of the estimated parameters had both signs correct when $\sigma^2$ equalled 0.25. The corresponding figure was 36.40% when $\sigma^2$ was set to 0.36.

Smith and Goldstein (1975) noted that the occurrence of small eigenvalues and thus 'ill-conditioning probably is the result of one of two situations. First, the data points may lie close to a hyper-plane in the parameter space. The design is not adequate to estimate all the parameters of the regression model. One remedy would be to collect more data and respecify the model. Secondly, the variables in the model might be highly interdependent so that at least one variable might be considered redundant. A possible solution to this problem would be to drop factors in order to destroy the correlation bonds among the explanatory variables. In this case, the user may be left with 'dangling' controllables. Alternatively, if it is not desirable to drop explanatory or control variables, the parameters for the complete model may be estimated. However, the prediction function must be treated as a 'black box' and the function's derivatives should not be used.

In order to reduce the problems of parameter inflation and instability, Hoerl (1962) introduced the method of ridge regression and defined a class of estimators of the form:

$$\hat{\beta}_k^* = (X'X + kI_p)^{-1}X'y$$  \hspace{1cm} (1.30)

where:

$$k \geq 0$$  \hspace{1cm} (1.31)
The ridge estimator defined by (1.30) is a biased estimator for which it is hoped that a major reduction in the variances of the individual parameter estimates can be achieved by introducing a small amount of bias into the estimation process. The remainder of this thesis consists of a comprehensive survey of the various properties of the ridge estimator. The ridge estimator is contrasted with other biased estimators which have been proposed to deal with the effects of severe multicollinearity in the explanatory variables. Several generalizations of the estimator defined by (1.30) are considered. In addition to the classical formulation of the estimator, the ridge estimator is considered within a Bayesian framework. Finally, several criticisms of the ridge regression procedures are outlined.
Chapter 2

The Ridge Estimator

In a discussion of an application of regression analysis in the estimation of control equations for some chemical processes, A.E. Hoerl noted that:

"The exactness of mathematics can in some cases defeat its own utility as a tool for solving industrial problems. Too often the mathematically exact solution is taken as that whereas subsequent data belies that solution and thus discredits this approach. 1"

He pointed out that the use of pre-designed experiments in the development of control equations for industrial processes is rarely feasible. Rather the data that is gathered is usually 'poorly conditioned' and as a result unstable coefficients are produced. Simulation results were presented in the previous section to demonstrate that misleading results can often be produced when the interrelationships between the independent variables are strong enough. In order to derive more credible control equations, Hoerl (1962), (1964) introduced the ridge estimator:

$$\hat{\beta}_k = (X^TX + kI_p)^{-1}X^TY$$

(2.1)

where:

$$k > 0$$

(2.2)

and defined ridge analysis in terms of quadratic response functions. A.E. Hoerl suggested that:

"Given the analytic solution, the ridge analysis determines the unique combinations of solutions which minimize the lack of fit of the data while decreasing the size of the coefficients. In addition, a solution is determined ... which not only 'fits' the data but is simultaneously a stable solution - the

real crux of the matter. 1

Hoerl and Kennard (1970a) compiled a comprehensive summary of the properties of the ridge estimator. Adopting the criterion: Mean Squared Error Admissibility Criterion: A class of estimators $E$ will be called admissible if for every $X$ and $Y$, there exists an estimator $e \in E$ such that:

$$\text{MSE}(e) < \text{MSE}(\hat{\beta})$$

$$= \prod_{i=1}^{p} \text{Var}(\hat{\beta}_i)$$

(2.3)

they demonstrated the existence of a $k$ such that $\hat{\beta}_k^*$ is mean squared error admissible. Newhouse and Oman (1971) detailed the geometrical implications of the ridge solution. A summary of these results is presented in this section.

The ridge estimator $\hat{\beta}_k^*$ reduces to the least squares estimator when $k$ is set to zero. $\hat{\beta}_k^*$ may be rewritten as:

$$\hat{\beta}_k^* = (X'X + kI_p)^{-1}X'Y$$

$$= (I_p + k(X'X)^{-1})^{-1}X'Y$$

(2.4)

$$= (I_p + kX'X)^{-1} \hat{\beta}$$

$$= z_k \hat{\beta}$$

where:

$$z_k = (I_p + kX'X)^{-1}$$

(2.5)

Therefore, the ridge estimator $\hat{\beta}_k^*$ is a linear transformation

(1.) Ibid., p. 58.
of the least squares estimator \( \hat{\beta} \) with the transformation dependent
only on \( k \) through \( Z_k \). If \( \lambda_i, i=1,2,\ldots,p \), are the eigenvalues
of the \( X'X \) matrix, then \( Z_k \) has \( p \) eigenvalues equal to:
\[
\lambda_i^* = \frac{\lambda_i}{\lambda_i + k}
\]
which tend to zero as \( k \) increases. It is a common result from
matrix algebra that if the eigenvalues for a matrix have limiting
values equal to zero then the matrix will tend to a matrix of zeros.
Therefore:
\[
\lim_{k \to +\infty} Z_k = 0 = 0 \quad I_p \hat{\beta}
\]
so that \( \hat{\beta}_k^* \) tends to a vector of zeros as \( k \to +\infty \).

Invoking the results from Chapter 1, the expected value of
\( \hat{\beta}_k^* \) becomes:
\[
E(\hat{\beta}_k) = E(Z_k \hat{\beta})
= Z_k E(\hat{\beta})
= Z_k \beta
= (I_p + k(X'X)^{-1}) \beta
\]
Applying the binomial inverse theorem:\n\[
(I_p + k(X'X)^{-1})^{-1} = I_p - k(X'X + kI_p)^{-1}
\]
and so the expected value of the ridge regression estimator becomes:

\[ E(\hat{\beta}^*_k) = \beta - k(X'X + kI_p)^{-1}\beta \] (2.10)

It follows from (2.10) that the ridge regression estimator has a bias equal to 
\[ -k(X'X + kI_p)^{-1}\beta \] . Furthermore, the variance-covariance matrix for \( \hat{\beta}^*_k \) is:

\[ \text{Var}(\hat{\beta}^*_k) = E(\hat{\beta}^*_k - E(\hat{\beta}^*_k))(\hat{\beta}^*_k - E(\hat{\beta}^*_k))' \]

\[ = E(Z_k\beta - E(Z_k\beta))(Z_k\beta - E(Z_k\beta))' \]

\[ = Z_kE(\hat{\beta} - \beta)(\hat{\beta} - \beta)'Z_k' \]

\[ = \sigma^2Z_k(X'X)^{-1}Z_k \]

\[ = \sigma^2(X'X + kI_p)^{-2}(X'X) \] (2.11)

By definition, the total residual sum of squares for any estimator \( \beta \) of \( \beta \) equals:

\[ \hat{\phi}(b) = (Y - Xb)'(Y - Xb) \]

\[ = (Y - \hat{X}\hat{\beta} + \hat{X}\hat{\beta} - Xb)'(Y - \hat{X}\hat{\beta} + \hat{X}\hat{\beta} - Xb) \]

\[ = (Y - \hat{X}\hat{\beta})'(Y - \hat{X}\hat{\beta}) + (\hat{X}\hat{\beta} - Xb)'(\hat{X}\hat{\beta} - Xb) \]

\[ = (Y - X\hat{\beta})'(Y - X\hat{\beta}) + (\hat{\beta} - b)'X'X(\hat{\beta} - b) \]

\[ = \hat{\phi}_{\min} + (\hat{\beta} - b)'X'X(\hat{\beta} - b) \] (2.12)

where \( \hat{\phi}_{\min} \) is the global minimum of the residual sum of squares function. It can be seen from (2.12) that the residual sum of squares function is a quadratic function in \( (\hat{\beta} - b) \). There are a continuum of values \( b \) which satisfy:

\[ \hat{\phi}(b) = \hat{\phi}_{\min} + \hat{\phi}_0 \] (2.13)

for any fixed \( \hat{\phi}_0 > 0.0 \). These values form contours of constant residual sum of squares which are hyperellipsoids centered at the least squares solution.
Hoerl and Kennard (1970a) noted that, on the average, the distance between \( \hat{\beta} \) and the true parameters \( \beta \) will be large if \( X'X \) is ill-conditioned. The worse ill-conditioned \( X'X \); the more \( \hat{\beta} \) can be expected to differ from \( \beta \). However, the smaller the eigenvalues \( \lambda_i \); the further one may move away from the least squares estimator without incurring an appreciably large increase in the residual sum of squares. In light of:

\[
EL^2(\hat{\beta}) = \sigma^2 \sum_{i=1}^{P} \frac{1}{\lambda_i} \quad (2.14)
\]

and:

\[
\text{Var}(L^2(\hat{\beta})) = 2\sigma^4 \sum_{i=1}^{P} \frac{1}{\lambda_i^2} \quad (2.15)
\]

Hoerl and Kennard suggested that "it seems reasonable that if one moves away from the minimum sum of squares of the residuals point, the movement should be in a direction which will shorten the length of the regression parameters." Applying this criterion, an estimator \( b \) should be chosen which will minimize the sum of squares of the residuals subject to the constraint that the squared length of \( b \) equals \( c^2 \). The corresponding Lagrangian equation:

\[
F(b) = (Y - Xb)'(Y - Xb) + k(b'b - c^2) \quad (2.16)
\]

is minimized when:

\[
\frac{d}{db} F(b) = -2X'Y + 2X'Xb + 2kb
\]

\[
= 2(X'X + kI_p)b - 2X'Y
\]

\[
= 0 \quad (2.17)
\]

or:

\[
b = (X'X + kI_p)^{-1}X'Y
\]

\[
\hat{\beta}_k^* = \beta_k^*
\]

(2.18)

Therefore the ridge regression estimator minimizes the sum of squares of the residuals for a fixed squared parameter length.

Meeter (1966) relaxed the constraint on \( \hat{\beta}_k^* \) by showing that \( \hat{\beta}_k^* \) minimizes the residual sum of squares on and within a sphere of radius \( r = \| \hat{\beta}_k^* \| \). Later, Newhouse and Oman (1971) proved the following theorem:

**Theorem 2.1:** Let \( \| \hat{\beta}_k^* \| = r \) where \( k > 0 \). Then \( \hat{\beta}_k^* \) is a unique vector which minimizes \( \phi(b) \) subject to \( \| b \| \leq r \).

If \( r \) is taken large enough, the global minimum sum of squares will be achieved and \( \hat{\beta}_k^* \) will in fact be \( \hat{\beta} \). The proof of Theorem 2.1 requires the following sequence of lemmas:

**Lemma 2.1:** Suppose that \( 0 < s < t \). Then

\[
\| \hat{\beta}_t^* \| < \| \hat{\beta}_s^* \| \quad (2.19)
\]

**Proof:** Consider the orthogonal matrix \( P \) defined in (1.27) which diagonalizes the \( X'X \) matrix. Letting \( X' = XP \) and \( \alpha = P'b \), the general linear model may be rewritten as:

\[
Y = X\hat{\beta} + \varepsilon
\]

\[
= XPP'b + \varepsilon
\]

\[
= X'\alpha + \varepsilon
\]

(2.20)

The ridge estimator for \( \alpha \) is by definition:

\[
\hat{\alpha}_k^* = \left( X'X' + kI_P \right)^{-1}X'Y
\]

\[
= \left( \Lambda + kI_P \right)^{-1}X'Y
\]

(2.21)

If \( c_i \) denotes the \( i \)th element of the vector \( X'Y \), then the individual components of \( \hat{\alpha}_k^* \) may be written as:
\[ \hat{\alpha}_k^* = \left( \frac{c_1}{\lambda_1 + k}, \frac{c_2}{\lambda_2 + k}, \ldots, \frac{c_p}{\lambda_p + k} \right). \]  

(2.22)

Since orthogonal transformations preserve lengths, inequality (2.19) is equivalent to \( \|\hat{\alpha}_t^*\| < \|\hat{\alpha}_s^*\| \). From the definition of \( \hat{\alpha}_s^* \):

\[
\|\hat{\alpha}_s^*\|^2 = \alpha_s^* \cdot \alpha_s^* \\
= \sum_{i=1}^{p} \alpha_{s_i}^* \cdot \alpha_{s_i}^* \\
= \sum_{i=1}^{p} \frac{c_i^2}{(\lambda_i + s)^2}.
\]

(2.23)

A similar result holds for \( \|\hat{\alpha}_t^*\|^2 \). Since \( s < t \), it follows that \( (\lambda_i + t)^{-1} < (\lambda_i + s)^{-1} \) for all \( \lambda_i \). Therefore, \( \|\hat{\alpha}_t^*\| < \|\hat{\alpha}_s^*\|^2 \) from which the required follows.

**Lemma 2.2**: Denote the set of estimators \( \{b : \|b\| < r\} \) by \( B_r \). Let \( r = \|\hat{\beta}\| \) and suppose \( \beta^* \) minimizes \( \hat{\phi}(b) \) subject to \( \|b\| < r \). Then:

\[ \|\beta^*\| = r. \]

(2.24)

**Proof**: Suppose that \( \|\beta^*\| < r \) so that \( \beta^* \in B_r \). There exists a neighbourhood about \( \beta^* \) such that \( \beta^* \) minimizes \( \hat{\phi}(b) \) in this neighbourhood. The gradient for \( \hat{\phi}(b) \) is given by:

\[ \nabla \hat{\phi}(b) = 2X^\top Xb - 2X^\top Y \]

(2.25)

so that \( \beta^* \) must satisfy:

\[ (XX^\top)\beta^* = X^\top Y. \]

(2.26)

(2.26) defines the ordinary least squares estimator. It follows from (2.26) that \( \beta^* \in B_r \) which is a contradiction. Thus the assumption that \( \|\beta^*\| < r \) is impossible and so the Euclidean length of
Lemma 2.3: Suppose \( \beta^* \) minimizes \( \phi(b) \) subject to the constraint that \( ||b|| = r \). Then there exists a real number \( \lambda \) such that:

\[
(X^T X + \lambda)\beta^* = X^T y
\]  

(2.27)

Proof: Let \( h(b) = ||b||^2 \) so that \( \phi(b) \) is to be minimized subject to the constraint that \( h(b) = r^2 \). Defining the corresponding Lagrangian equation in terms of gradients, \( \beta^* \) satisfies:

\[
\nabla \phi(\beta^*) + \lambda \nabla h(\beta^*) = 0
\]

(2.28)

or:

\[
2(X^T X)\beta^* - 2X^T y + 2\lambda \beta^* = 0
\]

(2.29)

from which (2.27) follows.

Lemma 2.4: Suppose that \( \lambda < \mu \), and suppose \( a \) and \( b \) are two distinct vectors such that:

i) \( ||a|| = ||b|| = r > 0 \)

ii) \( (X^T X + \lambda)a = X^T y \)

iii) \( (X^T X + \mu)b = X^T y \)

Then:

\[
\phi(a) > \phi(b)
\]

(2.30)

Proof: Applying (i) and (ii), the residual sum of squares for \( \phi(a) \) may be expanded as follows:

\[
\phi(a) = (Y - Xa)^T (Y - Xa)
\]

\[
= Y^T Y - 2a^T X^T y + a^T X^T X a
\]

\[
= Y^T Y - 2a^T X^T y + a^T X^T y - a^T \lambda a
\]

\[
= Y^T Y - a^T X^T y - \lambda r^2
\]

(2.31)

In the same manner:

\[
\phi(b) = Y^T Y - b^T X^T y - \mu r^2
\]

Inequality (2.30) will be proven if it is shown that:

\[
a^T X^T y - b^T X^T y < (\mu - \lambda) r^2
\]

(2.33)

However,

\[
a^T X^T y - b^T X^T y = a^T (X^T X + \mu)b - b^T (X^T X + \lambda)a
\]
23

\[ a = (\mu - \lambda) a \cdot b \]  \hspace{1cm} (2.34)

Schwarz's inequality provides that:

\[ |a \cdot b| \leq \|a\| \cdot \|b\| = r^2 \]  \hspace{1cm} (2.35)

with inequality holding if and only if \( a = t b \) for some real number \( t \). Two cases must be considered separately. First, suppose that strict inequality holds for (2.35). By assumption \( \mu > \lambda \) so that:

\[ (\mu - \lambda) a \cdot b < (\mu - \lambda) r^2 \]  \hspace{1cm} (2.36)

Secondly, suppose that \( \|a\| = \|b\| \). Since \( a \) and \( b \) are assumed to be distinct, it follows that \( t \) equals \(-1\) and:

\[ (\mu - \lambda) a \cdot b = - (\mu - \lambda) r^2 \]

\[ < (\mu - \lambda) r^2 \]  \hspace{1cm} (2.37)

Inequality (2.33) follows by substituting (2.36) and (2.37) into (2.34).

Theorem 2.1 may be proven by invoking the four lemmas provided above. Since \( \phi(b) \) is a continuous function of \( b \) and \( B_r \subset \mathbb{R}^p \) is compact, \( \phi(b) \) must have a minimum value in \( B_r \). Let \( \beta^* \) be the point at which the constrained minimum value of \( \phi(b) \) in \( \mathbb{R}^p \) is obtained. As a result of Lemma 2.2:

\[ \| \beta^* \| = r \]  \hspace{1cm} (2.38)

Lemma 2.3 provides for the existence of a real \( \lambda \) such that:

\[ (X^\top X + \lambda) \beta^* = X^\top Y \]  \hspace{1cm} (2.39)

By assumption, \( \beta^* \) is the ridge estimator with an Euclidean length equal to \( r \). If \( k < \lambda \), a contradiction arises since:

\[ \| \beta^* \| < \| \hat{\beta}^* \| = r \]  \hspace{1cm} (2.40)

would be true by Lemma 2.1. As a result of (2.37) and (2.38), \( \lambda < k \) can not be true either. In this case:

\[ \| \beta^* \| = \| \hat{\beta}^* \| \]  \hspace{1cm} (2.41)

along with Lemma 2.4 would imply:
\[ \phi(\beta^*) < \phi(\beta_k^*) \] (2.42)

which contradicts the minimality assumption for \( \beta^* \). Therefore \( \lambda \) equals \( k \) so that \( \beta_k^* \) satisfies equation (2.40). Since \( X'X \) is assumed non-singular, \( (X'X + kI_p) \) is also non-singular and
\[ \beta^* = \beta_k^* \] (2.43)

so that Theorem 2.1 is proven. As a result of Theorem 2.1, it is observed that:
\[ \beta_k^* \beta_k^* < \beta \beta \] (2.44)

for all positive values of \( k \).

In Chapter 1, it was shown that if the unobservable disturbances are assumed normally distributed and satisfy conditions (1.2), \( \beta \) and \( \sigma^2 \) will have a likelihood function given by:
\[ f(Y|X,\beta,\sigma^2) = \frac{1}{(2\pi)^{n/2}\sigma^{2n}} \exp \left\{ -\frac{1}{2\sigma^2} (Y - X\beta)'(Y - X\beta) \right\} \]
\[ = L(\beta,\sigma^2|Y,X). \] (2.45)

Substituting (2.12) into (2.45), the likelihood function for any estimator \( b \) of \( \beta \) becomes:
\[ L(b,\sigma^2|Y,X) = \frac{1}{(2\pi)^{n/2}\sigma^{2n}} \exp \left\{ -\frac{1}{2\sigma^2} (Y - X\hat{\beta})'(Y - X\hat{\beta}) \right\} \]
\[ - \frac{1}{2\sigma^2} (\hat{\beta} - b)'X'X(\hat{\beta} - b) \]
\[ = \frac{1}{(2\pi)^{n/2}\sigma^{2n}} \exp \left\{ -\frac{1}{2\sigma^2} (\phi_{\min} + \phi_0) \right\}. \] (2.46)

From (2.46), it can be seen that an increase in the residual sum of squares results in a decrease in the likelihood of the estimator \( b \) given a fixed \( \sigma^2 \). It follows that the ridge estimator maximizes
the likelihood function subject to the constraint that \( \| \hat{\beta}^*_k \| \leq r \).

Therefore, an increase in the value of \( k \) corresponds to a decrease in the likelihood function.

It was mentioned in Chapter 1 that the ridge estimator is a biased estimator for which it is hoped that the introduction of bias into the estimator will reduce the variances of the resulting parameter estimates. This compromise between bias and variance may be quantified by the mean squared error for \( \hat{\beta}^*_k \):

\[
\text{MSE}(\hat{\beta}^*_k) = E(L^2(\hat{\beta}^*_k))
\]
\[
= E((\hat{\beta}^*_k - \beta)(\hat{\beta}^*_k - \beta))
\]
\[
= E((Z_k \hat{\beta} - \beta)(Z_k \hat{\beta} - \beta))
\]
\[
= E((Z_k \hat{\beta} - Z_k \beta + Z_k \beta - \beta)(Z_k \hat{\beta} - Z_k \beta + Z_k \beta - \beta))
\]
\[
= E((\beta - \beta)(Z_k - I_p)\beta - \beta)(Z_k - I_p)\beta).
\]

Applying the same sequence of arguments used to simplify the expression for \( EL^2(\hat{\beta}) \), the first term of (2.47) becomes:

\[
E((\hat{\beta} - \beta)(Z_k - I_p)\beta - \beta))
\]
\[
= \text{tr}(Z_k - I_p \sigma^2 (X'X)^{-1})
\]
\[
= \sigma^2 \text{tr}((I_p + k(X'X)^{-1})^{-2}(X'X)^{-1})
\]
\[
= \sigma^2 \text{tr}((X'X + kI_p)^{-1}(I_p + k(X'X)^{-1})^{-1})
\]

(2.48)

Invoking the binomial inverse theorem:

\[
(I_p - k(X'X)^{-1})^{-1}
\]
\[
= I_p + k(X'X)^{-1}(k(X'X)^{-1} + k^2(X'X)^{-2})^{-1}k(X'X)^{-1}
\]
\[ = I_p - k(X^TX + kI_p)^{-1} \]  \hspace{1cm} (2.49) \]

Substituting (2.49) into (2.48):

\[ E(\hat{\beta} - \beta)^{Z_k^T}Z_k(\hat{\beta} - \beta) \]

\[ = \sigma^2 \text{tr}((X^TX + kI_p)^{-1}) - k\sigma^2 \text{tr}((X^TX + kI_p)^{-2}) \]  \hspace{1cm} (2.50) \]

Letting \( P \) denote the orthogonal transformation which diagonalizes the matrix \( X^TX \),

\[ E(\hat{\beta} - \beta)^{Z_k^T}Z_k(\hat{\beta} - \beta) \]

\[ = \sigma^2 \text{tr}((P^T(X^TX + kI_p)P)^{-1}) - k\sigma^2 \text{tr}((P^T(X^TX + kI_p)P)^{-2}) \]

\[ = \sigma^2 \sum_{i=1}^{P} \frac{1}{\lambda_i + k} - k\sigma^2 \sum_{i=1}^{P} \frac{1}{(\lambda_i + k)^2} \]

\[ = \sigma \sum_{i=1}^{P} \frac{\lambda_i}{(\lambda_i + k)^2} \]  \hspace{1cm} (2.51) \]

The constant term in (2.47) may be simplified by applying (2.49):

\[ \beta^T(Z_k - I_p)^T(Z_k - I_p)\beta \]

\[ = \beta^T(I_p - k(X^TX + kI_p)^{-1} - I_p)^T(I_p - k(X^TX + kI_p)^{-1} - I_p)\beta \]

\[ = k^2 \beta^T(X^TX + kI_p)^{-2}\beta \]

\[ = k^2 \beta^T(PP^T(X^TX + kI_p)PP^T)^{-2}\beta \]

\[ = k^2 \beta^TP(\Lambda + kI_p)^{-2}P^T\alpha \]

\[ = k^2 \alpha^T(\Lambda + kI_p)^{-2}\alpha \]

\[ = k^2 \sum_{i=1}^{P} \frac{\alpha_i^2}{(\lambda_i + k)^2} \]  \hspace{1cm} (2.52) \]
Substituting (2.51) and (2.52) into (2.47), the mean squared error for the ridge regression estimator becomes:

\[
\text{MSE}(\hat{\beta}_k^*) = \sigma^2 \sum_{i=1}^{p} \frac{\lambda_i}{(\lambda_i + k)^2} + k^2 \sum_{i=1}^{p} \frac{\alpha_i^2}{(\lambda_i + k)^2} .
\] (2.53)

From the above, it can be seen that the mean squared error for \( \hat{\beta}_k^* \) is the sum of the two functions:

\[
\gamma_1(k) = \sigma^2 \sum_{i=1}^{p} \frac{\lambda_i}{(\lambda_i + k)^2}
\]

\[
\gamma_2(k) = k^2 \sum_{i=1}^{p} \frac{\alpha_i^2}{(\lambda_i + k)^2} .
\] (2.54)

\( \gamma_1(k) \) represents the total sum of the variances of the estimates for each of the \( p \) parameters. \( \gamma_1(k) \) tends to the sum of the variances for the least squares estimates as \( k \) tends to zero. As \( k \) gets large and \( \hat{\beta}_k^* \) shrinks, \( \gamma_1(k) \) decays to zero. \( \gamma_2(k) \) equals the sum of the squares of the biases in the ridge regression estimator components. The squared bias equals zero for the least squares solution but tends to \( \beta^* \beta \) as \( k \) grows large. Figure 1 displays the relationship between \( \gamma_1(k) \) and \( \gamma_2(k) \) for various values of \( k \).

Consider the limit of the first derivative of \( \gamma_1(k) \) as \( k \) tends to zero:

\[
\lim_{k \to 0} \frac{d}{dk} \gamma_1(k) = \lim_{k \to 0} \sigma^2 \sum_{i=1}^{p} \frac{-2\lambda_i}{(\lambda_i + k)^3} + k^2 \sum_{i=1}^{p} \frac{\alpha_i^2}{(\lambda_i + k)^2} .
\]

\[
= -2\sigma^2 \sum_{i=1}^{p} \frac{1}{\lambda_i^2} .
\] (2.55)

\( \gamma_1(k) \) has a negative derivative near zero which depends upon the conditioning of the design matrix. If the design matrix \( X \) is ill-
Figure 1 - The Relationship Between The Mean Squared Error Functions For The Ordinary Least Squares Estimator ($\hat{\beta}$) And The Ridge Regression Estimator ($\beta_k$).
conditioned so that the $X'X$ matrix has some small eigenvalues, the
decrease in the sum of the parameter variances will be large as $k$
moves away from zero. On the other hand,

$$
\lim_{k \to 0^+} \frac{d}{dk} \gamma_2(k) = \lim_{k \to 0^+} p \sum_{i=1}^{p} \left\{ \frac{2k\lambda_i^2}{(\lambda_i + k)^2} - \frac{2k^2a_i}{(\lambda_i + k)^3} \right\}
$$

$$
= 0
$$

(2.56)

so that $\gamma_2(k)$ is flat for $k$ near zero. These properties for $\gamma_1(k)$
and $\gamma_2(k)$ would suggest the possibility of a reduction in the overall
mean squared error if the ridge estimator is used for $k > 0$ instead of
the ordinary least squares estimator.

Hoerl and Kennard (1970a) summarized a number of the properties
of the mean squared error function for $\hat{\beta}_k$. They presented the fol-
lowing theorems and corollaries:

**Theorem 2.2:** The total variance $\gamma_1(k)$ is a continuous,
monotonically decreasing function of $k$.

**Proof:** Since the $X'X$ matrix is assumed to be non-singular and $k$
is non-negative, it follows that $(\lambda_i + k) > 0$ for all $i$ so that $\gamma_1(k)$
can not have any singularity points. Furthermore,

$$
\lim_{k \to 0^+} \gamma_1(k) = \lim_{k \to 0^+} \sigma^2 \sum_{i=1}^{p} \frac{\lambda_i}{(\lambda_i + k)^2}
$$

$$
= \sigma^2 \sum_{i=1}^{p} \frac{1}{\lambda_i}
$$

$$
= \gamma_1(0)
$$

(2.57)

Therefore $\gamma_1(k)$ is a continuous function for $k > 0$. For all $k > 0$,

$$
\frac{d}{dk} \gamma_1(k) = -2\sigma^2 \sum_{i=1}^{p} \frac{\lambda_i}{(\lambda_i + k)^3} < 0
$$

(2.58)

and:
\[ \frac{d^2}{dk^2} \gamma_1(k) = 6\sigma_2^P \sum_{i=1}^{2P} \frac{\lambda_i}{(\lambda_i + k)^4} > 0 \]  

(2.59)

Thus \( \gamma_1(k) \) is a monotonically increasing function of \( k \).

**Corollary 2.2.1**: The first derivative of \( \gamma_1(k) \) with respect to \( k \) approaches \( +\infty \) as \( k \to 0^+ \) and \( \lambda_p \to 0^+ \).

**Proof**: By definition of \( \gamma_1(k) \):

\[
\lim_{\lambda_p \to 0^+} \lim_{k \to 0^+} \frac{d}{dk} \gamma_1(k) = \lim_{\lambda_p \to 0^+} \lim_{k \to 0^+} -2\sigma_2^P \sum_{i=1}^{2P} \frac{\lambda_i}{(\lambda_i + k)^3} \\
= \lim_{\lambda_p \to 0^+} \sum_{i=1}^{2P} \frac{1}{\lambda_i} \lambda_i^2 = +\infty
\]  

(2.60)

**Theorem 2.3**: The squared bias is a continuous monotonically increasing function of \( k \).

**Proof**: By assumption, \( k > 0 \) and \( \lambda_i > 0 \) for all \( i \) so that \( \gamma_2(k) \) has no singularity points. Furthermore,

\[
\lim_{k \to 0^+} \gamma_2(k) = \lim_{k \to 0^+} \frac{\sigma_2^P}{k^2} \sum_{i=1}^{2P} \frac{\alpha_i^2}{(\lambda_i + k)^2} \\
= \gamma_2(0)
\]  

(2.61)

so that \( \gamma_2(k) \) is a continuous function for all \( k > 0 \). Suppose that \( g_i(k) \) represents the \( i \)'th term of the summation defined by \( \gamma_2(k) \). That \( g_i(k) \) is a monotonically increasing function of \( k \) follows from:

\[
\frac{d}{dk} g_i(k) = \frac{2k \lambda_i \alpha_i^2}{(\lambda_i + k)^3} > 0
\]  

(2.62)

Since \( \gamma_2(k) \) is composed of a sum of monotonically increasing functions of \( k \), it follows that \( \gamma_2(k) \) is a monotonically increasing function.
Corollary 2.3.1: The squared bias $\gamma_2(k)$ approaches $\beta^*\beta$ as an upper limit.

Proof: By definition of $\gamma_2(k)$:

$$
\lim_{k \to +\infty} \gamma_2(k) = \lim_{k \to +\infty} k^{2P} \sum_{i=1}^{P} \frac{\alpha_i^2}{(\lambda_i + k)^2}
$$

$$
= \sum_{i=1}^{P} \frac{\alpha_i^2}{\lambda_i}
$$

$$
= \alpha^*\alpha
$$

$$
= (P^*\beta)^*(P^*\beta)
$$

$$
= \beta^*P^*\beta
$$

$$
= \beta^*\beta \quad (2.63)
$$

Hoerl and Kennard (1970a) originally demonstrated the existence of an interval for $k$ such that the ridge regression estimator is mean squared error admissible by means of the theorem:

Theorem 2.4: For all $0 < k < \frac{\sigma^2}{\alpha_{\text{max}}}$,

$$
\text{MSE}(\hat{\beta}_k^*) < \text{MSE}(\hat{\beta})
$$

$$
= \sigma^2 \sum_{i=1}^{P} \frac{1}{\lambda_i} \quad (2.64)
$$

Proof: For any $k > 0$,

$$
\sum_{i=1}^{P} \frac{1}{\lambda_i + k} < \sum_{i=1}^{P} \frac{1}{\lambda_i} \quad (2.65)
$$

so that it suffices to show the existence of an interval for $k$ such that:

$$
\text{MSE}(\hat{\beta}_k^*) < \sigma^2 \sum_{i=1}^{P} \frac{1}{\lambda_i + k} \quad (2.66)
$$

From (2.53),

$$
\text{MSE}(\hat{\beta}_k^*) = \gamma_1(k) + \gamma_2(k)
$$
\[ \sigma^2 \sum_{i=1}^{p} \frac{\lambda_i}{(\lambda_i + k)^2} + k \sum_{i=1}^{p} \frac{a_i^2}{(\lambda_i + k)^2} = \sigma^2 \sum_{i=1}^{p} \frac{\lambda_i}{(\lambda_i + k)^2} + k \sum_{i=1}^{p} \frac{a_i^2}{(\lambda_i + k)^2} \] \hfill (2.67)

Inequality (2.66) holds for a positive value of \( k \) if for each \( i \):

\[ \sigma^2 \frac{\lambda_i}{(\lambda_i + k)^2} + k \frac{a_i^2}{(\lambda_i + k)^2} < \sigma^2 \frac{1}{\lambda_i + k} \] \hfill (2.68)

or:

\[ k < \frac{\sigma^2}{a_i^2} \] \hfill (2.69)

Therefore \( \hat{\beta}_k^* \) is mean squared error admissible if inequality (2.69) is satisfied for all \( i \) so that:

\[ k < \frac{\sigma^2}{a_{\text{max}}^2} \] \hfill (2.70)

The use of Euclidean distance to measure the deviation of the ridge regression estimates from the true parameter vector \( \beta \) was criticized by Needler (1972). He noted that the mean squared errors for the individual components of \( \hat{\beta}_k^* \) are lumped together in an unweighted sum. Swindel and Chapman (1974) showed that \( \hat{\beta}_k^* \) provides a strictly smaller mean squared error estimator of any non-null linear combination of the components of \( \beta \) in comparison to \( \hat{\beta} \) if \( k \) lies in an open interval which depends upon \( X \), \( \beta \) and \( \sigma^2 \).

Theobald (1974) generalized the conditions for Theorem 2.4 by showing the existence of a \( k > 0 \) such that \( \hat{\beta}_k^* \) is admissible using any weighted mean squared error function. Suppose that \( b_1 \) is any estimator of \( \beta \). The second-order moment and weighted mean squared error matrices for \( b_1 \) are:

\[ M(b_1) = E(b_1 - \beta)(b_1 - \beta)' \]

\[ m(b_1) = E(b_1 - \beta)'B(b_1 - \beta) \] \hfill (2.71)

where \( B \) is any non-negative definite matrix. For any estimators \( b_1 \)
and \( b_2 \) of \( \beta \), Theobald (1974) proved that the two conditions:

i) \( M(b_1) - M(b_2) \) is non-negative definite.

ii) \( m(b_1) - m(b_2) = 0 \) for all non-negative definite matrices \( B \).

are equivalent.

The existence of a \( k>0 \) such that \( \hat{\beta}_k^* \) is mean squared error admissible follows immediately from Theobald's (1974) theorem:

**Theorem 2.5:** There exists a \( K>0 \) such that \( M(\hat{\beta}) - M(\hat{\beta}_k^*) \)

is positive definite whenever \( 0<k<K \).

**Proof:** The second-order moment matrix is by definition:

\[
M(b_1) = E(b_i - \beta)(b_i - \beta)^* = E(b_i - E(b_i))(b_i - E(b_i))^* + (E(b_i) - \beta)(E(b_i) - \beta)^*
\]

\[
= \text{Var}(b_i) + (E(b_i) - \beta)(E(b_i) - \beta)^* \quad (2.72)
\]

Since the ordinary least squares estimator is unbiased, the second-order moment matrix for \( \hat{\beta} \) is:

\[
M(\hat{\beta}) = \text{Var}(\hat{\beta}) = \sigma^2 (X^*X)^{-1} \quad (2.73)
\]

From (2.10) and (2.11),

\[
M(\hat{\beta}_k^*) = \text{Var}(\hat{\beta}_k^*) + (E(\hat{\beta}_k^*) - \beta)(E(\hat{\beta}_k^*) - \beta)^* = \sigma^2 (X^*X + kI_p)^{-2}(X^*X)
\]

\[
+ k^2 (X^*X + kI_p)^{-1} \beta \beta^* (X^*X + kI_p)^{-1} \quad (2.74)
\]

Therefore, the difference be the second-order moment matrices of \( \hat{\beta} \) and \( \hat{\beta}_k^* \) equals:

\[
M(\hat{\beta}) - M(\hat{\beta}_k^*)
\]
\[
\begin{align*}
\sigma^2 (X'X)^{-1} & \leq \sigma^2 (X'X + I_p)^{-1} X'X \\
& - k^2 (X'X + kI_p)^{-1} (X'X + kI_p)^{-1} X'X \\
& \leq \sigma^2 (X'X + kI_p)^{-1} (I_p + k(X'X)^{-1} - (X'X + kI_p)^{-1} X'X) \\
& - k^2 (X'X + kI_p)^{-1} (X'X + kI_p)^{-1}
\end{align*}
\]
\[
\begin{align*}
&= \sigma^2 (X'X + kI_p)^{-1}(k(X'X)^{-1} + k(X'X)^{-1}(I_p + k(X'X)^{-1})^{-1}) \\
&\quad - k^2 (X'X + kI_p)^{-1} \beta \beta' (X'X + kI_p)^{-1} \\
&= k(X'X + kI_p)^{-1}(\sigma^2 (2I_p + k(X'X)^{-1}) - k \beta \beta') (X'X + kI_p)^{-1}.
\end{align*}
\] (2.75)

(2.75) is a positive definite matrix if:

\[
2\sigma^2 I_p + \sigma^2 k(X'X)^{-1} - k \beta \beta' \tag{2.76}
\]

is positive definite. Since the \(X'X\) matrix is assumed to be of full rank, \(M_1 - M_2\) is positive definite if:

\[
2\sigma^2 I_p - k \beta \beta' \tag{2.77}
\]

is non-negative definite. Expression (2.77) has \(p-1\) roots equal to \(2\sigma^2\) and one root equal to \((2\sigma^2 - k \beta \beta')\). Therefore, a sufficient condition for \(M(\hat{\beta}) - M(\hat{\beta}_k^*)\) to be positive definite is for \(k\) to satisfy:

\[
0 < k < \frac{2\sigma^2}{\beta' \beta} \tag{2.78}
\]

As a result of Theobald's (1974) equivalence statement, any comparisons on the basis of a weighted mean squared error will favour \(\hat{\beta}_k^*\) over \(\hat{\beta}\) if condition (2.78) is satisfied. It should be noted that Hoerl and Kennard's (1970d) admissibility interval for \(k\) is approximately \(p/2\) times longer than Theobald's (1974) interval when \(B\) is a \(p \times p\) identity matrix.

In the assessment of the accuracy of the ridge regression estimator, the mean squared error for \(\hat{\beta}_k^*\) has been compared with:
\[ \sigma^2 \text{tr}((X'X)^{-1}) = \sigma^2 \sum_{i=1}^{P} \frac{1}{\lambda_i} \] (2.79)

which is the mean squared error for \( \hat{\beta} \). Banerjee and Carr (1971) argued that the relative accuracy of \( \hat{\beta}^* \) would be more meaningful if the decrease in the mean squared error is compared with:

\[ \sigma^2 \text{tr}((X'X + kI_p)^{-1}) = \sigma^2 \sum_{i=1}^{P} \frac{1}{\lambda_i + k} \] (2.80)

In order to compare the mean squared error of \( \hat{\beta}^* \) with (2.80), Banerjee and Carr (1971) introduced the augmented model:

\[
\begin{bmatrix}
Y_X \\
-1 \\
Y_A
\end{bmatrix}
= \begin{bmatrix}
X \\
-1 \\
\sqrt{k}I_p
\end{bmatrix} \beta + \varepsilon
\] (2.81)

which was originally proposed by Marquardt (1970). The original design matrix is augmented with a \( p \times p \) diagonal matrix whose diagonal elements are all equal to \( \sqrt{k} \). The vector of dependent variables is augmented to become a \((n + p) \times 1\) vector. The expected values of the components of the model defined by (2.81) are:

\[ E(Y_X) = X\beta \] (2.82)

and:

\[ E(Y_A) = \sqrt{k}I_p \beta \]

\[ = \sqrt{k} \beta \] (2.83)

respectively. The ordinary least squares estimator corresponding to the augmented model is:

\[ \hat{\beta}_A = (X'X + kI_p)^{-1}(X'Y_X + \sqrt{k}Y_A) \] (2.84)

Banerjee and Carr (1971) argued that \( \hat{\beta}^* \) should be compared with \( \hat{\beta}_A \) instead of \( \hat{\beta} \). \( \hat{\beta}^* \) is obtained from \( \hat{\beta}_A \) by omitting from the estimation procedure some observations \( Y_A \) which if observable and available would have been included. Since \( \hat{\beta}_A \) is an ordinary least squares estimator:
\[ \text{MSE}(\hat{\beta}_A) = E(L^2(\hat{\beta}_A^\alpha)) \]
\[ = \sigma^2 \text{tr}((X'X + kI_p)^{-1}) \]
\[ = \sigma^2 \sum_{i=1}^{P} \frac{1}{\lambda_i + k} \]  \hspace{1cm} (2.85)

Thus \( \hat{\beta}_k^* \) is mean squared error admissible if and only if there exists a \( k > 0 \) such that:

\[ \text{MSE}(\hat{\beta}_k^*) < \text{MSE}(\hat{\beta}_A) \]
\[ = \sigma^2 \sum_{i=1}^{P} \frac{1}{\lambda_i + k} \]  \hspace{1cm} (2.86)

However, this last condition is provided by (2.68) in the proof of Theorem 2.4. Thus the ridge estimator is mean squared error admissible when compared with its corresponding unbiased estimator.

Up to this point, no mention has been made of how a choice of \( k > 0 \) should be made given any set of data. Hoerl (1962) suggested plotting the residual sum of squares as a function of the sum of squares of the coefficients. He stated that the ridge estimates should be choosen from an interval of \( k \) where the individual estimates are stable and the sum of squares of the residuals is increasing rapidly. Functionally, these points correspond to the interval on the curve where the derivative of the sum of squares of the residuals with respect to the sum of squares of the coefficients has a maximum. In order to determine this point, Hoerl (1962) suggested computing various values of:

\[ \frac{d}{dR} \phi(k) = \frac{d}{dR} (Y'Y - \hat{\beta}_k^*X'Y + k\hat{\beta}_k^*\hat{\beta}_k^*) \]  \hspace{1cm} (2.87)

where:

\[ R = \hat{\beta}_k^*\hat{\beta}_k^* \]  \hspace{1cm} (2.88)

and choosing a value of \( \hat{\beta}_k^* \) which maximizes the derivative.

Later, Hoerl and Kennard (1970a) clarified the problem of
choosing a value of $k$ through the introduction the the ridge trace. The ridge trace is a graph of the ridge regression parameters and the resulting residual sums of squares as functions of $k$. Hoerl and Kennard (1970a) provided the following suggestions for choosing a value of $k$ using the ridge trace:

i) The coefficients will have stabilized with respect to their signs and absolute values.

ii) The system will resemble an orthogonal system.

iii) The residual sum of squares will not be greatly inflated with respect to the least squares solution.

Hoerl and Kennard (1970a) suggested that systems which show unreasonably large coefficient values or incorrect signs for $k=0$ will probably correct themselves as $k$ increases.

A number of other algorithms for choosing a value of $k$ have been proposed in the ridge regression literature and tested by means of Monte Carlo simulations. According to Hoerl and Kennard's (1970a) mean squared error admissibility criterion, $k$ should be choosen so that:

$$0 < k < \frac{\alpha_i^2}{\alpha_i^2}$$

is satisfied for all $i$. It is clear that an estimate of $k$ should be made by combining estimates of each $r_i$. Hoerl, Kennard and Baldwin (1975) argued that an ordinary average of the $r_i$'s would not be appropriate. Such an average would give too much weight to the smallest $\alpha_i$'s which have little predictive power. As a result, they argued
that too much bias would be introduced into the estimate of \( k \). Instead, Hoerl, Kennard and Baldwin (1975) suggested that \( k \) be formed from the harmonic mean of the \( r_i \)'s. In this case, a combined value of \( k \) would be:

\[
\frac{1}{k_h} = \frac{1}{p} \sum_{i=1}^{p} \frac{1}{r_i}
\]

\[
= \frac{\alpha^2}{p \sigma^2}
\]

\[
= \frac{\beta^* \beta}{p \sigma^2}
\]

(2.90)

They proposed estimating \( k_h \) by substituting ordinary least squares estimates of \( \beta \) and \( \sigma^2 \) into (2.90) so that:

\[
\hat{k}_h = \frac{p \sigma^2}{\beta^* \beta}
\]

(2.91)

Hoerl, Kennard and Baldwin (1975) carried out a large number of simulated ridge regressions using \( \hat{k}_h \). Provided that the multicollinearity was severe enough, they found substantial improvements in the mean squared errors for the ridge regression estimates using \( \hat{k}_h \) compared with the corresponding least squares estimates.

In a later paper, Hoerl and Kennard (1976) noted that \( \beta^* \beta \) tends to over-estimate \( \beta^* \beta \) so that the resulting estimates of \( k_h \) using (2.91) will often be too small. They suggested that an iterative procedure be adopted to obtain better estimates of \( k_h \). Initial estimates of \( k_h \) could be obtained using (2.91) and the resulting ridge regression estimates of \( \beta \) calculated. Since \( \beta^* \beta \) is assumed to be closer
to $\beta$ than $\hat{\beta}$, a new estimate of $k_h$ could be formed by replacing $\hat{\beta}$ with $\hat{\beta}_h^*$ in (2.91). Hoerl and Kennard (1976) suggested that the procedure be continued until the convergence of the $\hat{k}_h$'s is obtained. Hoerl and Kennard (1976) incorporated this iterative procedure in simulations similar to those described in their earlier paper. Based upon the simulation results, they concluded that the iterative procedure for estimating $k_h$ leads to mean squared errors with smaller means and variances than the mean squared errors which result from the ordinary least squares estimator and the ridge estimator using a single value of $k_h$.

McDonald and Galarneau (1975) introduced a mechanical rule for choosing $k$ which employs an unbiased estimator of $\beta^*\beta$. Equation (1.26) gives the expected squared length of the ordinary least squares estimator of $\beta$. It can be seen from this equation that:

$$d = \hat{\beta}^*\hat{\beta} - \sigma^2 \sum_{i=1}^{p} \frac{1}{\lambda_i}$$

$$= \hat{\beta}^*\hat{\beta} - \sigma^2 \sum_{i=1}^{p} \frac{1}{\lambda_i}$$  \hspace{1cm} (2.92)

is an unbiased estimator of the squared length of $\beta$. McDonald and Galarneau (1975) suggested that a value of $k$ be chosen to satisfy:

$$\hat{\alpha}_k^*\hat{\alpha}_k = d$$ \hspace{1cm} (2.93)

In situations where (2.92) is negative, they recommended that the parameters be estimated using the ordinary least squares estimator.
Besides the two studies mentioned above, Newhouse and Oman (1971), McDonald and Galarneau (1975), Lawless and Wang (1976) and Wichern and Churchill (1978) tested the potential usefulness of ridge estimators using Monte Carlo simulations. In each case, they reported that the improvement in mean squared error using $\hat{\beta}_k^*$ tends to be greater as the number of explanatory variables, spread in the eigenvalues of the $X'X$ matrix or magnitude of $\sigma^2$ increases. Wichern and Churchill (1978) carried out an extensive simulation study of the ridge estimator using various rules for choosing $k$ including the ridge trace. They found that the values of $k$ produced by mechanical rules were not always consistent with those produced using the ridge trace. The values of $k$ obtained from the ridge trace tended to be larger. Wichern and Churchill (1978) recommended that the ridge trace only be used in conjunction with the mechanical procedures.

Hocking (1972) reviewed some criteria for choosing subset regressions. He suggested that ridge regression might provide a useful tool for choosing an appropriate equation. Furnival and Wilson (1972) described an efficient technique for computing large numbers of subset regressions. They conjectured that evaluating all subset regressions using their technique might be preferable to ridge regression when the cost of measuring the explanatory variables is small. Hocking (1976) provided an extensive review of various procedures for selecting subset regressions. In addition, he considered a number of biased estimators including the ridge estimator. Hocking (1976) concluded that the ridge estimator compares favourably with any of the procedures he considered for
selecting subset regressions.

Hawkins (1975) presented an efficient technique for evaluating the ridge estimates corresponding to various values of $k$. In an earlier paper, Hawkins (1973) demonstrated that the ordinary least squares estimator may be constructed using weighted sums of the eigenvalues for an augmented correlation matrix of the dependent and independent variables. The technique for evaluating the ridge estimates proposed by Hawkins (1975) is a direct application of this result.

Consider the augmented matrix:

$$W = \begin{pmatrix} Y & X \end{pmatrix}$$  \hspace{1cm} (2.94)

of independent and dependent variables. If it is assumed that each of the variables in (2.94) has been scaled to have a mean equal to zero and a unit standard deviation, the matrix:

$$S = WW'$$

$$= \begin{bmatrix} Y'Y & Y'X \\ X'Y & X'X \end{bmatrix}$$  \hspace{1cm} (2.95)

becomes a correlation matrix. Let $D$ denote the $(p + 1) \times (p + 1)$ matrix which satisfies the condition:

$$D' SD = I_{(p + 1)}$$  \hspace{1cm} (2.96)

The $(i,j)'th$ element of $D$ is given by:

$$d_{ij} = \lambda_i^{-\frac{1}{2}} a_{ij}$$  \hspace{1cm} (2.97)

where $a_{ij}$ is the $j'\text{th}$ element of the $i'\text{th}$ eigenvector and $\lambda_i$ the $i'\text{th}$ eigenvalue for the matrix $S$. Hawkins (1973) noted that the transformation:
\[ Z = DW \]  

(2.98) produces \((p + 1)\) mutually uncorrelated random variables.

Suppose that \(W_i\) and \(Z_i\) represent the observations of the variables which make up the columns of the matrices \(W\) and \(Z\). Hawkins (1973) derived the ordinary least squares estimators by considering equations of the form:

\[ \sum_{i=1}^{p+1} \gamma_i Z_i = 0 \]  

(2.99) which satisfy:

\[ \sum_{i=1}^{p+1} \gamma_i d_{il} = 1 \]  

(2.100)

Expressing (2.99) in terms of the columns of the original augmented matrix gives:

\[ \sum_{i=1}^{p+1} \gamma_i \sum_{j=1}^{p+1} d_{ij} W_j = \sum_{j=1}^{p+1} \left( \sum_{i=1}^{p+1} \gamma_i d_{ij} \right) W_j = 0 \]  

(2.101)

Hawkins (1973) noted that a multiple regression equation may be formed by substituting (2.100) into (2.101) so that:

\[ Y = W_1 \]

\[ = -\sum_{j=2}^{p+1} \left( \sum_{i=1}^{p+1} \gamma_i d_{ij} \right) W_j \]  

(2.102)

Since the columns of \(W\) have been standardized, the residual variance of (2.102) as an estimator of the independent variable \(Y\) is given by:
\[
\begin{align*}
\sum_{i=2}^{p+1} \gamma_i^2 \text{Var}(\sum_{j=1}^{p+1} d_{ij} w_j) &= \sum_{i=2}^{p+1} \gamma_i^2 \sum_{j=1}^{p+1} \frac{a_{ij}}{\lambda_i} \text{Var}(w_j) \\
&= \sum_{i=2}^{p+1} \gamma_i^2 \tag{2.103}
\end{align*}
\]

Hawkins (1973) observed that the ordinary least squares estimator of \( \gamma \) corresponds to that estimator which minimizes (2.103) subject to the constraints defined by (2.100). Therefore, the ordinary least squares estimators of \( \gamma_i \) and \( \beta_{i-1} \) are given by:

\[
\beta_{i-1} = -\frac{1}{\sum_{j=1}^{p+1} \lambda_i} \left\{ \sum_{j=1}^{p+1} \frac{a_{ij}^2}{\lambda_j} \right\}^{-1} \tag{2.104}
\]

and:

\[
\beta_{i-1} = \sum_{j=1}^{p+1} \gamma_i d_{ij} \\
= -\left\{ \sum_{j=1}^{p+1} \lambda_i^{-1} a_{ij} \right\}^{-1} \left\{ \sum_{j=1}^{p+1} \lambda_i^{-1} a_{ij}^2 \right\}^{-1} \tag{2.105}
\]

respectively.

Equation (2.105) expresses the ordinary least squares estimator of \( \beta_i \) in terms of weighted sums of the eigenvalues for the augmented correlation matrix \( S \). Hawkins (1975) provided a similar formulation of the ridge estimator. To this end, he utilized the augmented model:

\[
\begin{bmatrix}
Y \\
A
\end{bmatrix} = \begin{bmatrix}
X \\
B
\end{bmatrix} \beta + \epsilon \tag{2.106}
\]
where:

\[ A^\top A = k \]
\[ B^\top B = kI_p \]
\[ A^\top B = B^\top A = 0 \]

which was originally proposed by Allen (1974). As a result of assumptions (2.107), the ordinary least squares estimator for the augmented model may be expressed as:

\[ \hat{\beta}_A = (X^\top X + B^\top B)^{-1} (X^\top Y + B^\top A) \]
\[ = (X^\top X + kI_p)^{-1} X^\top Y. \]  \hspace{1cm} (2.108)

It can be seen from (2.108) that the ordinary least squares estimator for the augmented model corresponds to the ridge regression estimator for the standard model.

Since the ridge estimator for the standard model corresponds to the ordinary least squares estimator for the augmented model defined by (2.106), Hawkins (1975) suggested utilizing (2.105) to evaluate the ridge estimates. A correlation matrix similar to \( S \) may be constructed for the augmented model according to:

\[ S(k) = \begin{bmatrix}
Y^\top Y + A^\top A & Y^\top X + A^\top B \\
X^\top Y + B^\top A & X^\top X + B^\top B
\end{bmatrix} \]
\[ = \begin{bmatrix}
Y^\top Y + k & Y^\top X \\
X^\top Y & X^\top X + kI_p
\end{bmatrix} \]
\[ = S + kI_{(p+1)}. \] \hspace{1cm} (2.109)

The eigenvalues for \( S(k) \) can be obtained by diagonalizing the matrix \( S \) and adding \( k \). In this case, the ridge estimator of \( \beta_{i-1} \) becomes:

\[ \hat{\beta}_{i-1}^* = \left( \sum_{j=1}^{p+1} \frac{a_{i1}}{\lambda_i + k} \right) \left( \sum_{j=1}^{p+1} \frac{a_{ij}^2}{\lambda_j + k} \right)^{-1} \] \hspace{1cm} (2.110)
Hawkins (1976) argued that equation (2.110) provides an efficient technique for estimating the ridge regression estimates corresponding to different values of k. He pointed out that only simple averaging operations are required to determine the estimates corresponding to different values of k once the $a_{ij}$'s are initially computed.

A number of numerical examples have been provided in the ridge regression literature to demonstrate the utility of ridge regression. Hoerl and Kennard (1970b) employed ridge regression analysis in two multiple factor problems. One was a model describing the comprehensive strength of pitprops as a function of thirteen factors which can be measured on the props. In the original solutions for this problem proposed by Jeffers (1967), it was shown that there are significant decreases in the amount of variation in the comprehensive strength explained by the independent variables when some of the independent variables are dropped to break the correlation bonds. Hoerl and Kennard (1970b) showed that while the ridge regression solutions reduce the amount of variation in the comprehensive strength explained; the reduction is not as large as would be incurred if some of the factors are dropped or principal components employed. McDonald and Schwing (1973) employed the ridge estimator in analysing mortality rates by regressing on various socio-economic, weather and pollution variables. Ridge regressions were utilized by Goode (1975) to analyse professional football data.
Obenchain and Vinod (1974) studied the estimation of partial derivatives using ridge regression. In a later paper, Vinod (1976c) utilized these results to extend the ridge regression technique to the problem of canonical correlation analysis. Vinod (1974) considered the estimation of a trans-log production function when multicollinearity and autocorrelated disturbances are present. Brown and Beattie (1975) discussed some of the advantages and limitations of the ridge estimator in the context of economic models. They employed the ridge estimator to estimate the marginal value productivity of irrigation water.

Bolding and Houston (1974) described a fortran program for ridge regression estimation. More elaborate programs were developed by the National Bureau Of Economic Research (1975).

Farebrother (1975) examined the relationship between ridge regression and minimum mean squared error estimators. He proposed two consistent estimators of $\beta$ which are variations of the minimum mean squared error estimators. Farebrother (1975) suggested that the consistent estimators are preferable to ridge regression. Dwivedi and Srivastava (1978) analysed the properties of Farebrother's (1975) estimators. They provided iterative procedures for estimating $\beta$ based upon the consistent estimators.

Brown (1977) noted that the multiple linear regression model is often of the form:

$$Y = \beta_0 + \mathbf{x}\beta + \epsilon$$

(2.111)
where \( \beta_0 \) is a constant and \( \mathbf{1} \) a unit vector. If \( \beta_0 \) and \( \beta_1 \) are not separated, the general linear model becomes:

\[
Y = Z\beta + \epsilon
\]

(2.112)

where \( Z = (\mathbf{1}, X) \) and \( \beta^* = (\beta_0, \beta_1) \). The usual assumption which is made in the ridge regression literature is that the observations for each independent variable are standardized by subtracting the sample mean from the observations and dividing by the standard deviation. The resultant \( X'X \) matrix is a correlation matrix. Brown (1977) observed that the constant \( \beta_0 \) in (2.112) serves only to center the function with respect to the average value of \( Y \) when all the independent variables are set to zero. As a result, Brown (1977) considered the simpler standardization of the explanatory variables which is obtained by subtracting the sample mean from the observations for each variable. He pointed out that the resultant ridge estimator is of the form:

\[
\hat{\beta}_k^* = (Z'Z + k \text{ Diag}(0, 1, 1, \ldots, 1))^{-1}Z'Y
\]

\[
= \left\{ \frac{1}{n} \sum_{i=1}^{n} y_i, (X'X + kI_p)^{-1}X'Y \right\}
\]

(2.113)

Brown (1977) utilized this form of the ridge estimator to demonstrate the location invariance of the estimator.

Farebrother (1978) considered the standardized ridge estimator defined by (2.113). He established that this estimator is a special case of the more general ridge estimator:

\[
\hat{\beta}^* = (X'X + kA)^{-1}X'Y
\]

(2.114)

where \( A \) is a positive semi-definite matrix. Farebrother (1978)
derived the mean squared error admissibility conditions for $\hat{\beta}_k$ in terms of the original explanatory variables.

In order to illustrate one of the situations in which the use of ridge regression greatly enhances the credibility of the estimated parameters, consider the following example extracted from the French national accounts for the years 1949 to 1959\(^1\). The total imports ($Y$), gross domestic production ($X_1$), stock-formation ($X_2$) and consumption ($X_3$) for these years are summarized in Table 3. Suppose that a model relating total imports to the other three variables is required. It may be required that the total imports corresponding to different levels of each of the three explanatory variables be estimated. The model will be of the form:

$$Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \epsilon \quad \quad (2.115)$$

The sample correlation matrix calculated from the data is:

<table>
<thead>
<tr>
<th></th>
<th>$Y$</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_1$</td>
<td>0.9721</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_2$</td>
<td>0.3311</td>
<td>0.1687</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>$X_3$</td>
<td>0.9753</td>
<td>0.9973</td>
<td>0.1545</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>Imports</th>
<th>Gross Domestic Production</th>
<th>Stock Formation</th>
<th>Consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>1949</td>
<td>12.6</td>
<td>117.0</td>
<td>3.1</td>
<td>84.5</td>
</tr>
<tr>
<td>1950</td>
<td>13.1</td>
<td>126.3</td>
<td>3.6</td>
<td>89.7</td>
</tr>
<tr>
<td>1951</td>
<td>15.1</td>
<td>134.4</td>
<td>2.3</td>
<td>96.2</td>
</tr>
<tr>
<td>1952</td>
<td>15.1</td>
<td>137.5</td>
<td>2.3</td>
<td>99.1</td>
</tr>
<tr>
<td>1953</td>
<td>14.9</td>
<td>141.7</td>
<td>0.9</td>
<td>103.2</td>
</tr>
<tr>
<td>1954</td>
<td>16.1</td>
<td>149.4</td>
<td>2.1</td>
<td>107.5</td>
</tr>
<tr>
<td>1955</td>
<td>17.9</td>
<td>158.4</td>
<td>1.5</td>
<td>114.1</td>
</tr>
<tr>
<td>1956</td>
<td>21.0</td>
<td>166.5</td>
<td>3.8</td>
<td>120.4</td>
</tr>
<tr>
<td>1957</td>
<td>22.3</td>
<td>177.1</td>
<td>3.6</td>
<td>126.8</td>
</tr>
<tr>
<td>1958</td>
<td>21.9</td>
<td>179.8</td>
<td>4.1</td>
<td>127.2</td>
</tr>
<tr>
<td>1959</td>
<td>21.0</td>
<td>183.8</td>
<td>1.9</td>
<td>128.7</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>17.36</strong></td>
<td><strong>151.99</strong></td>
<td><strong>2.65</strong></td>
<td><strong>108.85</strong></td>
</tr>
<tr>
<td><strong>Standard Deviation</strong></td>
<td><strong>3.61</strong></td>
<td><strong>22.77</strong></td>
<td><strong>1.05</strong></td>
<td><strong>15.69</strong></td>
</tr>
</tbody>
</table>
It can be seen that both gross domestic production and consumption are highly correlated with total imports. At the same time, there is almost 'perfect' correlation between gross domestic production and consumption.

The parameters in model (2.115) are estimated by standardizing the data. Each observation is replaced by the difference between the observation and the sample mean for the variable divided by the sample estimate of the variable's standard deviation. As a result of this transformation, the $X'X$ matrix corresponds to the sample correlation matrix for the independent variables while $X'Y$ is a vector of correlations between the dependent variable and each of the independent variables. It should be noted that there is no constant term in the standardized model. The ordinary least squares solution for the standardized model is:

$$
\hat{\beta} = \begin{pmatrix} -0.6453 \\ 0.1945 \\ 1.5889 \end{pmatrix}
$$

This solution is clearly nonsensical. Even though gross domestic production and consumption are highly correlated, the estimates for the corresponding parameters are drastically different. The sign for the parameter corresponding to gross domestic production is wrong.

The ridge regression estimates for various values of $k$ between 0.0 and 0.5 are plotted in Figure 2. From this graph, it can be seen that the sign of the parameter corresponding to gross domestic production corrects itself in the interval (0.0, 0.2) of $k$. For any value of $k$ in the interval (0.09, 0.16), the three coefficients are reasonably stable yet the sum of squares of the residuals has not increased significantly. Any value of $k$ in this interval would be a reasonable choice. Taking $k$ to be equal to 0.10, the resulting ridge regression estimates are:

$$
\hat{\beta}_{0.10} = \begin{pmatrix} 0.4239 \\ 0.1688 \\ 0.4700 \end{pmatrix}
$$
Figure 2 - The Ridge Regression Estimates And Residual Sum Of Squares Function For The Model Of The Total French Imports
At this point, the coefficients corresponding to gross domestic production and consumption are of similar magnitudes reflecting their approximately equal correlations with total imports. Based upon these estimates for the standardized model, the estimated non-standardized model becomes:

\[ Y = -6.40 + 0.0672 \, X_1 + 0.5832 \, X_2 + 0.1102 \, X_3 \]  \hspace{1cm} (2.119)

For comparison purposes, a summary of the ordinary least squares estimates for each of the possible subset regressions is provided in Table 4. The parameter estimates and resulting residual sum of squares shown in the table are based upon the correlation form of the model. From Table 4 it can be seen that it is necessary to drop either the variable representing gross domestic production or consumption from the import model in order that the remaining least squares estimates will have the correct signs. The remaining coefficient estimate for either gross domestic production or consumption is approximately equal to the sum of the coefficient estimates corresponding to both variables when \( k \) is taken to be 0.10 in the ridge regression solution. The residual sum of squares for this ridge regression solution is 0.2146. This figure compares favourably with the residual sum of squares for the subset regressions when one variable is dropped. Therefore, it can be seen from the above that ridge regressions can be employed to calculate parameter estimates which are both 'sensible' and stable for the French imports model without having to drop any explanatory variables.
Table 4 - A Summary Of The Standardized Ordinary Least Squares Estimates
For The French Import Model Corresponding To Each Subset Regression

<table>
<thead>
<tr>
<th>Explanatory Variables</th>
<th>$\hat{\beta}_1$</th>
<th>$\hat{\beta}_2$</th>
<th>$\hat{\beta}_3$</th>
<th>Sum Of Squares Of The Residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9721</td>
<td>-</td>
<td>-</td>
<td>0.5499</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>0.3311</td>
<td>-</td>
<td>8.9037</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>0.9753</td>
<td>0.4870</td>
</tr>
<tr>
<td>1,2</td>
<td>0.9431</td>
<td>0.1720</td>
<td>-</td>
<td>0.2624</td>
</tr>
<tr>
<td>1,3</td>
<td>-0.1143</td>
<td>-</td>
<td>1.0894</td>
<td>0.4863</td>
</tr>
<tr>
<td>2,3</td>
<td>-</td>
<td>0.1849</td>
<td>0.9468</td>
<td>0.1534</td>
</tr>
<tr>
<td>1,2,3</td>
<td>-0.6453</td>
<td>0.1945</td>
<td>1.5889</td>
<td>0.1320</td>
</tr>
</tbody>
</table>
Chapter 3
The Relationships Between The Ridge Estimator
And Other Biased Estimators

The instability of the ordinary least squares estimator when there is a large degree of multicollinearity between the explanatory variables has led to the development of a number of biased estimators. Two different approaches to the construction of these biased estimators are exemplified by the generalized least squares estimators and shrinkage estimators. In the case of the generalized least squares estimator, it is no longer assumed that the $X'X$ matrix is of rank $p$. Rather, an estimator is obtained by replacing the inverse of the $X'X$ matrix in (1.6) by a generalized inverse of a rank less than $p$. In contrast, the shrinkage estimators retain the assumption that the $X'X$ matrix of full rank but cope with the effects of multicollinearity between the explanatory variables by applying a linear transformation to shrink the least squares estimates. The form of the linear transformation is dependent upon the norm with respect to which the accuracy of the estimator is to be measured and possibly an additional constraint upon the estimated length of the parameters. In the remainder of this section, the properties of these two types of estimators are surveyed and compared with the ridge estimator.

Before considering in detail the properties of the generalized least squares estimator, the concept of a generalized inverse is introduced. A generalized inverse for an arbitrary $p \times q$ matrix $A$ is defined as any matrix $A^*$ which satisfies:
\[ A A^+ A = A \]  

Matrices \( A^+ \) satisfying (3.1) and variants of such matrices are also called conditional inverses, pseudo inverses, \( g \)-inverses and Rao inverses in the mathematical literature. It should be noted that if the matrix \( A \) is square and of full rank, then the usual inverse of the matrix \( A \) which is denoted by \( A^{-1} \) exists and is also a generalized inverse.

The following argument due to Searle (1970) shows that the generalized inverse for \( A \) is not unique. Suppose that the matrix \( A \) is of rank \( r \). There always exists square matrices \( P \) and \( Q \) such that:

\[
PAQ = \Delta = \begin{bmatrix}
D_{r \times r} & 0_{r \times (q-r)} \\
0_{(p-r) \times r} & 0_{(p-r) \times (q-r)}
\end{bmatrix}
\]  

where \( D_{r \times r} \) is a diagonal matrix and the remaining elements of \( \Delta \) are equal to zero. The matrices \( P \) and \( Q \) are products of elementary row and column operations. Since the matrix \( A \) was assumed to be of rank \( r \), all the diagonal elements of \( D_{r \times r} \) are nonzero and the inverse of \( D_{r \times r} \) exists. Therefore it is possible to define a matrix \( G \) equal to:

\[
G = QA^{-P}
\]

where:

\[
A^{-} = \begin{bmatrix}
D_{r \times r}^{-1} & 0_{r \times (p-r)} \\
0_{(q-r) \times r} & 0_{(q-r) \times (p-r)}
\end{bmatrix}
\]
That \( G \) is a generalized inverse of the matrix \( A \) follows from:

\[
AGA = A(Q\Delta^{-}P)A \\
= (P^{-1}Q\Delta^{-1}) (Q\Delta^{-}P) (P^{-1}Q\Delta^{-1}) \\
= P^{-1}Q\Delta^{-1} \\
= A 
\]  \hspace{1cm} (3.5)

Since by definition neither \( P \) nor \( Q \) are unique, it follows that neither \( \Delta^- \) nor \( G \) are unique. Therefore, the generalized inverse of \( A \) defined by (3.3) is not unique.

A number of algorithms have been developed for computing generalized inverses for an arbitrary \( p \times q \) matrix \( A \). The following algorithm which was described by Rao (1963) and Searle (1970) is based upon the argument employed above to show that generalized inverses are not unique. Suppose that a generalized inverse of rank \( r \) is required for the matrix \( A \). The rank of \( A \) should be greater than or equal to \( r \). Let \( B_{11} \) be a non-singular \( r \times r \) minor of \( A \). If \( B_{11} \) is not the leading \( r \times r \) minor, there exist column and row operators which transform the matrix \( A \) such that \( B_{11} \) becomes the leading \( r \times r \) minor. Letting \( R \) and \( S \) denote the corresponding transformation matrices, it follows that:

\[
RAS = B \\
= \begin{bmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{bmatrix} 
\]  \hspace{1cm} (3.6)

If \( B_{11} \) is already the leading \( r \times r \) minor of \( A \), \( R \) and \( S \) will be identity matrices.

It is possible to define a matrix \( F \) similar to the matrix
$\Delta$ such that:

$$F = \begin{bmatrix} B_{11}^{-1} & 0_{r \times (q - r)} \\ 0_{(p - r) \times r} & 0_{(p - r) \times (q - r)} \end{bmatrix}.$$  \hspace{1cm} (3.7)

Consider the matrix expression:

$$BFB = \begin{bmatrix} B_{11} & B_{12} \\ B_{21} & B_{21}B_{11}^{-1}B_{12} \end{bmatrix}. \hspace{1cm} (3.8)$$

As a result of the partition of the matrix $B$, it follows that there exists a matrix $K$ such that:

$$\begin{bmatrix} B_{21} & B_{22} \end{bmatrix} = K \begin{bmatrix} B_{11} & B_{12} \end{bmatrix}. \hspace{1cm} (3.9)$$

It follows from (3.9) that:

$$B_{22} = KB_{12}$$

$$= B_{21}B_{11}^{-1}B_{12}. \hspace{1cm} (3.10)$$

Substituting (3.10) into (3.8), it may be seen that:

$$BFB = B \hspace{1cm} (3.11)$$

so that $F$ is a generalized inverse of the transformed matrix $B$.

Combining (3.6) and (3.11),

$$A = R^{-1}BS^{-1}$$

$$= R^{-1}(BFB)S^{-1}$$

$$= A(SFR)A. \hspace{1cm} (3.12)$$

Therefore, a generalized inverse of the matrix $A$ is given by:

$$A^* = SFR \hspace{1cm} (3.13)$$

Searle (1970) provided a number of numerical examples to illustrate this algorithm.

Marquardt (1970) noted that the eigenvalues for the $X'X$ matrix may be classified into the three groups: eigenvalues substantially greater than zero; eigenvalues slightly greater
than zero; and eigenvalues equal to zero. In practice, it is usually impossible to separate the last two groups of eigenvalues due to round-off errors. Marquardt (1970) suggested that a criterion could be adopted for establishing the number of essentially zero eigenvalues for any practical problem. He argued that a criterion should be employed which will assign a rank to the $X'X$ matrix such that the assigned rank includes 'substantially' all the variation in $X$.
To this end, Marquardt (1970) recommended that the $X'X$ matrix be assigned the rank $r$ where $r$ is the largest integer such that:

$$\frac{1}{(\text{tr}(\Lambda))^{-1}} \sum_{j=1}^{r-1} \lambda_j < \omega$$  \hspace{1cm} (3.14)$$

where $\omega$ is an arbitrary constant. He argued that in most practical applications $\omega$ would lie in the range of $10^{-1}$ to $10^{-7}$.

Suppose that the $X'X$ matrix is assigned a rank $r$ which is less than or equal to $p$. In this case, it is assumed that:

$$\lambda_1 = \lambda_2 = \ldots = \lambda_{p-r} = 0$$  \hspace{1cm} (3.15)$$

and:

$$0 < \lambda_{p-r+1} \leq \lambda_{p-r+2} \leq \ldots \leq \lambda_p$$  \hspace{1cm} (3.16)$$

(3.15) and (3.16) imply a partition of the diagonal matrix $\Lambda$ of the form:

$$\Lambda = \begin{bmatrix} \Lambda_{(p-r)} & 0 \\ 0 & \Lambda_r \end{bmatrix}$$  \hspace{1cm} (3.17)$$

where $\Lambda_{(p-r)}$ is a $(p-r) \times (p-r)$ matrix of zeros and $\Lambda_r$ is a $r \times r$ diagonal matrix containing the nonzero eigenvalues. In addition, suppose that the orthogonal matrix $P$ is partitioned such that:
\[ P = \begin{bmatrix} P(p - r) & P_r \end{bmatrix} \]  

(3.18)

where \( P(p - r) \) is a \( p \times (p - r) \) matrix and \( P_r \) is a \( p \times r \) matrix. A generalized inverse of rank \( r \) for the \( X'X \) matrix may be formed in an analogous manner to (3.13). In this case:

\[
(X'X)^+ = P \begin{bmatrix} 0 & 0 \\ 0 & \Lambda^{-1}_r \end{bmatrix} P' \\
= \begin{bmatrix} P(p - r) & P_r \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & \Lambda^{-1}_r \end{bmatrix} \begin{bmatrix} P(p - r) \\ P_r \end{bmatrix} \\
= P_r \Lambda^{-1}_r P_r \\
= \sum_{j=p-r+1}^p \frac{1}{\Lambda_j} S_j S_j'
\]

(3.19)

where \( S_j \) is the \( j \)'th column of the orthogonal matrix \( P \).

In order to illustrate the generalized inverse \((X'X)^+\) defined by (3.19), consider the French imports model presented in Chapter 2. Before calculating the ordinary least squares and ridge regression estimates of the parameters in the model, the \( X'X \) matrix was standardized so that the \( X'X \) matrix was in its correlation form. The \( X'X \) matrix was calculated to be:

\[
X'X = \begin{bmatrix} 1.0000 & 0.1687 & 0.9973 \\ 0.1687 & 1.0000 & 0.1545 \\ 0.9973 & 0.1545 & 1.0000 \end{bmatrix}
\]

(3.20)

The three eigenvalues for this \( X'X \) matrix are: 2.0472, 0.9502 and 0.0026. The two largest eigenvalues account for 99.91% of the sum of the three eigenvalues for the \( X'X \) matrix. The orthogonal matrix containing the corresponding eigenvectors is:
Based upon (3.19), the generalized inverses corresponding to the three different possible ranks for the $X^\top X$ matrix are:

\[
(X^\top X)^+_1 = \begin{bmatrix}
0.2336 & 0.0720 & 0.2331 \\
0.0720 & 0.0222 & 0.0719 \\
0.2331 & 0.0719 & 0.2327 \\
\end{bmatrix}
\]

(3.22)

\[
(X^\top X)^+_2 = \begin{bmatrix}
0.2553 & -0.0754 & 0.2570 \\
-0.0754 & 1.0266 & -0.0907 \\
0.2570 & -0.0907 & 0.2589 \\
\end{bmatrix}
\]

(3.23)

and:

\[
(X^\top X)^+_3 = \begin{bmatrix}
194.5176 & -2.9155 & -193.5452 \\
-2.9155 & 1.0681 & 2.7429 \\
-193.5452 & 2.7427 & 193.6022 \\
\end{bmatrix}
\]

(3.24)

It can be seen from the above that there are large reductions in the magnitudes of the elements of $(X^\top X)^+_r$ when the assigned rank for the $X^\top X$ matrix is reduced from three to two. When the assigned rank is reduced to one, the changes in the elements of the generalized inverses are not nearly as dramatic. This behaviour is indicative of the presence of one very small eigenvalue and two moderate to large sized eigenvalues.

Marquardt (1970) utilized the generalized inverse $(X^\top X)^+_r$ to define a class of generalized least squares estimators:

\[
\hat{\beta}_r^+ = (X^\top X)^+_r X^\top Y
\]

(3.25)

$\hat{\beta}_r^+$ shares a number of properties in common with the ordinary least squares estimator. $\hat{\beta}_r^+$ defaults to $\hat{\beta}$ when the $X^\top X$ matrix is assigned the rank $p$. It was noted earlier that $\hat{\beta}$ minimizes the residual sum of squares function for all $p$-dimensional vectors $b$. An analogous
result for the generalized least squares estimator is provided by:

**Theorem 3.1:** The generalized least squares estimator \( \hat{\beta}_r^+ \) minimizes the residual sum of squares function \( \phi(b) \) for all estimators \( b \) of \( \beta \) within the \( r \)-dimensional subspace spanned by \( P_r \).

**Proof:** Suppose that:

\[
\xi = X P_r \tag{3.26}
\]
denotes the projection of \( X \) onto the eigenvectors which form the last \( r \) columns of \( P \). The normal equation (1.5) may be transformed so that:

\[
(P_r X^T X P_r) \hat{P}_r b = P_r X^T Y \tag{3.27}
\]
or:

\[
(\xi^T \xi) \hat{P}_r b = \xi^T Y \tag{3.28}
\]

In addition, let:

\[
\beta^* = \hat{P}_r b \tag{3.29}
\]
denote the projection of \( \xi \) onto the eigenvector coordinates so that:

\[
(\xi^T \xi) \beta^* = \xi^T Y \tag{3.30}
\]

Equation (3.30) yields the ordinary least squares solution. This solution minimizes the residual sum of squares within the subspace spanned by \( P_r \). It should be noted that:

\[
(\xi^T \xi) \beta^* = \Lambda_r \beta^* \tag{3.31}
\]

so that:

\[
\beta^* = \Lambda_r^{-1} \xi^T Y = \Lambda_r^{-1} P_r X^T Y \tag{3.32}
\]

The solution for (3.30) may be expressed in terms of the original
coordinates as:

\[ b = P_r \beta^* \]
\[ = P_r A_r^{-1} P_r X' Y \]
\[ = (X'X)^+ X' Y \]
\[ = \hat{\beta}^+ \]

(3.33)

As a result of (3.33), it can be seen that \( \hat{\beta}^+ \) minimizes the residual sum of squares function within the subspace spanned by \( P_r \).

The generalized least squares estimator may be expressed as:

\[ \hat{\beta}^+_r = (X'X)^+ X' Y \]
\[ = (X'X)^+ (X'X) \hat{\beta} \]
\[ = W_r \hat{\beta} \]

(3.34)

where:

\[ W_r = (X'X)^+ (X'X) \]
\[ = (P_r A_r^{-1} P_r^{-1}) (PAP') \]
\[ = P_r A_r^{-1} P_r^{-1} (P (p - r)^A (p - r)^P (p - r) + P_r A_r P_r^{-1}) \]

(3.35)

It follows from (3.35) that:

\[ E(\hat{\beta}^+_r) = W_r E(\hat{\beta}) \]
\[ = P_r A_r^{-1} P_r^{-1} (P (p - r)^A (p - r)^P (p - r) + P_r A_r P_r^{-1}) \hat{\beta} \]

(3.36)

As a result of (3.36), it can be seen that \( \hat{\beta}^+ \) is a biased estimator of \( \beta \) if \( (p - r)^A \) is a non-null matrix.

Chipman (1964) noted that if the matrix \( X \) has a rank less than \( p \), then there cannot exist an unbiased linear estimator of the form:

\[ b = A \delta \]

(3.37)
for \( \beta \). By the linearity property of the expectation operator:

\[
E(b) = A E(Y) = A \beta.
\]

(3.38)

Chipman (1964) pointed out that \( b \) is an unbiased estimator of \( \beta \) if and only if (3.38) equals \( \beta \) for all values of \( \beta \). This implies that:

\[
A X = I_p
\]

or:

\[
\text{rank}(A X) = p
\]

(3.39)

(3.40)

However, the rank of the product of two matrices cannot exceed the rank of either matrix. Since the rank of the matrix \( X \) is assumed to be less than \( p \), it follows that no unbiased estimator of the form (3.37) exists for \( \beta \). In the same spirit as Chipman (1964), \( \hat{\beta}^+_r \) is said to be conditionally unbiased relative to the constraints implied by the columns of \( P_{(p - r)} \) if \( \Lambda_{(p - r)} \) is a null matrix.

The variance-covariance matrix for \( \hat{\beta}^+_r \) may be derived by utilizing (3.34) and (3.35):

\[
\text{Var}(\hat{\beta}^+_r) = E(\hat{\beta}^+_r - E(\hat{\beta}^+_r))(\hat{\beta}^+_r - E(\hat{\beta}^+_r))
\]

\[
= W X E(\beta - \beta)(\beta - \beta) X^T W X
\]

\[
= \sigma^2 W X (X'X)^{-1} W X
\]

\[
= \sigma^2 P_{r} \Lambda^{-1}_{r} P_{r}' (X'X)^{-1} (P_{r} \Lambda^{-1}_{r} P_{r})
\]

\[
= \sigma^2 P_{r} \Lambda^{-1}_{r} (X'X)^{-1} P_{r} \Lambda^{-1}_{r} P_{r}
\]

\[
= \sigma^2 P_{r} \Lambda^{-1}_{r} P_{r}
\]

(3.41)

Invoking (1.25), the mean squared error function for \( \hat{\beta}^+_r \) may
be expressed as:

\[
MSE(\hat{\beta}_r^+) = \sum_{i=1}^{P} \text{Var}(\hat{\beta}_r^+) + \left[ \text{E}(\hat{\beta}_r^+) - \beta \right] \left[ \text{E}(\hat{\beta}_r^+) - \beta \right]
\]

\[
= \text{tr} (\text{Var}(\hat{\beta}_r^+)) + \beta^T (W_r - I_p) (W_r - I_p) \beta \quad (3.42)
\]

The behavior of the mean squared error function for \( \hat{\beta}_r^+ \) is summarized by the following two theorems due to Marquardt (1970):

**Theorem 3.2:** The variance term of the mean squared error function for \( \hat{\beta}_r^+ \) is an increasing function of the assigned rank \( r \).

**Proof:** Appealing to (3.41), the variance term of the mean squared error function for \( \hat{\beta}_r^+ \) may be expressed as:

\[
\text{tr} (\text{Var}(\hat{\beta}_r^+)) = \sigma^2 \text{tr} (P_r \Lambda_r^{-1} P_r)
\]

\[
= \sigma^2 \text{tr} (\Lambda_r^{-1})
\]

\[
= \sigma^2 \frac{P}{1 + \frac{1}{\lambda}} \quad (3.43)
\]

Since the largest \( r \) eigenvalues of the \( X'X \) matrix are assumed to be nonzero, it follows that (3.43) increases monotonically with \( r \).

**Theorem 3.3:** The bias term in \( MSE(\hat{\beta}_r^+) \) is a monotonically decreasing function of \( r \).

**Proof:** Substituting (3.36) into (3.42), the squared bias term in the mean squared error function becomes:

\[
\left( \text{E}(\hat{\beta}_r^+) - \beta \right)^T \left( \text{E}(\hat{\beta}_r^+) - \beta \right)
\]

\[
= \beta^T (P_r P_r' - I_p) (P_r P_r' - I_p) \beta
\]

\[
= \beta^T (-P_r (p - r) P_r (p - r)) \beta
\]

\[
= \beta^T P_r (p - r) P_r (p - r) \beta
\]

\[
= \beta^T (p - r) P_r (p - r) \beta \quad (3.44)
\]

since:

\[
P P' = P_r P_r' + P_r (p - r) P_r (p - r) \quad (3.45)
\]

In the same manner as (3.26), let:
\[ \psi = P(p - \tau) \beta \] 

(3.46)
denote the projection of \( \beta \) onto the subspace of \( \mathbb{R}^p \) spanned by 
\( P(p - \tau) \). By definition, \( \psi \) is a \((p - r)\) element vector whose \( i \)th element is \( a_i \). Therefore, the squared bias for \( \hat{\beta}^+ \) becomes:

\[
(E(\hat{\beta}^+) - \beta)(E(\hat{\beta}^+) - \beta) = \psi^\top \psi \\
= \sum_{i=1}^{p-r} a_i^2 \tag{3.47}
\]

Since each component of \( \psi \) is independent of \( r \), it follows that the bias term in the mean squared error function for \( \hat{\beta}^+ \) is a monotonically decreasing function of \( r \).

As a direct consequence of Theorems 3.2 and 3.3, it is possible to derive the required condition for the mean squared error admissibility of \( \hat{\beta}^+ \):

**Theorem 3.4:** The generalized least squares estimator \( \hat{\beta}^+ \) is mean squared error admissible if:

\[
\sum_{i=1}^{p-r} \frac{1}{\lambda_i} > \sum_{j=1}^{p-r} \frac{p-r}{\sigma^2} a_j^2 \tag{3.48}
\]

**Proof:** Combining (3.43) and (3.47), the mean squared error function for \( \hat{\beta}^+ \) becomes:

\[
\text{MSE}(\hat{\beta}^+) = \text{tr}(\text{Var}(\hat{\beta}^+)) + \beta^\top (W - I_p) \beta \\
= \sigma^2 \sum_{i=p-r+1}^P \frac{1}{\lambda_i} + \sum_{i=1}^{p-r} a_i^2 \tag{3.49}
\]

The mean squared error function for \( \hat{\beta} \) is provided by (1.28). Therefore, \( \hat{\beta}^+ \) will be mean squared error admissible if and only if:

\[
\text{MSE}(\hat{\beta}^+) = \sigma^2 \sum_{i=p-r+1}^P \frac{1}{\lambda_i} + \sum_{i=1}^{p-r} a_i^2
\]
\[ < \sigma^2 \sum_{i=1}^{p-r} \frac{1}{\lambda_i} \]
\[ = \text{MSE}(\beta) \]  
(3.50)

or:
\[ \sum_{i=1}^{p-r} \frac{1}{\lambda_i} > \frac{1}{\sigma^2} \sum_{i=1}^{p-r} \alpha_i^2 \]  
(3.51)

A more restrictive but more useful mean squared error admissibility condition for \( \hat{\beta}_r^+ \) is provided by:

**Corollary 3.4.1:** A sufficient condition for \( \hat{\beta}_r^+ \) to be mean squared error admissible is:

\[ \sum_{i=1}^{p-r} \frac{1}{\lambda_i} > \frac{1}{\sigma^2} \beta' \beta \]  
(3.52)

**Proof:** By definition \( \psi \) is the projection of \( \beta \) onto the subspace of \( \mathbb{R}^P \) spanned by \( P(p-r) \). Therefore,

\[ \beta' \beta = \beta' PP' \beta \]

\[ \geq \beta' P(p-r) P(p-r) \beta \]

\[ = \psi' \psi \]

\[ = \sum_{i=1}^{p-r} \alpha_i^2 \]  
(3.53)

As a result of this last inequality, if:

\[ \sum_{i=1}^{p-r} \frac{1}{\lambda_i} > \frac{1}{\sigma^2} \beta' \beta \]  
(3.54)

it also follows that:

\[ \sum_{i=1}^{p-r} \frac{1}{\lambda_i} > \frac{1}{\sigma^2} \sum_{i=1}^{p-r} \alpha_i^2 \]  
(3.55)

so that (3.52) provides a sufficient condition for the mean squared admissibility of \( \hat{\beta}_r^+ \).
It was mentioned earlier that Marquardt (1970) proposed assigning the \(X'X\) matrix a rank by examining the relative sizes of each eigenvalue \(\lambda_i\). In a later paper, Marquardt and Snee (1975) suggested that the rank may be chosen by constructing graphs of the generalized least squares estimates as functions of the assigned rank \(r\). These graphs would be interpreted in much the same manner as the ridge trace. It should be noted that this approach is probably only practical for multi-factor problems. Hocking, Speed and Lynn (1976) suggested that the assigned rank be chosen by minimizing estimates of the mean-squared error for \(\hat{\beta}_r^*\). To this end, they recommended evaluating (3.49) for various values of \(r\) using the ordinary least squares estimates of \(c\) and \(\sigma^2\).

In the proof of Lemma 2.1, it was shown that:

\[
\|\hat{\beta}_t^*\| < \|\hat{\beta}_s^*\|
\]  
(3.56)

for all:

\[
0 \leq s < t
\]  
(3.57)

An analogous result for the generalized least squares estimator is provided by the theorem:

**Theorem 3.5:** Suppose that \(\hat{\beta}_r^*\) is defined as in (3.25). \(\|\hat{\beta}_r^*\|\) is a stepwise increasing function of \(r\).

**Proof:** Consider any assigned rank \(r\) less than or equal to \(p\):

\[
\|\hat{\beta}_r^*\|^2 = \hat{\beta}_r^*\hat{\beta}_r^* = (P_r\Lambda_r^{-1}P_r'X'X)(P_r\Lambda_r^{-1}P_r'X'X)
\]
$$= Y'X P^{-2}_r Y$$
$$= \Lambda^{-2}_r (Y'X P^{-2}_r Y)$$  \hspace{1cm} (3.58)$$

Let $q_{ij}$ denote the $i$'th element of the vector $X'Y$ and $p_{ij}$ denote the $(i,j)$'th element of the orthogonal matrix $P$. Adopting this notation, (3.58) becomes:

$$||\hat{\beta}^+_r|| = \sum_{j=p-r+1}^{p} \lambda_j^{-2} \left( \sum_{i=1}^{p} (q_{i,j} P_{ij})^2 \right)  \hspace{1cm} (3.59)$$

It can be seen from (3.59) that $||\hat{\beta}^+_r||^2$ may be expressed as the sum of $r$ terms each of which is independent of the assumed rank $r$. The $j$'th term of the summation is dependent upon $\lambda_j$, $X'Y$ and the $j$'th eigenvalue. Therefore, it follows that $||\hat{\beta}^+_r||$ is a stepwise increasing function of $r$.

Marquardt (1970) argued that the assumption of an integral rank for the $X'X$ matrix often imposes an unrealistic constraint upon the generalized least squares estimator $\hat{\beta}^+_r$. He suggested that the optimum rank is usually non-integral. As a result, Marquardt (1970) proposed extending the definition of $\hat{\beta}^+_r$ to allow the assigned rank to be a continuous variable in the interval $[0,p]$. Suppose that the $X'X$ matrix is assigned the rank:

$$r = k + t$$  \hspace{1cm} (3.60)$$

where $k$ is a non-negative integer less than or equal to $p$ and $t$ lies in the interval $[0,1)$. Marquardt (1970) proposed that the generalized inverse for (3.25) be defined as:

$$(X'X)^+_r = \sum_{j=p-k+1}^{p} \frac{1}{\lambda_j} S_j S_j^T + \frac{t}{\lambda(p-k)} S(p-k) S(p-k)$$  \hspace{1cm} (3.61)$$
In order to illustrate the geometrical properties of the generalized least squares estimator, consider the hypothetical two-dimensional sum of squares contour which is provided in Figure 3. Suppose that the point A represents the minimum of the residual sum of squares function for all estimates b. A corresponds to the ordinary least squares solution \( \hat{\beta} \). Let \( \phi_0 \) denote a contour of constant residual sum of squares. Since C is the point on \( \phi_0 \) which is closest to the origin, C represents the ridge estimate corresponding to this contour. Suppose that \( S_1 \) and \( S_2 \) represent the normalized eigenvectors for the \( X'X \) matrix. If the assigned rank for the \( X'X \) matrix is one, the generalized least squares solution is given by the point on \( S_2 \) which results in the minimum residual sum of squares. This point is denoted by B in Figure 3. On the other hand, if the \( X'X \) matrix is assigned the rank two, the generalized least squares estimator corresponds to the minimum of the residual sum of squares function in the plane defined by \( S_1 \) and \( S_2 \). In this case, \( \hat{\beta}_2^* \) equals \( \hat{\beta} \). If a continuous rank between one and two is allowed, \( \hat{\beta}_1^* \) follows the path defined by BA.

Hocking, Speed and Lynn (1976) investigated the properties of the generalized least squares estimator in their survey of biased estimators. They referred to the estimator as a 'principal component' estimator and a 'fractional rank' estimator depending upon whether an integral or a continuous rank is assumed for the \( X'X \) matrix. Adopting the canonical form of the general model,
Figure 3 - A Geometrical Representation Of The Biased Estimators
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<table>
<thead>
<tr>
<th>Point</th>
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</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Ordinary Least Squares</td>
</tr>
<tr>
<td>B</td>
<td>Generalized Least Squares (Rank ≠ 1)</td>
</tr>
<tr>
<td>C</td>
<td>Ridge</td>
</tr>
<tr>
<td>D</td>
<td>Shrinkage</td>
</tr>
</tbody>
</table>
Hocking, Speed and Lynn (1976) expressed the generalized least squares estimator of rank \( k \) as:

\[
\hat{a}^+ = P^+ \hat{\theta}^*_k
\]

\[
= P^+ (P_k \Lambda_k^{-1} P_k^t) X^t Y
\]

\[
= \begin{bmatrix} 0 & 0 \\ 0 & \Lambda_k^{-1} \end{bmatrix} X^t Y
\]

\[
= \hat{\theta}^*_k
\]  

(3.62)

where \( \hat{\theta}^*_k \) is a vector whose first \( (p - k) \) components are zero and last \( k \) components agree with \( \hat{a} \). Combining (3.61) and (3.62), it can be seen that the canonical form of the generalized least squares estimator may be expressed as:

\[
\hat{a}^+_r = (1 - t) \hat{\theta}^*_k + t \hat{\theta}^*(k - 1)
\]  

(3.63)

when a continuous rank of the form (3.60) is assumed for the \( X^t X \) matrix. Suppose that \( B \) is a diagonal matrix whose \( i \)'th element is given by:

\[
b_i = \begin{cases} 0 & \text{for } i = 1, 2, 3, \ldots, (p - k - 1) \\ t & \text{for } i = p - k \\ 1 & \text{otherwise} \end{cases}
\]  

(3.64)

Hocking, Speed and Lynn (1976) observed that:

\[
\hat{a}^+_r = B \hat{a}
\]  

(3.65)

Adopting Hocking, Speed and Lynn's (1976) formulation of the generalized least squares estimator, the mean squared error function for \( \hat{a}^+_r \) may be written as:

\[
\text{MSE}(\hat{a}^+_r) = \text{MSE}(B \hat{a})
\]
\[ \begin{align*}
\frac{P}{\Sigma} b_i^2 \text{Var}(\hat{\alpha}_i) + \frac{P}{\Sigma} (b_i - 1)^2 \alpha_i^2 \\
= \sigma^2 \frac{P}{\Sigma} b_i^2 \lambda_i^{-1} + \frac{P}{\Sigma} (b_i - 1)^2 \alpha_i^2 \\
\end{align*} \]

since:

\[ \text{Var}(\hat{\alpha}) = \text{Var}(\hat{\beta}) = \sigma^2 \mu^T (X'X)^{-1} \mu = \sigma^2 \Lambda^{-1} \]  \hspace{1cm} (3.67)

Suppose that the \( X'X \) matrix is assigned an integral rank \( k \), so that:

\[ b_i = \begin{cases} 
0 & \text{for } i = 1, 2, 3, \ldots, (p - k) \\
1 & \text{otherwise}
\end{cases} \]  \hspace{1cm} (3.68)

In this case, (3.66) reduces to:

\[ \text{MSE}(\hat{\alpha}_r^+) = \sigma^2 \sum_{i=p-k+1}^p \lambda_i^{-1} + \sum_{i=1}^{p-k} \alpha_i^2 \]  \hspace{1cm} (3.69)

It can be seen from (3.69) that the resultant increase in the mean squared error function when the assigned rank for the \( X'X \) matrix is decreased from \( p \) to \( k \) is given by:

\[ \text{MSE}(\hat{\alpha}_r^+) - \text{MSE}(\hat{\alpha}) = \sum_{i=1}^{p-k} \alpha_i^2 \lambda_i^{-1} \sigma^2 \]  \hspace{1cm} (3.70)

Hocking, Speed and Lynn (1976) proposed a two-stage procedure for determining fractional ranks of the form (3.60). They suggested that the integral portion of the rank be determined by choosing the value of \( k \) which minimizes the estimated increase in the mean squared error function which results when \( \hat{\alpha}_r^+ \) is employed instead of \( \hat{\alpha} \). For this purpose, Hocking, Speed and Lynn
(1976) recommended that the ordinary least squares estimates of \( \alpha \) and \( \sigma^2 \) be substituted into (3.70). Assuming that the integral portion of the rank is chosen to be \( k \), the mean squared error function for the generalized least squares estimator \( \hat{\alpha}_r^+ \) becomes:

\[
\text{MSE}(\hat{\alpha}_r^+) = \sigma^2 \frac{t}{\lambda(p - r)} + \sigma^2 \sum_{i=p-k+1}^{P} \frac{1}{\lambda_i} + \sum_{i=1}^{p-k+1} \alpha_i^2 + (t - 1)^2 \alpha(p - k)^2
\]

Minimizing (3.71) with respect to \( t \) leads to the optimum \( t \) for a fixed value of \( k \):

\[
t = \frac{\lambda(p - k)\alpha(p - k)^2}{\sigma^2 + \lambda(p - k)\alpha(p - k)^2}
\]

Hocking, Speed and Lynn (1976) proposed an iterative procedure for estimating \( t \) based upon (3.72). Let \( \hat{t}^{(j)} \) denote the estimate of \( t \) corresponding to the \( j \)th iteration. Substituting (3.65) and the ordinary least squares estimate of \( \sigma^2 \) into (3.72), Hocking, Speed and Lynn (1976) constructed the iterative formula:

\[
\hat{t}^{(j + 1)} = \frac{\lambda(p - k)\hat{t}^{(j)}\hat{\alpha}(p - k)^2}{\sigma^2 + \lambda(p - k)\hat{t}^{(j)}\hat{\alpha}(p - k)^2} = \frac{\hat{t}^{(j)}}{L^{(j)}}\hat{t}^{(j)}
\]

where:

\[
L = \hat{\sigma}^2 \lambda(p - k)^{-1}\hat{\alpha}(p - k)^{-2}
\]
Suppose that \( t^{(0)} \) is assigned the value \( (1 + L)^{-1} \). The convergence theorem from the Appendix may be invoked to obtain the limiting values of \( t^{(j)} \):

\[
t^* = \begin{cases} 
0 & \text{if } L > \frac{1}{2} \\
\frac{1}{2} + \left(1 - L\right)^{\frac{1}{2}} & \text{otherwise}
\end{cases}
\]  

(3.75)

Utilizing (3.75), Hocking, Speed and Lynn's (1976) limiting solution for the generalized least squares estimator becomes:

\[
\hat{\alpha}^+_{(k + t^*)} = (1 - t^*)\hat{\theta} + t^* \theta_{(k' - 1)}
\]

(3.76)

Marquardt and Snee (1975) provided a number of numerical examples to compare the use of the continuous rank generalized least squares and ridge estimators. They described a model in which the percentage conversion of n-heptane to acetylene was considered a function of the reactor temperature, the mole ratio of \( H_2 \) to n-heptane and the contact time. A number of quadratic and cross-product terms were included in the model. Marquardt and Snee (1975) also presented the results of a simulated \( 2^3 \) factorial experiment. They found that both the generalized least squares and the ridge estimators produced smaller predictive standard errors than the ordinary least squares estimator as the degree of multicollinearity in the experiments was increased. Marquardt and Snee (1975) employed their examples to demonstrate that the continuous rank generalized least squares and ridge estimators can often be utilized to produce similar parameter estimates.
The generalized least squares estimator attempts to cope with the effects of multicollinearity between the explanatory variables by replacing the inverse of the \( X'X \) matrix with a generalized inverse of a rank less than \( p \). It was mentioned earlier that a second approach to dealing with the effects of the multicollinearity is to retain the assumption that the \( X'X \) matrix is of full rank but to apply a linear transformation to shrink the ordinary least squares estimates. Suppose that \( C \) represents the matrix corresponding to a transformation which shrinks the ordinary least squares estimates. It is possible to define a class of shrinkage estimators:

\[
\hat{b}(C) = C(X'X)^{-1}X'Y
= C\hat{\beta}
\]  
(3.77)

for \( \hat{\beta} \). For example, \( \hat{b}(Z_k) \) corresponds to the class of ridge estimators when \( Z_k \) is defined by (2.5).

In most of the remainder of this section, the matrix \( C \) in (3.77) will be assumed to be a diagonal matrix of the form:

\[
C = cI_p
\]  
(3.78)

where the shrinkage factor \( c \) satisfies:

\[
0 \leq c \leq 1
\]  
(3.79)

In order to simplify the notation, let the shrinkage estimator which is obtained by substituting (3.78) into (3.77) be denoted by:

\[
\tilde{\beta}_s = c\hat{\beta}
\]  
(3.80)

A geometrical comparison of the shrinkage estimator \( \tilde{\beta}_s \) with the
other biased estimators described earlier is provided in Figure 3. As \( c \) varies between zero and one, \( \tilde{\beta}_s \) follows the straight line path between the origin and the ordinary least squares estimate, which is denoted by \( \hat{\beta}_0 \). It was mentioned above that \( \phi_0 \) denotes a contour of constant residual sum of squares. The point \( D \) corresponds to the shrinkage estimate whose residual sum of squares is equal to the residual sum of squares of all the other estimates on that contour. In particular, the shrinkage estimate corresponding to \( D \) has the same residual sum of squares as the generalized least squares and ridge estimates denoted by \( B \) and \( C \) respectively.

Mayer and Willke (1973) proposed a classification of the shrinkage estimators according to the form of their shrinkage factors. They called \( \tilde{\beta}_s \) a 'deterministically' shrunken estimator if \( c \) is a fixed scalar so that \( c \) is independent of the observed values of \( Y \). Otherwise, Mayer and Willke (1973) called \( \tilde{\beta}_s \) a 'stochastically' shrunken estimator. If \( c \) is fixed with respect to \( Y \), the first two moments of \( \tilde{\beta}_s \) are given by:

\[
E(\tilde{\beta}_s) = E(c\beta) = c\beta \tag{3.81}
\]

and:

\[
\text{Var}(\tilde{\beta}_s) = \text{Var}(c\beta) = c^2 \sigma^2 \text{tr}(X'X)^{-1} \tag{3.82}
\]

respectively. It should be noted that if \( \tilde{\beta}_s \) is a 'stochastically' shrunken estimator, the moments of \( \tilde{\beta}_s \) depend upon the form of the relationship between \( c \) and \( Y \) so that they cannot be given in
Mayer and Willke (1973) provided the following theorem to demonstrate the existence of a mean squared error admissible 'deterministically' shrunken estimator for $\beta$:

**Theorem 3.6:** For every value of $\beta$, there exists a $c$ satisfying (3.79) such that $\beta_s$ is mean squared error admissible.

**Proof:** By definition of the mean squared error function:

$$MSE(\beta_s) = E((c\hat{\beta} - \beta)^2)$$

$$= E((c\hat{\beta} - c\beta)^2 + (c\beta - \beta)^2)$$

$$= c^2MSE(\beta) + (c - 1)^2\beta'\beta$$

(3.83)

$\beta_s$ is mean squared error admissible if and only if:

$$MSE(\beta_s) = c^2MSE(\beta) + (c - 1)^2\beta'\beta$$

$$< MSE(\beta)$$

(3.84)

or:

$$c > \frac{\beta'\beta - MSE(\beta)}{\beta'\beta + MSE(\beta)}$$

(3.85)

Since:

$$\beta'\beta - MSE(\hat{\beta}) < \beta'\beta + MSE(\hat{\beta})$$

(3.86)

it follows that there always exists an interval for $c$ in $[0,1]$ such that $\beta_s$ is a mean squared error admissible estimator of $\beta$. 
It was shown in Chapter 2 that the ridge estimator minimizes the residual sum of squares for a fixed Euclidean parameter length. Mayer and Willke (1973) provided a similar characterization for the 'deterministically' shrunken estimator. Instead of the Euclidean norm, they utilized the design dependent norm:

\[ m_d(b) = b^\top (X^\top X) b \]  
(3.87)

to measure the length of the estimated parameters. In this case, Lagrangian equation (2.16) becomes:

\[ F^*(b) = (Y - Xb)^\top (Y - Xb) + k(b^\top (X^\top X) b - c^2) \]  
(3.88)

\[ F^*(b) \] is minimized when:

\[
\frac{d}{db} F^*(b) = -2X^\top Y + 2X^\top Xb + 2kX^\top Xb = 2(1 + k)X^\top Xb - 2X^\top Y = 0
\]  
(3.89)

or:

\[ b = (1 + k)^{-1} (X^\top X)^{-1} X^\top Y \]

\[ = (1 + k)^{-1} \beta \]

\[ = \beta_s \]  
(3.90)

It follows from (3.90) that the 'deterministically' shrunken estimator minimizes the residual sum of squares for a fixed value of the design dependent norm.

Up to this point in the discussion of shrinkage estimators, no mention has been made of how the shrinkage factors should be determined. James and Stein (1961) considered the problem of
estimating the location parameter \( \theta \) for a \( p \)-dimensional normal variate \( Z \) whose unknown variance matrix is of the form \( \sigma^2 \mathbf{I} \).

Further, they assumed that a single observation of \( Z \) and another random variable which is distributed as a \( \sigma^2 \chi^2_n \) variate independent of \( Z \) are available. Suppose that \( \psi_1(Z) \) denotes an estimator of \( \theta \). James and Stein (1961) utilized the unweighted quadratic loss function:

\[
L_1(\theta, \psi_1(Z)) = (\psi_1(Z) - \theta) (\psi_1(Z) - \theta) \tag{3.91}
\]

To measure the accuracy of \( \psi_1(Z) \) as an estimator of \( \theta \). Adopting the decision-theoretic approach for selecting an estimator, \( \psi_1(Z) \) is said to be admissible if there is no other estimator \( \psi_j(Z) \) of \( \theta \) whose expected quadratic loss or risk satisfies:

\[
R(\theta; \psi_j(Z)) = E(L_1(\theta, \psi_j(Z)))
\]

\[
E(L_1(\theta, \psi_1(Z))) = R(\theta; \psi_1(Z)) \tag{3.92}
\]

for all values of \( \theta \) with strict inequality holding for at least one value of \( \theta \). Stein (1956) demonstrated that the usual estimator of \( \theta \):

\[
\psi_1(Z) = Z \tag{3.93}
\]

is admissible if and only if \( p \) is less than or equal to two.

James and Stein (1961) studied a class of estimators for \( \theta \) of the form:

\[
\psi(Z, \theta) = (1 - d\theta_Z) Z \tag{3.94}
\]

where: \( d \) is a non-negative constant; \( Z \) is normally distributed.
as above; and $S$ is an observation of the $\sigma^2 \chi^2_n$ variable which is independent of $Z$. They showed that $\psi_2(Z, S)$ has an expected unweighted quadratic loss equal to:

$$R(\theta; \psi_2(Z, S)) = E(L_1(\theta, \psi_2(Z, S)))$$

$$= \sigma^2 \left\{ p - 2dn(p - 2)E\left(\frac{1}{p - 2 + 2K}\right) \right\} + d^2n(n + 2)E\left(\frac{1}{p - 2 + 2K}\right) \right\} \right\} \right\} \right\}.$$  (3.95)

where $K$ has a Poisson distribution with mean $(\theta^0) / 2 \sigma^2$. Minimizing (3.95) with respect to $\theta$ results in the estimator:

$$\psi_3(Z, S) = (1 - \frac{p - 2}{n + 2} \frac{S}{Z}) Z$$  (3.96)

The corresponding risk for $\psi_3(Z, S)$ is given by:

$$R(\theta; \psi_3(Z, S)) = \sigma^2 \left\{ p - \frac{n}{n + 2} (p - 2)^2 E\left(\frac{1}{p - 2 + 2K}\right) \right\}.$$  (3.97)

In comparison, the risk for $\psi_1(Z)$ is given by:

$$R(\theta; \psi_1(Z)) = E((\psi_1(Z) - \theta)^T (\psi_1(Z) - \theta)) = E((Z - \theta)^T (Z - \theta)) = \text{tr}(\text{Var}(Z)) = \sigma^2.$$  (3.98)

By comparing (3.97) and (3.98), James and Stein (1961) showed that $\psi_3(Z, S)$ always has a smaller risk than $\psi_1(Z)$ assuming an unweighted quadratic loss function.

Bhattacharya (1966) generalized James and Stein’s (1961) results by considering weighted loss functions of the form:

$$L_2(\theta, \psi_1(Z)) = (\psi_1(Z) - \theta)^T D(\psi_1(Z) - \theta)$$  (3.99)

where $D$ is a known $p \times p$ positive definite, symmetric matrix.
In addition, he utilized James and Stein's (1961) shrinkage estimator to provide an improvement over the ordinary least squares estimator. Suppose that the unobservable disturbances in (1.1) are assumed to be normally distributed and satisfy conditions (1.2). In order to simplify the notation, consider the canonical form of the general model defined by (2.20). In this case, the $p$-dimensional random vector $Y$ is normally distributed with mean $X^* \alpha$ and variance $\sigma^2 I_n$. Further, assume that $\hat{\alpha}$ is to be estimated by $\xi_i(Y)$ subject to the design dependent loss function:

$$L_2(\alpha, \xi_i(Y)) = (\xi_i(Y) - \alpha)^T \Lambda (\xi_i(Y) - \alpha)$$  \hspace{1cm} (3.100)

where $\Lambda$ is the diagonal matrix defined by (1.27).

Since $X^*$ is assumed to be a $n \times p$ matrix of rank $p$, it follows that there exists an orthogonal matrix $A$ such that:

$$X^* A = 0$$  \hspace{1cm} (3.101)

Consider the transformations defined by:

$$W = A^Y$$  \hspace{1cm} (3.102)

and:

$$V = W^T W$$  \hspace{1cm} (3.103)

respectively. $V$ is distributed as a $\sigma^2 X_{(n - p)}^2$ variate independent of $\alpha$. Suppose that an estimator $\hat{\alpha}^*$ is defined by:

$$\hat{\alpha}^* = \Lambda^{1/2} \hat{\alpha}$$  \hspace{1cm} (3.104)

where $\Lambda^{1/2}$ is a diagonal matrix whose diagonal elements are equal to the square roots of the eigenvalues for the $XX$ matrix. $\hat{\alpha}^*$
is normally distributed with mean:
\[ \theta = \Lambda^2 \hat{\alpha} \]
and variance \( \sigma^2 I_p \). Since \( \hat{\alpha}^* \) is formed by applying a linear transformation which does not depend upon \( V \) to \( \hat{\alpha} \), \( \hat{\alpha}^* \) and \( V \) are independent.

Now consider the problem of estimating \( \theta \) subject to the unweighted quadratic loss function:
\[ L_1(\theta, \psi(Y)) = (\psi(Y) - \theta)(\psi(Y) - \theta) \]
(3.106)
For any estimator \( \psi(Y) \) of \( \theta \), it is possible to define an estimator \( \xi(Y) \) of \( \alpha \) according to:
\[ \xi(Y) = \Lambda^{-1/2} \psi(Y) \]
(3.107)
Substituting (3.107) into (3.106), it follows that:
\[ L_2(\alpha, \xi(Y)) = (\xi(Y) - \alpha)^t \Lambda (\xi(Y) - \alpha) \]
\[ = (\psi(Y) - \theta)^t \Lambda (\psi(Y) - \theta) \]
\[ = L_1(\theta, \psi(Y)) \]
(3.108)
It can be seen from (3.108) that the problem of estimating \( \alpha \) from \( (\hat{\alpha}, \hat{V}) \) is equivalent to estimating \( \theta \) from \( (\Lambda^2 \hat{\alpha}, \hat{V}) \). Since \( V \) is distributed as a \( \chi^2_{n-p} \) variate independent of \( \hat{\alpha}^* \), James and Stein's (1961) results may be invoked to conclude that:
\[ \hat{\alpha}^*_{JS} = (1 - \frac{1}{n - p + 2} \cdot \frac{V}{\hat{\alpha}^*} \hat{\alpha}^*) \hat{\alpha}^* \]
(3.109)
has a smaller risk than \( \hat{\alpha}^* \) assuming an unweighted quadratic loss function. As a result of the equivalence between estimates of \( \alpha \) and \( \theta \), which is defined by (3.108), it follows that:
\[ \hat{a}_{JS} = \Lambda^{-\frac{1}{2}} \hat{a}_{JS} \]
\[ = (1 - \frac{p - 2}{n - p + 2} \frac{V}{\alpha^2}) \Lambda^{-1} \hat{a} \]  
\text{(3.110)}

is an improvement over the ordinary least squares estimator assuming a design dependent loss function.

Mayer and Willke (1973) examined some of the problems associated with estimating appropriate shrinkage factors for \( \tilde{\beta}_s \). They noted that since the absolute value of each component of \( \tilde{\beta}_s \) is linearly increasing in \( c \), \( \tilde{\beta}_s \) will not stabilize as \( c \) increases. As a result, Mayer and Willke (1973) argued that a scheme similar to the ridge trace would not be appropriate for determining the shrinkage factor \( c \). Instead, they proposed that the shrinkage factor be determined by fixing an upper bound on the increase in the residual sum of squares which results when \( \tilde{\beta}_s \) is employed instead of \( \hat{\beta} \) and solving for \( c \). Suppose that the increase in the residual sum of squares is assumed to be 100%. In this case, \( c \) would be assigned the value:

\[ c = 1 - \left\{ \frac{M(Y - X\hat{\beta})(Y - X\hat{\beta})}{\hat{\beta}'X'X\hat{\beta}} \right\} \]  
\text{(3.111)}

In addition, Mayer and Willke (1973) attempted to develop an estimator which minimizes the sum of the variances of the individual components of the estimator among all estimators of \( \beta \) having a fixed residual sum of squares. They argued that such an estimator would have the advantage of being independent of the norm chosen to measure the length of the parameter estimates. Later, Mayer (\textsuperscript{4})
and Dwivedi, Srivastava and Richardson pointed out several errors in Mayer and Willke’s (1973) solution.

Hocking, Speed and Lynn (1976) derived an explicit solution for the shrinkage factor by estimating the value of \( c \) which minimizes the mean squared error function for \( \beta_s \). Consider the mean squared error function for \( \beta_s \):

\[
MSE(\beta_s) = E((\beta_s - \beta)'(\beta_s - \beta))
\]

\[
= E((c \beta - \beta)'(c \beta - \beta))
\]

\[
= c^2 E((\alpha - \alpha)'(\alpha - \alpha)) + (c - 1)^2 \alpha' \alpha
\]

\[
= c^2 \sum_{i=1}^{p} \text{Var}(\alpha_i) + (c - 1)^2 \alpha' \alpha \quad (3.112)
\]

Substituting (3.67) into (3.112), the mean squared error function for \( \beta_s \) becomes:

\[
MSE(\beta_s) = c^2 \sum_{i=1}^{p} \frac{1}{\lambda_i} + (c - 1)^2 \alpha' \alpha \quad (3.113)
\]

Minimizing (3.113) with respect to the shrinkage factor \( c \) gives:

\[
c_1 = \frac{\alpha' \alpha}{\alpha' \alpha + \sum_{i=1}^{p} \frac{1}{\lambda_i}} \quad (3.114)
\]

Let \( \beta_{s1} \) denote the shrinkage estimator of \( \beta \) which is obtained using the shrinkage factor \( c_1 \).

Hocking, Speed and Lynn (1976) proposed that a value for \( c_1 \) be determined using an iterative procedure similar to the one
they gave for the continuous rank generalized least squares estimator. Let \( c_1(j) \) denote the \( j \)'th iterate of the sequence of estimates of \( c_1 \). Assume that \( \sigma^2 \) is estimated by its ordinary least squares estimator. In the calculation of \( c_1(j+1) \), \( a^\wedge{2}a^\wedge{2} \) would be estimated by \( c_1(j) \). Hocking, Speed and Lynn's (1976) iterative formula for \( c_1 \) is given by:

\[
\begin{align*}
c_1(j+1) &= \frac{c_i(j)}{c_i(j) + \frac{\sigma^2}{\sum_{i=1}^{p} \frac{1}{\lambda_i}}} \cdot \left( \frac{2}{c_1(j) + L_{s1}} \right) \nonumber \\
&= \frac{c_1(j)}{c_1(j) + L_{s1}} \nonumber \\
\end{align*}
\]

where:

\[
L_{s1} = \sum_{i=1}^{p} \frac{1}{\lambda_i} \nonumber \\
\]

Suppose that \( c_1(0) \) is assigned the value \((1 + L_{s1})^{-1}\). Invoking the convergence theorem from the Appendix, the limiting values of \( c_i(j) \) are found to be:

\[
c_1^* = \begin{cases} 
0 & \text{if } L_{s1} > \frac{1}{2} \\
\frac{1}{2} + \left(1 - L_{s1}\right)^{\frac{1}{2}} & \text{otherwise} 
\end{cases} \quad (3.117) 
\]

Substituting (3.117) into (3.80), the limiting solution for \( \hat{\beta}_{s1} * \) becomes:

\[
\hat{\beta}_{s1}^* = \begin{cases} 
0 & \text{if } L_{s1} > \frac{1}{2} \\
\left(\frac{1}{2} + \left(1 - L_{s1}\right)^{\frac{1}{2}}\right) \hat{\beta} & \text{otherwise} 
\end{cases} \quad (3.118) 
\]

In addition to \( \hat{\beta}_{s1}^* \), Hocking, Speed and Lynn (1976) consider...
ed the shrinkage estimator which is obtained by minimizing the design dependent criterion:

\[ E(L_D^2(\beta)) = E((b - \beta)' X' X (b - \beta)) \]  \hspace{1cm} (3.119)

instead of the mean squared error function. Adopting procedures similar to those utilized above:

\[ E(L_D^2(\tilde{\beta}_s)) = E((\tilde{\beta}_s - \beta)' X' X (\tilde{\beta}_s - \beta)) \]

\[ = E((c\alpha - a)' \Lambda (c\alpha - a)) \]

\[ = \sum_{i=1}^{p} \lambda_i E(c_2 a_i - a_i)^2 \]

\[ = \sum_{i=1}^{p} \lambda_i \{c^2 \text{Var}(a_i) + (c - 1)^2 a_i^2\} \]

\[ = pc^2\sigma^2 + (c - 1)^2 \alpha' \Lambda \alpha \] \hspace{1cm} (3.120)

Minimizing (3.120) with respect to \( c \) leads to:

\[ c_2 = \frac{\alpha' \Lambda \alpha}{pc^2 + \alpha' \Lambda \alpha} \] \hspace{1cm} (3.121)

Let \( \tilde{\beta}_{s2} \) denote the shrinkage estimator which is obtained by substituting \( c_2 \) into (3.80). Hocking, Speed and Lynn (1976) employed a sequence of estimators of \( c_2 \) analogous to the \( c_i(j) \)'s to obtain an explicit solution for a shrinkage estimator of \( \beta \) based upon \( \beta_{s2} \).

They defined the sequence of estimators:

\[ c_2(j + 1) = \frac{c_2(j)^2}{pc^2 + c_2(j)^2 \alpha' \Lambda \alpha} \]

\[ = \frac{c_2(j)}{c_2(j)^2 + L_{s2}} \] \hspace{1cm} (3.122)

where:

\[ L_{s2} = \frac{pc^2}{\alpha' \Lambda \alpha} \] \hspace{1cm} (3.123)
for $c_2$. Appealing to the convergence theorem from the Appendix, Hocking, Speed and Lynn (1976) obtained the shrinkage estimator:

$$
\beta_{s2}^* = \begin{cases} 
0 & \text{if } L_{s2} > \frac{1}{2} \\
\left(\frac{1}{2} + (\frac{1}{2} - L_{s2})^2\right)\hat{\beta} & \text{otherwise} 
\end{cases}
$$

(3.124)

It should be noted that both $\beta_{s1}^*$ and $\beta_{s2}^*$ are 'stochastically' shrunken estimators because they depend upon $L_{s1}$ and $L_{s2}$ respectively which are in turn functions of $\hat{\beta}$.

Sclove (1968) proposed a modification to the shrinkage estimator by suggesting that the shrinkage factor only be applied to the components of the canonical form of the ordinary least squares estimator corresponding to the smallest eigenvalues of the $X'X$ matrix. Consider the canonical form of the shrinkage estimator:

$$
\alpha_s = P\hat{\beta}_s
$$

(3.125)

Suppose that the shrinkage factor is only applied to the $(p - r)$ components of $\alpha$ which correspond to the smallest $\lambda_i$'s. In this case, Sclove's (1968) shrinkage estimator becomes:

$$
\tilde{\beta}_s = \begin{bmatrix} 
c_{ss}^* (P - r) & 0 \\
0 & I_r 
\end{bmatrix} \alpha_s
$$

(3.126)

where:

$$
0 \leq c_{ss}^* < 1
$$

(3.127)

If $c_{ss}^*$ is assigned the value zero, Sclove's (1968) estimator reduces to the generalized least squares estimator of rank $r$. Optimum values
for \( c_{ss} \) may be derived using techniques similar to those employed to determine \( c_1^* \) and \( c_2^* \). Suppose that:

\[
L_{ssl} = \sigma^2 \left( \frac{1}{\lambda_1} \sum_{i=1}^{p-r} \frac{1}{\lambda_i} \sum_{i=1}^{n} \alpha_i^2 \right)^{-1}
\]

and:

\[
L_{ss2} = (p - r)\sigma^2 \left( \frac{1}{\lambda_1} \sum_{i=1}^{n} \alpha_i^2 \right)^{-1}
\]

(3.128)

In addition, let \( c_{ssl} \) and \( c_{ss2} \) represent the respective shrinkage factors for \( a_{ss} \) which are obtained when the mean squared error function and design dependent norm criterion are minimized. Iterative sequences similar to (3.115) and (3.122) may be constructed for \( c_{ssl} \) and \( c_{ss2} \). It is easily shown that the limiting values of these sequences are of the form:

\[
c_{ssi} = \begin{cases} 
0 & \text{if } L_{ssi} > \frac{1}{2} \\
\left( \frac{1}{2} \right) (\frac{1}{2} - L_{ssi}) & \text{otherwise} 
\end{cases}
\]

(3.130)

Therefore, the limiting solutions for Sclove's (1968) estimator of \( \beta \) using \( c_{ssl} \) and \( c_{ss2} \) are given by:

\[
\beta_{ssi} = \begin{cases} 
\hat{\beta}_r & \text{if } L_{ssi} > \frac{1}{2} \\
\left( \frac{1}{2} \right) (\frac{1}{2} - L_{ssl}) + \hat{\theta}_r & \text{otherwise} 
\end{cases}
\]

(3.131)

where \( \hat{\theta}_r \) is a vector whose first \( (p - k) \) components are zero and last \( k \) components agree with \( \hat{\alpha} \).

It was noted earlier that any matrix \( A^* \) which satisfies (3.1) is defined as a generalized inverse for the matrix \( A \). Suppose that in addition to condition (3.1), the matrix \( A^* \) satisfies:

\[
A^* A A^* = A^*
\]

(3.132)
\[(A A^+) = AA^+ \quad (3.133)\]

and:

\[(A^+ A) = A^+ A \quad (3.134)\]

In this case, \(A^+\) is said to be the Moore-Penrose inverse for the matrix \(A\) and is denoted by \(A^{(p)}\). In contrast to a generalized inverse, a Moore-Penrose inverse is unique if it exists. Lowerre (1974) utilized the concept of a Moore-Penrose inverse to present a more general family of estimators defined by:

\[b^* = (X'X + C)^{(p)}X'y \quad (3.135)\]

where \(C\) is a symmetric matrix which commutes with the \(X'X\) matrix.

He showed that the class of estimators defined by (3.135) includes the ridge, shrinkage and generalized least squares estimators by assigning \(C\) the values \(kI_p\), \((C^{-1} - 1)X'X\) and \(-P^TAP\), respectively.

Lowerre (1974) employed \(b^*\) to derive conditions upon \(C\) which ensure that \(b^*\) is component-wise mean squared error admissible. In addition, he constructed an example to demonstrate that \(b^*\) might be quite different from \(b\) even when all the eigenvalues of \(C\) are positive and close to zero.

Goldstein and Smith (1974) argued that James and Stein's (1961) shrinkage estimator \(\hat{\alpha}_{JS}\) would be inappropriate for use in situations where severe multicollinearity between the explanatory variables exists. They noted that James and Stein's (1961) shrinkage esti-

mator was derived using the design dependent loss function. This loss function weighs the deviations of the individual components of the estimator from the components of the parameter vector by the corresponding eigenvalues from the $X'X$ matrix. As a result, the design dependent loss function implicitly takes less account of the loss corresponding to those directions where estimation is most inaccurate. In addition, Goldstein and Smith (1974) pointed out that nothing can be said about the accuracy of the individual components of $\tilde{\beta}_S$. Goldstein and Smith (1974) provided an alternative formulation of the shrinkage estimator which they suggested addresses these problems.

Goldstein and Smith (1974) noted the existence of an orthogonal $n \times n$ matrix $Q$ such that:

\[
QX\hat{\beta} = \begin{bmatrix} \lambda_i^\frac{1}{2} & \vdots & \lambda_i^\frac{1}{2} \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0 \end{bmatrix}
\] (3.136)

where $\lambda_i^\frac{1}{2}$ is a $p \times p$ diagonal matrix and $0$ is a $(n-p) \times p$ matrix of zeros. It is assumed in (3.136) that the $i$'th diagonal element of $\lambda_i^\frac{1}{2}$ equals the square root of $\lambda_i$. Consider the following transformation of the canonical form of the general model:

\[
Z = QY
\]

\[
= QX\alpha + Q\epsilon
\] (3.137)

In this case, $Z$ has an expected value given by:

\[
E(Z) = \begin{cases} 
\lambda_i^\frac{1}{2}\alpha_i & \text{for } i = 1, 2, \ldots, p \\
0 & \text{for } i = p + 1, p + 2, \ldots, n
\end{cases}
\] (3.138)

and a variance-covariance matrix equal to:

\[
\text{Var}(Z) = \text{Var}(Q\epsilon)
\]
\[
Q \text{Var}(\varepsilon) Q^\top = \sigma_n^2 I_n
\]

(3.139)

Adopting Goldstein and Smith's (1974) formulation of the general model, the ordinary least squares estimator of \( \alpha \) is given by:

\[
\hat{\alpha} = (X^\top Q^\top OX^\top)^{-1} X^\top Q^\top Z
\]

\[
= \Lambda^{-T} P X Q^\top Z
\]

\[
= \lambda_i^{-\frac{1}{2}} z_i \quad \text{for} \quad i = 1, 2, \ldots, p
\]

(3.140)

It was noted earlier that ill-conditioning in the design matrix has the effect of inflating the Euclidean length of the ordinary least squares estimates. In order to compensate for this tendency, Goldstein and Smith (1974) introduced a class of linear shrinkage estimators of the form:

\[
\hat{\alpha}_{GSi} = c_i z_i
\]

\[
= c(\lambda_i^{\frac{1}{2}}, k) z_i
\]

(3.141)

where:

\[
|c_i z_i| < |\lambda_i^{-\frac{1}{2}} z_i|
\]

\[
= |\hat{\alpha}_i|
\]

(3.142)

for \( k > 0 \). Goldstein and Smith (1974) introduced the adjustable factor \( k \) so that (3.141) defines a class of estimators for \( \alpha \). In order to ensure that \( \hat{\alpha}_{GSi} \) is a shrinkage estimator, they imposed the following conditions upon \( c(\lambda_i^{\frac{1}{2}}, k) \):

i) \( c(\lambda_i^{\frac{1}{2}}, 0) z_i \) corresponds to the ordinary least squares estimator \( \hat{\alpha}_i \).

ii) For a fixed \( \lambda_i^{\frac{1}{2}} \), \( |c(\lambda_i^{\frac{1}{2}}, k)| \) is a continuous, monotonic,
decreasing function of \( k \) as \( k \) increases from 0 to \( \infty \).

iii) \( c(\lambda_{i}^{\frac{1}{3}}, k) \) has the same sign as \( \lambda_{i}^{\frac{1}{3}} \) for all values of \( k \).

These three conditions may be summarized by assuming that \( c(\lambda_{i}^{\frac{1}{3}}, k) \) satisfies:

\[
c(\lambda_{i}^{\frac{1}{3}}, 0) = \frac{1}{\lambda_{i}^{\frac{1}{3}}} \tag{3.143}
\]

and:

\[
\frac{1}{\lambda_{i}^{\frac{1}{3}}} \leq \frac{\partial c(\lambda_{i}^{\frac{1}{3}}, k)}{\partial k} < 0 \tag{3.144}
\]

for all non-negative values of \( k \).

Goldstein and Smith (1974) provided the following theorem regarding the mean squared error functions of the individual components of \( \hat{\alpha}_{GSi} \):

**Theorem 3.7**: For each component \( i \), there exists a \( k > 0 \) such that \( \hat{\alpha}_{GSi} \) has a smaller mean squared error than \( \hat{\alpha}_{i} \).

**Proof**: By definition, the mean squared error function for \( \hat{\alpha}_{GSi} \) is given by:

\[
\text{MSE}(\hat{\alpha}_{GSi}) = E(\hat{\alpha}_{GSi} - \alpha_{i}^{2})
\]

\[
= E(c_{i}z_{i} - c_{i}\lambda_{i}^{\frac{1}{3}}\alpha_{i}^{2} - (c_{i}\lambda_{i}^{\frac{1}{3}}\alpha_{i} - \alpha_{i})^{2})
\]

\[
= c_{i}^{2}\text{var}(z_{i}) + \alpha_{i}^{2}(c_{i}\lambda_{i}^{\frac{1}{3}} - 1)^{2}
\]

\[
= c_{i}^{2}\sigma^{2} + \alpha_{i}^{2}(c_{i}\lambda_{i}^{\frac{1}{3}} - 1)^{2} \tag{3.145}
\]

The variance for \( \hat{\alpha}_{i} \) is given as (3.67). Therefore, \( \hat{\alpha}_{GSi} \) is mean squared error admissible if:

\[
c_{i}^{2}\sigma^{2} + \alpha_{i}^{2}(c_{i}\lambda_{i}^{\frac{1}{3}} - 1)^{2} < \frac{\sigma^{2}}{\lambda_{i}} \tag{3.146}
\]
or:

\[
\alpha_i^2 < \sigma^2 \left( \frac{\lambda_i^{-\frac{1}{2}} - c_i^2}{c_i^2 - \lambda_i^{-\frac{1}{2}}} \right) \\
= \sigma^2 \left( \frac{\lambda_i^{-\frac{1}{2}} + c_i}{\lambda_i^{-\frac{1}{2}} - c_i} \right) \\
= \sigma^2 \frac{c(\lambda_i^{-\frac{1}{2}}, 0) + c(\lambda_i^{-\frac{1}{2}}, k)}{c(\lambda_i^{-\frac{1}{2}}, 0) - c(\lambda_i^{-\frac{1}{2}}, k)}
\]

(3.147)

Invoking (3.143) and (3.144), it can be seen that the right-hand side of (3.147) is positive. Therefore, there exists a positive \( k \) such that the \( i \)'th component of \( \hat{\alpha}_{GS} \) has a smaller mean squared error than \( \hat{\alpha}_i \).

It was noted above that James and Stein's (1961) estimator was constructed using a weighted mean squared error function. As a result, there is no guarantee as to the performance of the individual components of \( \hat{\alpha}_{JS} \). In contrast, Theorem 3.7 provides for the mean squared error admissibility of each component of \( \hat{\alpha}_{GS} \). Consider the estimator of \( \alpha \) derived using Goldstein and Smith's (1974) estimator of \( \alpha \):

\[
\hat{\beta}_{GS} = P \hat{\alpha}_{GS}
\]

(3.148)

where:

\[
\hat{\alpha}_{GIS} = c(\lambda_i^{-\frac{1}{2}}, k) \ z_i
\]

(3.149)

The component-wise mean squared error admissibility of \( \hat{\beta}_{GS} \) is provided by the theorem:

**Theorem 3.8:** For any \( \beta \), there exists a \( k > 0 \) such that each component of \( \hat{\beta}_{GS} \) has a smaller mean squared error.
than the corresponding component of the ordinary least squares estimator $\hat{\beta}$.

The proof of this theorem is an extension of the proof of Theorem 3.7.

Goldstein and Smith (1974) examined a number of possible choices for $c(\lambda_1^{\frac{1}{2}}, k)$. For example, they considered the function:

$$c(\lambda_1^{\frac{1}{2}}, k) = \lambda_1^{-\frac{1}{2}} - k \quad (3.150)$$

(3.150) satisfies conditions (3.143) and (3.144). However, this function has an effect opposite to that desired. (3.150) has the most effect when $\lambda_1$ is large and the least effect when $\lambda_1$ is small.

Goldstein and Smith (1974) argued that the simplest suitable $c(\lambda_1^{\frac{1}{2}}, k)$ is of the form:

$$c(\lambda_1^{\frac{1}{2}}, k) = \frac{\lambda_1^{\frac{1}{2}}}{\lambda_1 + k} \quad (3.151)$$

In this case,

$$\hat{\alpha}_{GS} = \frac{\lambda_1^{\frac{1}{2}}}{\lambda_1 + k} z_i \quad (3.152)$$

and:

$$\hat{\alpha}_{GS} = (A + kI_p)^{-1}P'X'Q'z \quad (3.153)$$

The corresponding estimator of $\beta$ is given by:

$$\hat{\beta}_{GS} = P(\lambda + kI_p)^{-1}P'X'Q'z$$

$$= (PAP' + kI_p)^{-1}X'Y$$

$$= (X'X + kI_p)^{-1}X'Y$$

$$= \hat{\beta}_k \quad (3.154)$$

It can be seen from (3.154) that the ridge estimator may be
viewed as a subclass of the shrinkage estimators defined by (3.148) and (3.149). Goldstein and Smith (1974) utilized their formulation of the shrinkage estimator to provide a greater insight into ridge regression. Suppose that $P_{ij}$ denotes the $(i,j)$'th element of the orthogonal matrix $P$. Goldstein and Smith (1974) showed that the largest potential decrease in the mean squared error function occurs when $|P_{ij}|$ is large and $X_i$ is small. This is the situation when $\beta_i$ has large components in the canonical space in directions where the estimation is the most inaccurate. Goldstein and Smith (1974) argued that this is a justification for the claim that coefficient estimates with incorrect signs when $k$ equals zero tend to change to the correct sign as $k$ increases.

Several numerical examples and simulation experiments have been provided in the statistical literature to compare the use of least squares, shrinkage and other biased estimators. Mayer and Willke (1973) utilized a multifactor problem to compare their 'deterministically' and 'stochastically' shrunken estimators with the ridge estimator. Hocking, Speed and Lynn (1976) employed the pitprop data described by Jeffers (1967) and the air pollution data provided by McDonald and Schwing (1973) to compare their iterative shrinkage estimators with the ridge regression estimator. They found that the solutions produced by their iterative shrinkage estimators had significantly smaller $R^2$ values than the corresponding ridge regression solutions. Gunst and Mason (1974) provided
a detailed series of simulations to evaluate the performance of the ordinary least squares, generalized least squares, ridge and James and Stein (1961) shrinkage estimators. Based upon the results of the simulations, they concluded that the James and Stein's (1961) estimator is substantially better than the least squares estimator only when the $X'X$ matrix is nearly orthogonal. In addition, Gunst and Mason (1974) found that the ridge estimator almost always yielded a smaller mean squared error than James and Stein's (1961) estimator. Another series of simulation experiments comparing the efficiencies of different ridge and shrinkage estimators was described by Dempster, Schatzoff and Wermuth (1977). In addition to the simulation results, the comments of a number of reviewers of Dempster, Schatzoff and Wermuth's (1977) work were published.
Chapter 4

Criticisms Of The Ridge Estimator

Coniffe and Stone (1973) provided an extensive critique of the ridge regression procedures outlined by Hoerl and Kennard (1970a). A number of mathematical and statistical objections to the procedures which Coniffe and Stone (1973) felt limited the usefulness of the estimator were presented. Their most serious objection concerned the mean squared error admissibility of the ridge estimates calculated from sampled data. Hoerl and Kennard (1970a) demonstrated the existence of an interval for $k$ dependent upon $\alpha$ and $\sigma^2$ such that the ridge estimator is mean squared error admissible. In addition, Hoerl and Kennard (1970a) suggested several procedures for choosing appropriate values of $k$. Coniffe and Stone (1973) pointed out that Hoerl and Kennard's (1970a) arguments assumed that both $\alpha$ and $\sigma^2$ are known quantities. In reality, these parameters must be estimated from the sampled data. Therefore, Coniffe and Stone (1973) argued that there is no guarantee that any of the ridge regression procedures proposed by Hoerl and Kennard (1970a) will produce values of $k$ which lead to improved parameter estimates in any practical problem.

In order to illustrate their criticism of Hoerl and Kennard's (1970a) mean squared error admissibility condition, Coniffe and Stone (1973) considered the estimation of the mean for a population of normal variates. Suppose that the population mean and variance are denoted by $\mu$ and $\sigma^2$ respectively. A sample of size $n$ from the population is assumed. First, Coniffe and Stone (1973) considered
the sample mean:

$$\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i$$

(4.1)

as an estimator of \( \mu \). Since the sample mean is an unbiased estimator of \( \mu \), the mean squared error of \( \bar{x} \) is given by:

$$\text{MSE}(\bar{x}) = E(\bar{x} - \mu)^2$$

$$= \sigma^2/n$$

(4.2)

Coniffe and Stone (1973) also considered \( k\bar{x} \) where:

$$k = \left(1 + \frac{\sigma^2}{(n\mu^2)}\right)^{-1}$$

(4.3)

as an estimator of \( \mu \). They noted that the mean squared error of \( k\bar{x} \) is given by:

$$\text{MSE}(k\bar{x}) = E(k\bar{x} - \mu)^2$$

$$= k^2 \text{Var}(\bar{x}) + (k - 1)^2 \mu^2$$

$$= \mu^2 \sigma^2/(n\mu^2 + \sigma^2)$$

(4.4)

provided that the true value of \( k \) is known. Utilizing (4.2) and (4.4), \( k\bar{x} \) is mean squared error admissible if and only if:

$$\frac{\mu^2 \sigma^2}{(n\mu^2 + \sigma^2)} < \frac{\sigma^2}{n}$$

(4.5)

Condition (4.5) is satisfied for all values of \( \mu \) and \( n \) if \( \sigma^2 > 0 \).

Therefore, Coniffe and Stone (1973) concluded that \( k\bar{x} \) is a mean squared error admissible estimator of \( \mu \) whenever \( \sigma^2 > 0 \) and \( k \) is known.

In light of the above, Coniffe and Stone (1973) suggested that it might seem reasonable to consider an estimator for \( \mu \) of the form:

$$\hat{\mu} = k\bar{x}$$


\[ \bar{x}(1 + s^2/(nx^2))^{-1} \]  
whenever the true value of \( k \) is unknown. However, Hodges and Lehmann (1951) showed that \( \bar{x} \) has the smallest mean squared error of all estimators of \( \mu \) whenever both \( \sigma^2 \) and \( \sigma^2/\mu^2 \) are unknown. As a result, no estimator of the form (4.6) can be mean squared error admissible if \( k \) is unknown. In the same manner, Coniffe and Stone (1973) argued that Hoerl and Kennard's (1970a) admissibility condition is only valid if \( \alpha \) and \( \sigma^2 \) are known quantities.

Most of the other criticisms raised by Coniffe and Stone (1973) concerned the stability of the ridge estimator and the criteria proposed by Hoerl and Kennard (1970a) for choosing appropriate values of \( k \). Coniffe and Stone (1973) noted that ridge regression consists of inflating the diagonal elements of the \( X'X \) matrix so that \( \hat{\beta}_k \alpha \) is less than \( \hat{\beta}^* \). Hoerl and Kennard (1970a) argued that since the coefficients of the least squares solution are often inflated, the ridge estimator should produce better estimates of \( \beta \) than the ordinary least squares estimator. Coniffe and Stone (1973) rejected this argument pointing out that unless one knows which components of \( \beta \) are overestimated and which are underestimated; there is no reason to believe that any components of the ridge estimates should be closer to the true parameters than the corresponding components of the ordinary least squares estimates. In addition, they argued that it is not self-evident that all the criteria proposed by Hoerl and Kennard (1970a) for choosing
a value of $k$ from a ridge trace can be simultaneously satisfied in any problem.

Hoerl and Kennard (1970a) emphasized the property of the ridge estimator that the ridge estimates tend to stabilize for some positive values of $k$. Coniffe and Stone (1973) argued that this tendency is a direct result of the form of the ridge estimator and not a property indicating that the ridge estimator is superior to the ordinary least squares estimator. To make their point, they considered the case where the $X'X$ matrix is an identity matrix and so perfectly conditioned. Invoking (2.2), the ridge estimator for this $X'X$ matrix may be written as:

$$
\hat{\beta}_k^* = (I_D + k(X'X)^{-1})^{-1} \hat{\beta} \\
= (1 + k)^{-1} \hat{\beta}
$$

(4.7)

In this case:

$$
\frac{d}{dk} \hat{\beta}_k^* = -(1 + k)^{-2} \hat{\beta}
$$

(4.8)

It can be seen from (4.8) that the ridge estimator will change more slowly for increasing $k$ even in the case when the $X'X$ matrix is perfectly conditioned. Therefore, Coniffe and Stone (1973) concluded that the tendency of the ridge estimator to stabilize is the result of the definition of the estimator and not the ill-conditioning in the data.

Finally, Coniffe and Stone (1973) pointed out that an ill-conditioned $X'X$ matrix indicates that the data set is inadequate
or that some of the dependent variables are redundant. Instead of using a biased estimator such as the ridge estimator, they suggested that it would be more proper to collect more data or drop any redundant variables. Coniffe and Stone (1973) pointed to the extreme case where one of the eigenvalues for the $X'X$ matrix is actually zero to justify this assertion. It would not be proper to utilize the ridge estimator in this situation since the ridge estimator would re-introduce the effect of an eigenvalue known to be zero into the estimation process. However, Coniffe and Stone (1973) pointed out that the smallest eigenvalue may not be exactly equal to zero due to errors in the measurement of the independent variables. As a result, all the eigenvalues would be incorrectly assumed to be non-zero and ridge regression applied.

Smith and Goldstein (1975) responded to Coniffe and Stone's (1973) criticisms of the ridge estimator. They agreed that mean squared error function arguments for $\hat{\beta}_k$ can often be misleading. Smith and Goldstein (1975) emphasized that one should be aware of when to apply the ridge estimator to shrink the estimates of the coefficients and when not to. However, they pointed out that a value for $k$ which improves each component of the estimates can always be found. The mean squared error admissibility condition presented by Hoerl and Kennard (1970a) gives a sufficient condition for such a value of $k$. 
The condition under which the greatest improvement in the mean squared errors of the ridge estimates can be expected was presented by Smith and Goldstein (1975). The mean squared error for the ridge estimator of $\beta_i$ can be expressed as:

$$
\text{MSE}(\hat{\beta}_{ik}^\star) = E(\hat{\beta}_{ik}^\star - \hat{\beta}_i)^2
$$

$$
= E(\sum_{j=1}^{P} P_{ij}(\hat{\alpha}_{jk}^\star - \alpha_j))^2
$$

(4.9)

Smith and Goldstein (1975) employed the form of the canonical model defined by (3.137) to simplify (4.9). Invoking (3.138), (3.139) and (3.152), the mean squared error of the ridge estimate of $\beta_i$ may be rewritten as:

$$
\text{MSE}(\hat{\beta}_{ik}^\star) = \sum_{j=1}^{P} P_{ij} \frac{\lambda_j \sigma^2 - k^2 \alpha_{1,j}^2}{(\lambda_j + k)^2}
$$

$$
+ 2 \sum_{j=1}^{P} \sum_{m=j+1}^{P} \frac{k^2 \alpha_{1,j} \alpha_{1,m}}{\lambda_j (\lambda_j + k)(\lambda_m + k)}
$$

(4.10)

Therefore, it follows that:

$$
\frac{d}{dk} \text{MSE}(\hat{\beta}_{ik}^\star) \bigg|_{k=0} = -2\sigma^2 \sum_{j=1}^{P} \frac{\lambda_j \alpha_{1,j}^2 P_{ij}}{\lambda_j (\lambda_j + k)(\lambda_m + k)}
$$

(4.11)

As a result of (4.11), Smith and Goldstein (1975) concluded that the greatest potential for improvement in the estimated coefficients using the ridge estimator occurs when $P_{ij}$ is large and $\lambda_j$ small. Further, they argued that $k$ will have little effect upon the estimated coefficients when $\lambda_j$ is at all large. They argued that the ridge estimates of the coefficients should be close to the ordinary least squares estimates in this case.
Smith and Goldstein (1975) argued that \( k \) should be considered as a function of the \( X^\prime X \) matrix instead of \( y \). They suggested that the mean squared error function for the ridge estimator may be viewed as an expectation conditional upon the \( X^\prime X \) matrix. In this case, \( k \) would be a constant with respect to the expectation operator. Smith and Goldstein (1975) rejected Coniffe and Stone's (1973) assertion that Hoerl and Kennard's (1970a) proof of the existence of mean squared error admissible ridge estimators requires \( \alpha \) and \( \sigma^2 \) to be known. In fact, Goldstein and Smith (1975) recalled one of Hoerl and Kennard's (1970a) original criteria for choosing a value for \( k \) using the ridge trace to suggest an algorithm for selecting \( k \). Based upon Hoerl and Kennard's (1970a) argument that the ridge trace should resemble an orthogonal system near the value of \( k \) chosen, Smith and Goldstein (1975) proposed that \( k \) be selected to satisfy:

\[
Z_k(X^\prime X)^{-1}Z_k = \frac{1}{1 + k}I_p \tag{4.11}
\]

Smith and Goldstein (1975) suggested that the analysis of a ridge trace may be viewed as a numerical inspection procedure for solving (4.11). In practice, such a procedure may or may not give reasonable results.

Smith and Goldstein (1975) accused Coniffe and Stone (1973) of being naive in recommending that more data be collected or dependent variables dropped when the data set is inadequate rather than utilizing a biased estimator such as the ridge estimator. Smith
and Goldstein (1975) noted that collecting more data should almost always be preferable. However, they suggested that data sets are often encountered for which the collection of more data is not practical. In the same manner, Smith and Goldstein (1975) noted that problems arise for which it is necessary to estimate the parameters for the full model. Smith and Goldstein (1975) asserted that ridge regression is preferable to ordinary least squares estimation in precisely these situations.

Later, Coniffe and Stone (1975) replied to Smith and Goldstein's (1975) discussion of their critique. In addition to restating their original criticisms of ridge regression, Coniffe and Stone (1975) noted that Smith and Goldstein (1975) did not reject their argument that Hoerl and Kennard (1970a) have not shown that any specific algorithm for choosing $k$ necessarily leads to a mean squared error admissible estimator. Furthermore, Coniffe and Stone (1975) argued that $k$ is a function of $Y$ irregardless of whether it is estimated by $\hat{\sigma}^2/\hat{\alpha}_1^2$ or selected using a ridge trace. They pointed out that condition (4.11) cannot be satisfied by any finite value of $k$ and suggested that Smith and Goldstein (1975) had misunderstood the stability criteria proposed by Hoerl and Kennard (1970a). Coniffe and Stone (1975) observed that Mayer and Willke (1973) raised objections to the ridge estimator similar to theirs.

Bacon and Hausman (1974) outlined several difficulties inherent
in ridge regression in addition to those mentioned above. They noted that the value of \( \sigma^2 \) required to estimate the variances of the ridge estimates must be estimated using the ordinary least squares estimator. Bacon and Hausman (1974) pointed out that no direct meaning can be assigned to \( k \) and that the algorithms for choosing \( k \) are imprecise. In addition, they noted that ridge regression is only suitable for models whose error structure can efficiently be handled by the ordinary least squares estimator.

In order to circumvent some of the difficulties mentioned above, Bacon and Hausman (1974) employed Chapman's (1964) minimum mean squared error estimator to treat the biasing parameter \( k \) as a variable. \( k \) was assigned a prior mean and variance. Bacon and Hausman (1974) noted that more general error structures may be handled using Chipman's (1964) estimator if a covariance matrix is assumed for the unobservable disturbances. Bacon and Hausman (1974) also pointed out that the choice of the \( k \) for the ridge estimator in their formulation does not depend upon the estimation results but rather upon prior assumptions which are known before the data is collected.

Vinod (1976b) described several problems associated with the ridge regression procedures outlined by Hoerl and Kennard (1970a). He noted that it was difficult to utilize the constant \( k \) to monitor the degree of multicollinearity in any particular problem since it has an infinite range. In addition, Vinod (1976b) mentioned the
property first pointed out by Coniffe and Stone (1973) that the
stability of the ridge trace for increasing $k$ results directly
from the form of the estimator. In order to alleviate these two
problems, Vinod (1976b) introduced a new scale for the horizontal
axis of the ridge trace which he called the multicollinearity al-
lowance. He defined the multicollinearity allowance by:

$$m = p - \frac{1}{\sum_{i=1}^{p} \frac{\lambda_i}{\lambda_i + k}}$$

(4.12)

The multicollinearity allowance takes on the extreme values 0
when $k$ equals 0 and $p$ when $k$ is set to $\infty$. Vinod (1976b) inter-
preted the multicollinearity allowance as the assigned deficiency
in the $X'X$ matrix.

Unlike the $k$ scale, the multicollinearity allowance scale
does not have the property that the ridge trace appears more
stable for larger $m$ even if the data is completely orthogonal.
This can be illustrated by assuming that the $X'X$ matrix is a $p \times p$
identity matrix. In this case:

$$\beta^*_k = (I_p + k(X'X)^{-1})^{-1} \hat{\beta}$$

$$= (1 + k)^{-1} \hat{\beta}.$$  \hspace{1cm} (4.13)

so that:

$$\frac{d}{dk} \beta^*_k = -(1 + k)^{-2} \beta$$

(4.14)

and:

$$\frac{d}{dk} m = \frac{d}{dk} \left( p - \sum_{i=1}^{p} \frac{\lambda_i}{\lambda_i + k} \right)$$

$$= p/(1 + k)^2.$$  \hspace{1cm} (4.15)
Therefore, the rate of change in the ridge estimator with respect to m is given by:

\[
\frac{d}{dm} \hat{\beta}_k^* = \frac{d}{dk} \hat{\beta}_k^* \cdot \frac{dk}{dm} = -\hat{\beta}/p
\]

which is independent of m. It follows from (4.16) that the ridge trace will not necessarily stabilize as m increases.

Vinod (1976b) argued that the use of the m scale should lead to ridge traces which are more easily interpreted than those produced using the k scale. He illustrated this conjecture using two economy of scale functions which exhibited serious multicollinearity in their exogenous variables.

Obenheim (1975b) reviewed a number of the properties of the residuals which result from the use of the ordinary least squares, weighted least squares and biased estimators. He examined various residual optimality properties. Obenheim (1975b) noted that, by definition, the ordinary least squares residual vector is the shortest. Therefore, he argued that it is intuitively obvious that no improvement in the mean squared residual error can result from the use of a ridge estimator.
Chapter 5

Generalizations Of The Ridge Estimator

Höerl and Kennard (1970a) derived a sufficient condition for the mean squared error admissibility of the ridge estimator $\hat{\beta}_k^*$. They showed that for any constant $k$ which satisfies:

$$0 < k < \frac{\sigma^2}{\sigma_1^2}$$ (5.1)

for each component $i$, the mean squared error of $\hat{\beta}_k^*$ is less than the sum of the variances of the components of $\hat{\beta}$. Höerl and Kennard (1970a) proposed a generalization of the ridge estimator $\beta_k^*$ based upon inequality (5.1). Instead of choosing a single biasing parameter $k$, they suggested the use of a separate $k_i$ corresponding to each component of $\beta$. As a result, the generalized ridge estimator becomes:

$$\beta_*(K) = (X^\prime X + K)^{-1}X^\prime Y$$ (5.2)

where $K$ is a diagonal matrix with non-negative diagonal elements. In some situations, it will be more convenient to consider the canonical form of the general model:

$$Y = X\beta + \epsilon = X^*a + \epsilon$$ (5.3)

where $X^*$ and $a$ are defined in (2.20). Adopting the canonical form of the model, the generalized ridge estimator becomes:

$$\alpha^*(K) = (X^*X^* + K)^{-1}X^*Y$$
$$= (\Lambda + K)^{-1}X^*Y$$ (5.4)

Goldstein and Smith (1974) noted the existence of an orthogonal matrix $Q$ such that:
where $\Lambda^{1/2}$ is a $p \times p$ diagonal matrix and 0 is a $(n - p) \times p$ matrix of zeros. The $i$'th diagonal element of $\Lambda^{1/2}$ equals the square root of $\lambda_i$. Using the orthogonal matrix $Q$, they derived a more explicit form of the estimator $\hat{\alpha}^*(K)$. Consider the following transformation of the canonical form of the general model:

$$Z = QY$$
$$= QX\alpha + Q\epsilon$$

Adopting this form of the general model, Hoerl and Kennard's (1970a) generalized ridge regression estimator becomes:

$$\hat{\alpha}^*(K) = (X^*Q^*QX^* + K)^{-1}X^*Q^*Z$$

$$= (\Lambda + K)^{-1}X^*Q^*Z$$

where:

$$X^*Q^* = P^*X^*Q^*$$

$$= \begin{bmatrix}
\Lambda^{1/2} \\
0
\end{bmatrix}$$

Combining (5.7) and (5.8), it can be seen that each component of $\hat{\alpha}^*(K)$ is of the form:

$$\hat{\alpha}_i^*(K) = \frac{1}{\lambda_i + k_i} \lambda_i^{1/2}z_i$$

Properties analogous to those for the ridge estimator may be derived for the generalized ridge estimator. Since:

$$\hat{\beta}^*(K) = (X^*X + K)^{-1}X^*Y$$

$$= (X^*X + K)^{-1}(X^*X)\hat{\beta}$$

$$= (I_p + K(X^*X)^{-1})^{-1}\hat{\beta}$$

it can be seen that $\hat{\beta}^*(K)$ is a linear transformation of the ordinary
least squares estimator \( \hat{\beta} \). The expected value of \( \hat{\beta}^*(K) \) is given by:

\[
E(\hat{\beta}^*(K)) = (I_p + K(X'X)^{-1})^{-1}E(\hat{\beta}) = (I_p + K(X'X)^{-1})^{-1}\beta \tag{5.11}
\]

Therefore \( \hat{\beta}^*(K) \) is a biased estimator of \( \beta \) if any diagonal element of \( K \) is nonzero. The variance-covariance matrix for \( \hat{\beta}^*(K) \) follows directly from the variance-covariance matrix for the least squares estimator:

\[
\text{Var}(\hat{\beta}^*(K)) = \text{Var}((I_p + K(X'X)^{-1})^{-1}\beta) \\
= \sigma^2(I_p + K(X'X)^{-1})^{-1}(X'X)^{-1}(I_p + K(X'X)^{-1})^{-1} \\
= \sigma^2(X'X + K)^{-2}(X'X) \tag{5.12}
\]

A sufficient condition for the mean squared error admissibility of the generalized ridge estimator is provided by the theorem:

**Theorem 5.1:** Suppose that for each component \( i \):

\[
0 < k_i < \frac{\sigma^2}{\sigma_i^2} \tag{5.13}
\]

then \( \hat{\beta}^*(K) \) is a mean squared error admissible estimator of \( \beta \) in (1.1).

**Proof:** Since orthogonal transformations preserve lengths and:

\[
\hat{\beta}^*(K) = P\hat{\alpha}^*(K) \tag{5.14}
\]

it is sufficient to show that \( \hat{\alpha}^*(K) \) is a mean squared error admissible estimator of \( \alpha \) when (5.13) is satisfied for each component \( i \). Consider Goldstein and Smith's (1974) characterization of the generalized ridge estimator. Since the unobservable disturbances are assumed
to satisfy conditions (1.2), the expected value and variance-covariance matrix for \( Z \) are:

\[
E(Z) = E(QX^* \alpha + Qe) \\
= QX^* \alpha + QE(c) \\
= \begin{bmatrix}
\lambda_i^3 \\
\lambda_i \\
0
\end{bmatrix} \alpha \\
= \begin{cases}
\lambda_i^3 \alpha_i & \text{for } i = 1, 2, \ldots, p \\
0 & \text{for } i = p + 1, p + 2, \ldots, n
\end{cases} \tag{5.15}
\]

and:

\[
\text{Var}(Z) = \text{Var}(Qe) \\
= Q \text{Var}(e) Q^* \\
= \sigma^2 I_p \tag{5.16}
\]

respectively. By definition, the i'th component of the mean squared error function for \( \hat{\alpha}^*(K) \) is:

\[
E(\hat{\alpha}^*_i(K) - \alpha_i)^2 = \frac{1}{(\lambda_i + k_i)^2} E(\lambda_i^4 z_i - \lambda_i^2 \alpha_i - k_i^2 \alpha_i)^2 \\
= \frac{1}{(\lambda_i + k_i)^2} \left( \lambda_i \text{Var}(z_i) + k_i^2 \alpha_i^2 \right) \\
= \frac{1}{(\lambda_i + k_i)^2} \left( \lambda_i \sigma^2 + k_i^2 \alpha_i^2 \right) \tag{5.17}
\]

Therefore, the mean squared error function for \( \hat{\alpha}^*(K) \) becomes:

\[
\text{MSE}(\hat{\alpha}^*(K)) = E((\hat{\alpha}^*(K) - \alpha)^*(\hat{\alpha}^*(K) - \alpha)) \\
= \frac{1}{P} \sum_{i=1}^{P} E(\hat{\alpha}^*_i(K) - \alpha_i)^2 \\
= \frac{1}{P} \sum_{i=1}^{P} \frac{\lambda_i \sigma^2 + k_i^2 \alpha_i^2}{(\lambda_i + k_i)^2} \tag{5.18}
\]
Comparing (2.53) and (5.18) it can be seen that the mean squared error function for \( \hat{\alpha}^*(K) \) or \( \hat{\beta}^*(K) \) is analogous to the corresponding function for \( \hat{\beta}^*_k \). Invoking similar arguments as were employed in the proof of Theorem 2.4, it can be shown that \( \hat{\alpha}^*(K) \) is mean squared error admissible when inequality (5.13) is satisfied for each component \( i \).

Banerjee and Carr (1971) proposed a characterization of the generalized ridge estimator similar to the one they gave for \( \hat{\beta}^*_k \). They suggested the augmentation of the existing data set \((Y_X, X)\) with the data set \((Y_A, V)\). \( V \) is an arbitrary \( p \times p \) design matrix satisfying:

\[
V'V = K
\]  

(5.19)

\( Y_A \) is the corresponding \( p \times 1 \) vector of dependent variables which if observable would have been included in \( Y_X \). In this case, the augmented model becomes:

\[
\begin{bmatrix}
Y_X \\
- & \\
Y_A
\end{bmatrix} = 
\begin{bmatrix}
X \\
- & \\
V
\end{bmatrix} \beta + \epsilon
\]  

(5.20)

An unbiased estimator of \( \beta \) based upon the augmented model (5.20) is given by the ordinary least squares estimator:

\[
\hat{\beta}_A = (X'X + V'V)^{-1}(X'Y_X + V'Y_A)
= (X'X + K)^{-1}(X'Y_X + V'Y_A)
= \hat{\beta}^*(K) + (X'X + K)^{-1}V'Y_A
\]  

(5.21)

The generalized ridge estimator \( \hat{\beta}^*(K) \) corresponds to the estimator of \( \beta \) obtained by dropping the term involving \( Y_A \) from (5.21). As was the case for the ridge estimator, Banerjee and Carr (1971) argued
that the relative accuracy of $\hat{\beta}^*(K)$ should be compared with its corresponding unbiased estimator $\hat{\beta}_A$. By repeating the arguments employed in the proofs of Theorems 2.2 and 4.1; it can be seen that $\hat{\beta}^*(K)$ is mean squared error admissible when compared with $\hat{\beta}_A$.

Vinod (1976b) observed that the form of the ridge trace proposed by Hoerl and Kennard (1970a) cannot be applied to the generalized ridge estimator. It would not be practical to plot the estimated parameters against the different biasing parameters $k_i$. Instead, Vinod (1976b) suggested that a ridge trace can be utilized by modifying the multicollinearity allowance scale defined by (4.12). Suppose that a scale is formed by replacing $k$ in (4.12) with the constants $k_i$ which correspond to the different components of $\hat{\alpha}$. The resultant scale is of the form:

$$m = p - \sum_{i=1}^{p} \frac{\lambda_i}{\lambda_i + k_i}$$  \hspace{1cm} (5.22)

Vinod (1976b) put forward several procedures for plotting the generalized ridge estimates against the modified multicollinearity allowance scale. The criteria are designed to monitor the relative stability of the parameter estimates as the $k_i$'s change.

Hocking, Speed and Lynn (1976) considered various procedures for calculating values for the $k_i$'s directly from the data. They noted that the mean squared error function (5.18) is minimized when:
\[ k_i = \frac{s^2}{\alpha_i^2} \]  \hspace{1cm} (5.23)

Therefore, it would seem reasonable to estimate appropriate \( k_i \)'s by substituting suitable estimates of \( \alpha_i \) and \( s^2 \) into (5.23). Hoerl and Kennard (1970a) proposed substituting the ordinary least squares estimates of \( \alpha_i \) and \( s^2 \) into (5.23). Let \( \hat{k}_i(0) \) denote the estimator of \( k_i \) obtained by substituting \( \hat{\alpha}_i \) and \( \hat{s}^2 \) into (5.23). \( \hat{k}_i(0) \) parallels the estimator \( \hat{\kappa}_h \) which Hoerl, Kennard and Baldwin (1975) considered for the biasing parameter in the ridge estimator \( \hat{\beta}_k \). Due to the tendency of \( \hat{\alpha} \) to over-estimate \( \alpha \), Hoerl and Kennard (1970a) argued that an iterative procedure could be employed to obtain better estimates of the \( k_i \)'s. Therefore, they suggested that the \( i \)th component of the generalized ridge estimator obtained using \( k_i(0) \) should be utilized to produce an improved estimate of \( k_i \). Hoerl and Kennard (1970a) recommended repeating this procedure until the estimates of all the \( k_i \)'s converge. Let \( K(j) \) denote the \( p \times p \) diagonal
matrix whose $i$'th diagonal element equals the estimate of $k_i$ corresponding to the $j$'th iteration. The general formula for Hoerl and Kennard's (1970a) iterative estimator of $k_i$ becomes:

$$k_i(j) = \begin{cases} \frac{\hat{\sigma}^2}{\hat{\alpha}_i^2} & \text{for } j = 0 \\ \frac{\sigma^2}{\hat{\alpha}_i^2} \frac{1}{(k^{(j-1)})^2} & \text{for } j = 1, 2, 3, \ldots \end{cases} \quad (5.24)$$

where:

$$\hat{\alpha}^*(k^{(j)}) = (\Lambda + K^{(j)})^{-1} x^* y \quad (5.25)$$

Brown and Rock (1975) indicated a method for choosing the $k_i$'s in such a manner as to minimize an estimate of the predictive mean squared error. Vinod (1976a) examined the relationship between the generalized ridge regression estimator and an estimator due to Bhattacharya (1966) stemming from Stein's (1960) proposals. He considered the generalized ridge regression estimator which is obtained when the $k_i$'s are assigned the values:

$$k_i = \frac{\lambda_i - \hat{\lambda}_i}{\hat{\Delta}_i} \quad (5.26)$$

where the $\Delta_i$'s are Stein-like shrinkage factors similar to those described in Chapter 3. A heuristic modification of Bhattacharya's (1966) estimator which is analogous to the generalized ridge regression estimator for decreasing $\Delta_i$'s was also analysed by Vinod (1976a). In addition, the results of a number of simulation experiments to rank the mean squared errors for the various estimators were reported.
Hemmerle (1975) presented an explicit solution for the limiting values of the generalized ridge estimator using Hoerl and Kennard's (1970a) iterative procedure. In order to simplify the notation, the canonical form of the model will be considered. Using the results above, \( \hat{\alpha}^*(K(j)) \) may be expressed in terms of the ordinary least squares solution as follows:

\[
\hat{\alpha}^*(K(j)) = (\Lambda + K(j))^{-1}X^*Y
= (\Lambda + K(j))^{-1}(X^*X)^{1/2}\hat{\alpha}
= (\Lambda + K(j))^{-1}\Lambda\hat{\alpha}
\]  

(5.27)

Let \( \hat{\alpha}_i(j) \) denote the \( i \)'th component of \( \hat{\alpha}^*(K(j)) \). Combining (5.24) and (5.27), the \( i \)'th component of \( \hat{\alpha}^*(K(j)) \) becomes:

\[
\hat{\alpha}_i(j) = \frac{\lambda_i}{\lambda_i + k_i(j)}\hat{\alpha}_i
= b_i(j)\hat{\alpha}_i
\]  

(5.28)

where:

\[
b_i(j) = \frac{\hat{\alpha}_i(j-1)}{\hat{\alpha}_i(j-1) + \frac{\sigma^2}{\lambda_i}}
\]  

(5.29)

Adopting the methodology of Hocking, Speed and Lynn (1976), \( b_i(j) \) may be expressed as:

\[
b_i(j) = \frac{2^{2\lambda_i^2}}{b_i(j-1)\frac{2\lambda_i^2 + \sigma^2}{\lambda_i}}
\]  

(5.30)

Let \( L \) denote the ratio \( \sigma^2/(\lambda_i a_i^2) \). In this case, \( b_i(j) \) becomes:

\[
b_i(j) = \frac{b_i(j-1)}{b_i(j-1)^2 + L}
\]  

(5.31)
The convergence theorem from the Appendix may be invoked to find the limiting values of $b_{i(j)}$ and hence a limiting solution for Hoerl and Kennard's (1970a) iterative generalized ridge regression estimator. Hoerl and Kennard (1970a) argued that initial estimates of the $k_i$'s should be obtained by substituting ordinary least squares estimates of $\hat{\alpha}_i$ and $\hat{\sigma}^2$ into (5.23). In this case,

$$\hat{\alpha}_i(0) = (1 + \frac{\hat{\sigma}^2}{\lambda_i \hat{\alpha}_i^2})^{-\frac{1}{2}} \hat{\alpha}_i$$

$$= (1 + L)^{-\frac{1}{2}} \hat{\alpha}_i$$  \hspace{1cm} (5.32)

so that $b_{i(0)}$ should be assigned the value $(1 + L)^{-\frac{1}{2}}$. Applying the convergence theorem from the Appendix, it follows that the limiting values of $b_{i(j)}$ satisfy:

$$b_i^* = \begin{cases} 0 & \text{if } L > \frac{1}{4} \\ \frac{1}{2} + \frac{1}{2} - L \frac{1}{2} & \text{otherwise} \end{cases}$$  \hspace{1cm} (5.33)

Combining (5.28) and (5.33), it can be seen that the limiting values of the $i$th component of $\hat{\alpha}^*(K_{(j)})$ are given by:

$$\hat{\alpha}_i^* = \begin{cases} 0 & \text{if } L > \frac{1}{4} \\ \left(\frac{1}{2} + \frac{1}{2} - L \frac{1}{2}\right) \hat{\alpha}_i & \text{otherwise} \end{cases}$$  \hspace{1cm} (5.34)

Hemmerle (1975) expressed his solution for the limiting values of Hoerl and Kennard's (1970a) iterative generalized ridge estimator in a simpler form than (5.34). Instead of determining the limiting values of $b_{i(j)}$, he examined the behaviour of the ratios:

$$e_{i(j)} = \frac{\hat{\sigma}^2}{\lambda_i \hat{\alpha}_i(j-1)^2}$$

$$= \frac{\hat{\sigma}^2}{\lambda_i b_{i(j-1)} \hat{\alpha}_i^2}$$
\[ \alpha_i^* = \frac{L}{b_i(j-1)^2} \]  

(5.35)

for all \( j \) greater than or equal to zero. In (5.35), it is assumed that \( b_i(-1) \) equals 1 so that \( e_i(0) \) becomes \( L \). Comparing (5.35) and (5.33) it can be seen that:

\[ \hat{\alpha}_i(j) = b_i(j) \hat{\alpha}_i \]

\[ = (1 + e_i(j))^{-1} \hat{\alpha}_i \]  

(5.36)

Therefore, the limiting values of \( \hat{\alpha}_i(j) \), \( b_i(j) \) and \( e_i(j) \) satisfy the relationship:

\[ \hat{\alpha}_i^* = b_i^* \hat{\alpha}_i \]

\[ = (1 + e_i^*)^{-1} \hat{\alpha}_i \]  

(5.37)

The long run values of \( e_i(j) \) may be found by directly applying (5.33). Consider first the case where \( e_i(0) \) or \( L \) is greater than 0.25. Since \( e_i(j) \) is related to \( b_i(j-1) \) by (5.35) and \( b_i^* \) equals zero, it follows that \( e_i^* \) is infinite. In the case where \( e_i(0) \) is less than or equal to 0.25, substituting (5.33) into (5.37) gives:

\[ (1 + e_i^*)^{-1} = \frac{1}{4} + (\frac{1}{4} - L)^{\frac{1}{2}} \]

\[ = \frac{1}{4} + (1 - e_i(0))^\frac{1}{2} \]  

(5.38)

or:

\[ e_i^* = \frac{1}{2e_i(0)} \left( (1 - 2e_i(0)) - (1 - 4e_i(0))^\frac{1}{2} \right) \]  

(5.39)

Therefore, Hemmerle's (1975) form of the solution for the limiting values of the individual components of \( \hat{\alpha}_i^*(K(j)) \) is given by:

\[ \hat{\alpha}_i^* = \begin{cases} 0 & \text{if } e_i(0) = L > \frac{1}{4} \\ (1 + e_i^*)^{-1} \hat{\alpha}_i & \text{otherwise} \end{cases} \]  

(5.40)
where $e_i^*$ satisfies (5.39). Based upon this formulation of the limiting values of the generalized ridge regression estimator, Hemmerle (1975) proposed a test of the hypothesis that $\hat{\alpha}_i$ equals zero by comparing $1/e_i(0)$ with a $F_{1,n-p-1}$ variate.

The explicit solution for the limiting values of Hoerl and Kennard's (1970a) iterative generalized ridge estimator was developed by Hemmerle (1975) without regard to the resulting increase in the residual sum of squares. He noted that in most practical applications of ridge regression some constraint should be placed upon the increase in the residual sum of squares. To this end, Hemmerle (1975) defined $\Delta^*(j)$ to be the increase in the residual sum of squares which results when $\hat{\alpha}^*(K(j))$ is employed as an estimator of $\alpha$ instead of $\hat{\alpha}$. As a result of (2.12), it follows that $\Delta^*(j)$ satisfies:

$$
\Delta^*(j) = \phi(\hat{\alpha}^*(K(j))) - \phi(\hat{\alpha})
= (\alpha - \hat{\alpha}^*(K(j)))^T X^* X^* (\alpha - \hat{\alpha}^*(K(j)))
= (\alpha - \hat{\alpha}^*(K(j)))^T \Lambda(\alpha - \hat{\alpha}^*(K(j)))
$$

(5.41)

Suppose that the $i$'th component of the increase in the residual sum of squares corresponding to the $j$'th iteration of Hoerl and Kennard's (1970a) iterative generalized ridge estimator is denoted by $C_{i(j)}$. Applying (5.35), it follows that:

$$
C_{i(j)} = (\hat{\alpha}_i(j) - \bar{\alpha}_i)^2 \lambda_i
= \frac{\sigma^2}{\sqrt{e_i(j)}} - \frac{1}{\sqrt{e_i(0)}})^2
= \frac{\sigma^2}{\sqrt{e_i(j)}} \frac{e_i(j-1)}{e_i(j)}
$$

(5.42)
Assuming that $e_i(0)$ is less than or equal to 0.25, the limiting value for the \(i\)'th component of the increase in the residual sum of squares is given by:

\[
\lim_{j \to \infty} C_i(j) = \hat{\sigma}^2 e_i
\]  

(5.43)

In the case where $e_i(0)$ is greater than 0.25,

\[
\lim_{j \to \infty} C_i(j) = \hat{\sigma}^2 \lim_{j \to \infty} \frac{e_i(j-1)^2}{e_i(0)(1 + e_i(j-1))}
\]

\[
= \frac{\hat{\sigma}^2}{e_i(0)}
\]  

(5.44)

In order to calculate the limiting value of the total increase in the residual sum of squares, it is necessary to partition the explanatory variables into the two sets:

\[
a = \{ i \mid e_i(0) \leq 0.25 \}
\]

\[
b = a^c
\]

Combining (5.43) and (5.44) it follows that:

\[
\lim_{j \to \infty} \Delta_i^*(j) = \lim_{j \to \infty} \sum_{i=1}^{p} C_i(j)
\]

\[
= \lim_{j \to \infty} \left\{ \sum_{j \to \infty} \frac{C_i(j)}{a} \sum_{i=1}^{p} C_i(j) \right\}
\]

\[
= \hat{\sigma}^2 \left\{ \sum_{i=1}^{p} \frac{e_i^*}{a} \frac{1}{b} \frac{1}{e_i(0)} \right\}
\]  

(5.46)

Hemmerle (1975) considered the situation where it is desired to constrain the generalized ridge regression estimates so that the increase in the residual sum of squares is no more than 100M%.

In other words, it is required that:

\[
\Delta_i^* = \lim_{j \to \infty} \Delta_i^*(j) \leq M(n - p - 1) \hat{\sigma}^2
\]
This implies that the limiting solution defined by (5.40) may only be accepted if \( M^* \) is not less than \( \Delta^* \). Otherwise, the solution must be modified so that (5.47) is satisfied.

Hemmerle (1975) put forward two different procedures for modifying (5.40) so that the increase in the residual sum of squares is less than or equal to 100 \( M^* \). First, he suggested iterating \( \alpha^*(K_{(j)}) \) until the condition:

\[
\Delta^* > M^*
\]

(5.48)
is reached. Alternatively, he proposed constraining each component of the increase in the residual sum of squares separately. An upper bound \( M_i^* \) on the increase in the residual sum of squares corresponding to each component must be chosen such that:

\[
\sum_{i=1}^{p} M_i^* = M^*
\]

(5.49)
The \( i \)'th component of (5.40) would be accepted if:

\[
C_i^* = \lim_{j \to \infty} C_i(j) \leq M_i^*
\]

(5.50)
Clearly condition (5.50) can only be satisfied if \( e_i(0) \) is less than or equal to 0.25. For all other cases, Hemmerle (1975) proposed that \( C_i^* \) be set to \( M_i^* \) and the resulting equation solved for an appropriate \( k_i \). Adopting the notation employed in (2.22), the \( i \)'th component of \( \alpha^*(K) \) may be expressed as:

\[
\alpha_i^*(K) = \frac{C_i}{\lambda_i + k_i}
\]

(5.51)
Combining (5.41) and (5.51), it can be seen that the increase in the i'th component of the residual sum of squares when \( \hat{\alpha} \) is replaced by \( \hat{\alpha}^*(K) \) is given by:

\[
C_i = \lambda_i (\hat{\alpha}_i - \hat{\alpha}_i^*(K))^2
\]

\[
= \lambda_i \left( \frac{c_i}{\lambda_i} - \frac{c_i}{\lambda_i + k_i} \right)^2
\]

\[
= \frac{k_i^2}{\lambda_i (\lambda_i + k_i)^2} c_i^2
\]

\[
= k_i^2 \frac{\lambda_i}{(\lambda_i + k_i)^2} \hat{\alpha}_i^2
\]

\[
= \frac{k_i^2 \hat{\sigma}^2}{e_i(0) (\lambda_i + k_i)^2}
\]

It follows from (5.52) that \( k_i \) should be choosen such that:

\[
M_i^* = \frac{k_i^2 \hat{\sigma}^2}{e_i(0) (\lambda_i + k_i)^2}
\]

or:

\[
k_i = \lambda_i \sqrt{\frac{M_i^* e_i(0)}{\hat{\sigma} - \sqrt{M_i^* e_i(0)}}}
\]

whenever condition (5.50) is not satisfied.

It should be noted that Hemmerle's (1975) second approach to constraining the generalized ridge estimates is rather arbitrary in that choices for the \( M_i^* \)'s must be made. Hemmerle (1975) suggested that the \( M_i^* \)'s be made proportional to the limiting values of \( C_i(j) \). In a later paper, Hocking, Speed and Lynn (1976) reviewed Hemmerle's
(1975) constrained solutions for the limiting values of \( \hat{\alpha}^* (K_{(j)}) \). They agreed that the unconstrained iterative solution is often inappropriate and that some constraint might be desirable. However, they objected to the constrained solutions put forward by Hemmerle (1975) since these solutions choose finite values for each \( k_i \) and thus force the estimates of all the components of \( \alpha \) to be nonzero. Hocking, Speed and Lynn (1976) argued that the influence of a very small eigenvalue which is removed in the unconstrained solution is reintroduced using (5.54).

Allen (1972) described several procedures for selecting values of the \( k_i \)'s for the generalized ridge estimators when the linear regression model is to be employed primarily to predict the dependent variable. In these situations, he argued the \( k_i \)'s should be chosen to minimize some measure of the prediction error. Allen (1972) suggested that the criterion utilized to measure the prediction errors should be small when the predicted values are close to the observed values and include a penalty for increasing the variance of the predictor. Further, the criterion should only be based upon predictions of the actual observations of \( Y \) since the regression model is not necessarily valid outside the ranges of the dependent variables actually utilized in the calculation of the estimates of \( \beta \).

Allen (1972) recommended two criteria as being appropriate for determining values for the \( k_i \)'s when the regression equation
is to be used to predict the dependent variable. First, he considered the total mean squared error of prediction:

\[
\text{MSE}(\hat{Y}) = E((X^\hat{\beta}^*(K) - \hat{Y})(X^\hat{\beta}^*(K) - \hat{Y}'))
\]

\[
= E((X^\hat{\beta}^*(K) - X\beta - \varepsilon)(X^\hat{\beta}^*(K) - X\beta - \varepsilon))
\]

\[
= n\sigma^2 + \sigma^2 tr((X'X + K)^{-1}X'X)^2 
\]

\[
+ \beta'X'(I_n - X(X'X + K)^{-1}X')X\beta . \quad (5.55)
\]

The mean squared error function defined by (5.55) cannot be evaluated directly since it depends upon the unknown values of \(\beta\) and \(\sigma^2\).

Instead, Allen (1972) suggested that a diagonal matrix \(K\) be obtained by minimizing an estimator of (5.55). To this end, he put forward the estimator:

\[
M(D) = \sum_{i=1}^{n} (\hat{Y}_i - Y_i)^2 + 2tr(I_n + (X'X)^{-1}K)S^2 \quad (5.56)
\]

where \(S^2\) is an estimator of \(\sigma^2\).

In addition to the mean squared error criterion, Allen (1972) considered the Predictive Sum Of Squares (PRESS):

\[
\text{PRESS}(K) = \sum_{i=1}^{n} (\hat{Y}_i(i) - Y_i)^2 \quad (5.57)
\]

where \(\hat{Y}_i(i)\) is the estimate of \(Y_i\) which is obtained by deleting the \(i\)'th observations of the dependent and independent variables from the estimation procedure for \(\beta\). The PRESS criterion predicts each observation using the other \((n - 1)\) observations. Allen (1972) noted that both criteria described above involve nonlinear functions of the matrix \(K\). He recommended that local minimum points for these functions be obtained using a standard nonlinear regression technique
such as that described by Marquardt (1963).

Although Hemmerle (1975) presented an explicit solution
for Hoerl and Kennard's (1970a) iterative generalized ridge
regression estimator and the associated convergence conditions, he
did not investigate the properties of the resulting estimators.
Dwivedi, Srivastava and Hall (1976) derived exact expressions for
the first and second moments for the first iterate of Hoerl and
Kennard's (1970a) estimator. Assuming that the unobservable dis-
turbances satisfy conditions (1.2), they showed that the first and
second moments for \( \hat{\alpha}_i(K(0)) \) are given by:

\[
E(\hat{\alpha}_i(K(0))) = \alpha_i e^{-\delta_i} \sum_{m=0}^{\infty} \sum_{j=0}^{\infty} \frac{\Gamma\left(\frac{\nu-1}{2}\right) m^r \Gamma\left(\frac{\nu+3}{2}\right) \Gamma\left(\frac{j+5}{2}\right) \Gamma\left(\frac{j+7}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right) \Gamma\left(\nu+j+\frac{\nu+5}{2}\right) \Gamma\left(\frac{j+7}{2}\right) \Gamma(j+1)} \delta_i^j
\]

\[
E(\hat{\alpha}_i(K(0))^2) = 2\sigma^2 \frac{\lambda_i}{\delta_i} e^{-\delta_i} \sum_{m=0}^{\infty} \sum_{j=0}^{\infty} \frac{(m+1)\Gamma\left(\frac{\nu+1}{2}\right) m \Gamma\left(\frac{\nu+3}{2}\right) \Gamma\left(\frac{j+7}{2}\right) \Gamma\left(\frac{j+3}{2}\right) \Gamma(j+1)}{\Gamma\left(\frac{\nu}{2}\right) \Gamma(m+j+\frac{\nu+7}{2}) \Gamma(j+\frac{3}{2}) \Gamma(j+1)} \delta_i^j
\]

where:

\[
\delta_i = \frac{\lambda_i \beta_i^2}{\sigma^2}
\]

\[
\nu = n - p
\]
In addition, Dwivedi, Srivastava and Hall (1976) conjectured that similar results may be derived for the higher order iterates of the estimator by applying their methodology.

Dwivedi, Srivastava and Hall (1976) numerically evaluated (5.58) and (5.59) by calculating the relative bias, relative mean squared error and relative efficiency of $\hat{\alpha}^*(K(0))$ with respect to the ordinary least squares estimator. Based upon these calculations, they concluded that:

i) $\hat{\alpha}^*(K(0))$ is biased in the direction which is opposite to the sign of $\alpha_i$.

ii) The relative bias is a decreasing function of $\delta_i$ and an increasing function of $\nu$.

iii) The relative mean squared error decreases as $\delta_i$ increases. Provided that $\delta_i$ is less than or equal to one, the mean squared error decreases as $\nu$ grows large.

iv) $\hat{\alpha}^*(K(0))$ is a more efficient estimator of $\alpha_i$ than $\hat{\alpha}_i$ provided that $\delta_i$ is less than or equal to one. There is a substantial gain in efficiency if $\delta_i$ is small and $\nu$ is large.

As a result of these conclusions, Dwivedi, Srivastava and Hall (1976) argued that the parameter estimates for the general model may be substantially improved if $\hat{\alpha}^*(K(0))$ is employed instead of $\hat{\alpha}$.

Hemmerle and Brantle (1976) explored an alternative approach to calculating generalized ridge regression estimates. Instead of estimating the optimum $k_i$'s defined by (5.23), they proposed mini-
mizing an estimator of the mean squared error function for \( \hat{\alpha}^* (K) \).

Again the canonical form of the general model will be utilized.

Consider the expected sum of squares of the differences between the individual components of \( \hat{\alpha}^* (K) \) and the corresponding components of \( \hat{\alpha} \):

\[
E((\hat{\alpha}^* (K) - \hat{\alpha})^T(\hat{\alpha}^* (K) - \hat{\alpha}))
\]

\[
= E(Y^* X^* ((\Lambda + K)^{-1} - \Lambda^{-1})^2 X^* Y)
\]

\[
= \sigma^2 \text{tr}(X^* ((\Lambda + K)^{-1} - \Lambda^{-1})^2 X^*)
\]

\[
+ \alpha^* X^* X^* ((\Lambda + K)^{-1} - \Lambda^{-1})^2 X^* X^* \alpha
\]

\[
= \sigma^2 \text{tr}(X^* X^* ((\Lambda + K)^{-1} - \Lambda^{-1})^2) + \alpha^* ((I_p + K\Lambda^{-1})^{-1} - I_p)^2 \alpha
\]

\[
= \sigma^2 \sum_{i=1}^{p} \frac{k_i^2}{(\lambda_i + k_i)^2 \lambda_i} + \sum_{i=1}^{p} \frac{k_i^2 \alpha_i^2}{(\lambda_i + k_i)^2} \quad (5.61)
\]

Combining (5.18) and (5.61) it follows that:

\[
E((\hat{\alpha}^* (K) - \alpha)^T(\hat{\alpha}^* (K) - \alpha)) - E((\hat{\alpha}^* (K) - \hat{\alpha})^T(\hat{\alpha}^* (K) - \hat{\alpha}))
\]

\[
= \sigma^2 \sum_{i=1}^{p} \frac{(\lambda_i - k_i)}{\lambda_i (\lambda_i + k_i)} \quad (5.62)
\]

As a result of (5.62) Hemmerle and Brantle (1976) proposed the following unbiased estimator of the mean squared error function for the generalized ridge estimator:

\[
\hat{\lambda}^2 (\hat{\alpha}^* (K)) = E((\hat{\alpha}^* (K) - \hat{\alpha})^T(\hat{\alpha}^* (K) - \hat{\alpha}))
\]

\[
+ \sigma^2 \sum_{i=1}^{p} \frac{(\lambda_i - k_i)}{\lambda_i (\lambda_i + k_i)} \quad (5.63)
\]

Hemmerle and Brantle (1976) proposed that an estimator of \( \alpha \)
be obtained by minimizing each component of $L^2(\alpha^*(K))$. Let

$$v_i = \frac{\lambda_i}{\lambda_i + k_i}$$

(5.64)

so that:

$$\alpha_i^*(K) = v_i \hat{\alpha}_i$$

(5.65)

Therefore the i'th component of $L^2(\alpha^*(K))$ becomes:

$$M_i = (\alpha_i^*(K) - \alpha_i)^2 + \sigma^2 \left( \frac{\lambda_i - k_i}{\lambda_i(\lambda_i + k_i)} \right)$$

$$= \alpha_i^2 (v_i - 1)^2 + \sigma^2 \left( \frac{2v_i - 1}{\lambda_i} \right)$$

(5.66)

Adopting Hemmerle's (1975) definition of $e_i(0)$, $M_i$ may be rewritten as:

$$M_i = \alpha_i^2 (v_i - 1)^2 + e_i(0) \alpha_i^2 (2v_i - 1)$$

$$= \alpha_i^2 \left( (v_i - 1 + e_i(0))^2 + e_i(0) - e_i(0)^2 \right)^2$$

(5.67)

Minimizing $M_i$ with respect to $v_i$ subject to the constraint that $v_i$ lies in the interval $[0,1]$ leads to:

$$v_i = \begin{cases} 
1 - e_i(0) & \text{if } e_i(0) < 1 \\
0 & \text{otherwise}
\end{cases}$$

(5.68)

By substituting (5.68) into (5.65) Hemmerle and Brantle (1976) obtained their estimator:

$$\hat{\alpha}_i^*(K) = \begin{cases} 
(1 - e_i(0)) \hat{\alpha}_i & \text{if } e_i(0) < 1 \\
0 & \text{otherwise}
\end{cases}$$

(5.69)

for the i'th component of $\alpha$. In a further application of generalized ridge regression, Hemmerle and Brantle (1976) applied quadratic programming methods to obtain an estimator which satisfies constraints of the form:

$$C \beta^*(K) > b$$

(5.70)
Goldstein and Smith (1974) provided an extension to their shrinkage estimator which admits the generalized ridge estimator as one of its forms. Instead of considering the shrinkage estimators of the form (3.141) which utilize a single parameter $k$, they put forward the shrinkage estimator:

$$
\hat{\alpha}_i^* = c_i z_i
\quad = c(\lambda_i^{\frac{1}{2}}, k_i) z_i
$$

(5.71)

where $k_i$ is any non-negative real number dependent upon the component of $Z$. Again the shrinkage functions must satisfy the two conditions:

$$
c(\lambda_i^{\frac{1}{2}}, 0) = \frac{1}{\lambda_i^{\frac{1}{2}}}
$$

(5.72)

and:

$$
\frac{1}{\lambda_i^{\frac{1}{2}}} \frac{\partial}{\partial k_i} c(\lambda_i^{\frac{1}{2}}, k_i) < 0
$$

(5.73)

for all non-negative values of $k_i$. Goldstein and Smith (1974) noted that the generalized ridge estimator may be obtained from (5.71) by choosing $c_i$'s of the form:

$$
c_i = c(\lambda_i^{\frac{1}{2}}, k_i)
\quad = \frac{\lambda_i^{\frac{1}{2}}}{(\lambda_i + k_i)}
$$

(5.74)

Further, they noted that the mean squared error function for the resulting estimator is a monotonically decreasing function of $k_i$ from 0 to $\sigma^2/\alpha_i^2$ and a monotonically increasing function after that point. As a result, Goldstein and Smith (1974) argued that an appropriate estimator for each $k_i$ could be obtained by utilizing the ordinary least squares estimators for $\alpha_i$ and $\sigma^2$ to estimate $\sigma^2/\alpha_i^2$. 
Adopting results from Chapter 3, it can be seen that the ordinary least squares estimator of $a_i$ is:

$$
\hat{a}_i = \lambda_i^{-\frac{1}{2}} z_i \quad \text{for } i = 1, 2, 3, \ldots, p
$$

(5.75)

Goldstein and Smith (1974) recommended that the $(n - p)$ observations of $z_i$ not utilized to estimate the $a_i$'s be employed to estimate $\sigma^2$. The resulting estimator of $k_i$ becomes:

$$
\hat{k}_i = \lambda_i \frac{1}{z_i^2} \left( \frac{1}{n-p} \sum_{j=p+1}^{n} z_j^2 \right)
$$

(5.76)

Hocking, Speed and Lynn (1976) noted that each of the biased estimators outlined in Chapter 2 and 3 may be constructed by placing constraints upon the ordinary least squares estimators. For example, the ridge estimator $\hat{\beta}_k$ and Mayer and Willke's (1973) deterministically shrunken estimator minimize the residual sum of squares for a fixed parameter length. The ridge estimator utilizes the Euclidean norm to measure parameter lengths while the deterministically shrunken estimator employs a design dependent norm. Hocking, Speed and Lynn (1976) argued that since the generalized ridge estimator is not formed by placing constraints upon the ordinary least squares estimator, the generalized ridge estimator should be potentially superior to the other biased estimators. However, it should be noted that this increase in the flexibility of the estimator is achieved at the expense of a loss in the ability to geometrically interprete the estimator. Unlike the ridge estimator and Mayer and Willke's (1973) estimator, there is no geometrical interpretation for the generalized ridge estimator.
A couple of numerical examples have been provided in the ridge regression literature to demonstrate the use of the generalized ridge estimator. Hocking, Speed and Lynn (1976) reanalysed the pit-props and air pollution data whose ridge solutions were originally presented by Hoerl and Kennard (1970b) and McDonald and Schwing (1973) respectively. They employed the limiting solution proposed by Hemmerle (1975). In addition, Hemmerle and Brantle (1976) utilized their alternative procedure for determining a limiting solution for the generalized ridge estimator to estimate parameters for McDonald and Schwing's (1973) air pollution data. They found that their solution was more conservative than Hemmerle's (1975) in terms of its departure from the ordinary least squares solution. Hemmerle and Brantle (1976) argued that this is due to a constraint upon the residual sum of squares which is implicit in their solution. The quantity \((\hat{\alpha}^*(K) - \hat{\alpha})(\hat{\alpha}^*(K) - \hat{\alpha})\) in the mean squared error function (5.63) discourages wide departures of the components of \(\hat{\alpha}^*(K)\) from the components of \(\hat{\alpha}\). Besides the numerical examples mentioned above, Hemmerle (1975) constructed an example to show the convergence of his solution may be very slow if one of the values of \(e_i(0)\) is close to 0.25.

As part of a simulation study to test the efficiency of the generalized ridge estimator, Guilkey and Murphy (1975) introduced the concept of the directed ridge estimator. Guilkey and Murphy (1975) noted that the ordinary least squares estimator \(\hat{\alpha}\) may produce a relatively precise estimate of \(\alpha_i\) if \(\lambda_i\) is a large eigenvalue. As a result, they argued that the iterative generalized ridge estimator
defined by (5.24) and (5.25) should only be used to alter the diagonal elements of Λ corresponding to relatively small eigenvalues. To be more specific, they defined an eigenvalue λ_i to be relatively small if:

$$\lambda_i < 10^{-c} \lambda_{\text{max}}$$  \hspace{1cm} (5.77)

where c is an arbitrary constant. Suppose that I_i is an indicator variable which takes on the value one if condition (5.77) is satisfied and zero otherwise. Incorporating this indicator variable, Guilkey and Murphy's (1975) directed ridge estimator may be expressed as:

$$\hat{\alpha}^* (K^*) = (\Lambda + K^*)^{-1} X^* \gamma$$  \hspace{1cm} (5.78)

where K^*(j) is a diagonal matrix whose i'th diagonal element is given by:

$$k_i^*(j) = \begin{cases} \frac{I_i \sigma^2}{\hat{\alpha}_i^2} & \text{for } j = 0 \\ \frac{I_i \sigma^2}{\hat{\alpha}_i^2 (k_i(j-1))} & \text{for } j = 1, 2, 3, \ldots \end{cases}$$  \hspace{1cm} (5.79)

In addition to (5.78) Guilkey and Murphy (1975) proposed a simplified version of their directed ridge estimator which utilizes a single value k for all nonzero biasing parameters. They suggested that the parameter k be chosen by allowing k to increase until the residual sum of squares has increase from $$(n - p - 1)\hat{\sigma}^2$$ to $$q(n - p - 1)\hat{\sigma}^2$$.

Guilkey and Murphy (1975) developed a number of simulations to compare the efficiencies of their directed ridge estimator with the ordinary least-squares estimator and the generalized ridge estimator obtained by substituting ordinary least squares estimates of $$\hat{\alpha}_i^2$$ and
\( \sigma^2 \) into (5.23). Provided that the degree of multicollinearity in the simulated explanatory variables was large enough, they found that the directed ridge and generalized ridge estimators were generally better than the ordinary least squares estimators in terms of their associated mean squared errors. The most dramatic reductions in the mean squared errors were reported for the directed ridge estimator defined by (5.78). Other simulation studies utilizing the generalized ridge estimator were reported by Lawless and Wang (1976) and Hemmerle and Brantle (1976).

Sommers (1964) introduced a generalization of the ridge estimator based upon powers of the \( X'X \) matrix. He recommended an estimator of the form:

\[
\hat{\beta}^{*}(k,q) = ((X'X)^q + kI_p)^{-1}(X'X)^{q-1}X'Y \tag{5.80}
\]

where \( k \geq 0 \) and \( q \) is any non-negative integer. Dwivedi (1973) and Goldstein and Smith (1974) independently contemplated the same generalization. In a later paper, Hoerl and Kennard (1975) demonstrated that \( \hat{\beta}^{*}(k,q) \) is one of the classes of generalized ridge estimators defined by (5.2) and (5.4). In particular, they showed that:

\[
P'\hat{\beta}^{*}(k,q) = P'((X'X)^q + kI_p)^{-1}(X'X)^{q-1}X'Y
\]

\[
= P' (PA^qP^{-1} + kI_p)^{-1}PA^qP^{-1}X'Y
\]

\[
= (\Lambda^q + kI_p)^{-1}\Lambda^{q-1}P'X'Y
\]

\[
= (\Lambda + k\Lambda^{-q})^{-1}P'X'Y
\]

\[
= (\Lambda + K)^{-1}X'Y \tag{5.81}
\]

where \( K \) is a diagonal matrix with it's i'th diagonal element equal
to \( k/\lambda_i \). By comparing (5.4) and (5.81), it can be seen that the power generalization of the ridge estimator is a particular case of the generalized ridge estimator.

Goldstein and Smith (1974) noted that the power generalization defined by (5.80) makes the data analysis more sensitive to the eigenvalue spectrum of the \( X'X \) matrix. However, it can be seen from (5.23) that the optimum \( k_i \)'s for the generalized ridge estimator are inversely proportional to the squares of the ordinary least squares estimates \( \hat{\beta} \) not the eigenvalues \( \lambda_i \). As a result, Hoerl and Kennard (1975) argued that an estimator of \( \beta \) based upon the powers of the \( X'X \) matrix may not be too helpful in practice.

Later, Dwivedi (1973) analysed the properties of \( \hat{\beta}^*(k,q) \) in more detail. Since:

\[
\hat{\beta}^*(k,q) = \left((X'X)^q + kI_p\right)^{-1}(X'X)^qX'Y
= C(k,q) \hat{\beta}
\]

(5.82)

where:

\[
C(k,q) = \left((X'X)^q + kI_p\right)^{-1}(X'X)^q
= \left(I_p + k(X'X)^{-q}\right)^{-1}
\]

(5.83)

it can be seen that \( \hat{\beta}^*(k,q) \) is a linear transformation of the ordinary least squares estimator. The expected value of \( \hat{\beta}^*(k,q) \) is given by:

\[
E(\hat{\beta}^*(k,q)) = \left((X'X)^q + kI_p\right)^{-1}E(\hat{\beta})
= \left((X'X)^q + kI_p\right)^{-1} \beta
\]

(5.84)

It can be seen from (5.84) that \( \hat{\beta}^*(k,q) \) will be a biased estimator.
of $\beta$ for all non-zero values of $k$. Assuming that the $X^\prime X$ matrix is different from the identity matrix, $\hat{\beta}^*(k,q)$ will be a biased estimator whenever $q$ is non-zero. The variance-covariance matrix for $\hat{\beta}^*(k,q)$ is given by:

$$\text{Var}(\hat{\beta}^*(k,q)) = \text{Var}(C(k,q)\hat{\beta})$$

$$= \sigma^2 (I_p + k(X^\prime X)^{-q})^{-1}(X^\prime X)^{-1}(I_p + k(X^\prime X)^{-q})^{-1}$$

$$= \sigma^2 (X^\prime X + k(X^\prime X)^{-q})^{-1}(X^\prime X)^{-1}(X^\prime X)^{-1}(X^\prime X) \quad \text{(5.85)}$$

Using (5.82), Dwivedi (1973) developed the following sufficient condition for the mean squared error admissibility of $\hat{\beta}^*(k,q)$:

**Theorem 5.2:** $\hat{\beta}^*(k,q)$ is a mean squared error admissible estimator of $\beta$ in (1.1) if:

$$k < \frac{\sigma^2 \lambda_i q^{-1}}{\alpha_i^2} \quad \text{(5.86)}$$

for each component $i$.

**Proof:** By definition of the mean squared error function:

$$\text{MSE}(\hat{\beta}^*(k,q)) = E((\hat{\beta}^*(k,q) - \beta)^\prime (\hat{\beta}^*(k,q) - \beta))$$

$$= E((C\hat{\beta} - C\beta + C\beta - \beta)^\prime (C\hat{\beta} - C\beta + C\beta - \beta))$$

$$= E((\hat{\beta} - \beta)^\prime C C(\hat{\beta} - \beta)) + \beta^\prime (C - I_p)^\prime (C - I_p) \beta$$

$$= \sigma^2 \text{tr}(C^2 (X^\prime X)^{-1}) + \beta^\prime (C - I_p)^2 \beta \quad \text{(5.87)}$$

where:

$$C = C(k,q) \quad \text{(5.88)}$$

Applying the binomial inverse theorem,

$$C = (I_p + k(X^\prime X)^{-q})^{-1}$$

$$= I_p - k(I_p + (X^\prime X)^{-q})^{-1} \quad \text{(5.89)}$$
Substituting (5.89) into (5.87), the mean squared error function for \( \hat{\beta}^*(k,q) \) becomes:

\[
\text{MSE}(\hat{\beta}^*(k,q)) = \sigma^2 \text{tr}(C^2(X^T X)^{-1}) + \beta^T (C - I_p)^2 \beta
\]

\[
= \sigma^2 \text{tr}((X^T X)^{-1}(I_p + k(X^T X)^{-q})^{-2})
\]

\[
+ k^2 \beta^T (kI_p + (X^T X)^{-q})^{-2} \beta
\]

\[
= \sigma^2 \sum_{i=1}^{p} \lambda_i^{q-1} \frac{\lambda_i}{(\lambda_i + k)} + k^2 \sum_{i=1}^{p} \frac{(ka_i^2 - \sigma^2 \lambda_i^{q-1})}{(\lambda_i + k)^2}
\]

... (5.90)

Dwivedi (1973) observed that:

\[
\frac{1}{\lambda_i} - \frac{\lambda_i^{q-1}}{(\lambda_i + k)} = \frac{k}{(\lambda_i + k)} > 0
\]

(5.91)

for all positive values of \( k \). Combining (5.90) and (5.91), it follows that:

\[
\text{MSE}(\hat{\beta}^*(k,q)) < \text{MSE}(\hat{\beta}) + k^2 \sum_{i=1}^{p} \frac{(ka_i^2 - \sigma^2 \lambda_i^{q-1})}{(\lambda_i + k)^2}
\]

(5.92)

It can be seen from (5.92) that \( \hat{\beta}^*(k,q) \) is a mean squared error admissible estimator if:

\[
k^2 \sum_{i=1}^{p} \frac{(ka_i^2 - \sigma^2 \lambda_i^{q-1})}{(\lambda_i + k)^2} < 0
\]

(5.93)

Inequality (5.93) will be satisfied and \( \hat{\beta}^*(k,q) \) will be a mean squared error admissible estimator if:

\[
k < \frac{\sigma^2 \lambda_i^{q-1}}{a_i^2}
\]

(5.94)
for each component $i$. Notice that this condition reduces to the standard admissibility condition for the ridge estimator when $q$ equals 1. In addition, it can be seen that as $q$ increases, the admissibility interval for $k$ shrinks.

It can be seen from (1.24) and (5.90) that the mean squared error functions for $\hat{\beta}$ and $\hat{\beta}^*(k,q)$ are influenced to the greatest extent by the smallest eigenvalues of the $X'X$ matrix. As a result, Dwivedi (1973) suggested that it would be reasonable to concentrate on that part of the mean squared error function containing the smallest eigenvalues. To this end, they introduced the concept of the 'primary component' of an estimator. By definition, the 'primary component' of an estimator is that portion of the mean squared error function which involves terms containing eigenvalues less than or equal to one. Dwivedi (1973) suggested that attention could be restricted to 'principal components' when comparing two estimators. They realized that the choice of all eigenvalues less than or equal to one was arbitrary. However, Dwivedi (1973) argued that by considering all eigenvalues less than or equal to one, all eigenvalues which contribute significantly to the overall mean squared error would be included.

Suppose that the $p$ eigenvalues for the $X'X$ matrix have been ordered so that:

$$0 < \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_t \leq 1 < \lambda_{t-1} \leq \ldots \leq \lambda_p$$

(5.95)
As a result of (5.90) the 'primary component' of \( \hat{\beta}^*(k,q) \) is given by:

\[
\text{PC}(\hat{\beta}^*(k)) = \sigma^2 \sum_{i=1}^{t} \frac{\lambda_i q^{-1}}{(\lambda_i q + k)} + k^2 \sum_{i=1}^{t} \frac{(k\alpha_i^2 - \sigma^2\lambda_i q^{-1})}{(\lambda_i q + k)^2}.
\]

\[\ldots (5.96)\]

Dwivedi (1973) demonstrated that the 'primary component' of \( \hat{\beta}^*(k,q-1) \) will be less than the 'primary component' of \( \hat{\beta}^*(k,q) \) provided that:

\[
0 < k < g_i \quad \text{for} \quad i = 1, 2, 3 \ldots t,
\]

\[\ldots (5.97)\]

where:

\[
g_i = -\left\{\frac{\lambda_i q^{-1}(1 + \lambda_i)(\lambda_i \alpha_i^2 - \sigma^2)}{4\alpha_i^2}\right\}
+ \left\{\frac{4\lambda_i^2 \sigma_i^2 \alpha_i^2 + \lambda_i^2 q^{-2}(1 + \lambda_i)^2(\lambda_i \alpha_i^2 - \sigma^2)^2}{16\alpha_i^4}\right\}.
\]

\[\ldots (5.98)\]

As a consequence of this last condition, they noted that the contribution of the 'primary component' to the mean squared error function decreases as \( q \) increases. In fact, it can be readily seen that \( g_i \) tends to zero as \( q \) tends to infinity. Therefore, the mean squared error admissible estimators of the form \( \hat{\beta}^*(k,q) \) tend to the least squares solution as \( q \) increases. Dwivedi (1973) illustrated his thesis with some Monte Carlo simulations of the estimator \( \hat{\beta}^*(k,q) \).

In some further remarks, Dwivedi (1973) described some of the difficulties inherent in the choice of values for \( k \) and
q. If q is at all large, the resultant estimator may be subject to significant round-off errors. It was suggested that k and q be choosen to minimize the sum of squares of the differences between \( \hat{\beta}^*(k,q) \) and \( \hat{\beta} \).
Chapter 6

Tests Of Hypotheses And Confidence Intervals
For Ridge Regression

In the previous chapters, ridge regression was presented as a technique for improving the estimated coefficients for the general linear model when the $X'X$ matrix is ill-conditioned. One rational for using a biased estimator such as the ridge estimator in these situations is that the introduction of a small amount of bias into the the estimator can often result in a large reduction in the variance of the estimator. As a result, the mean squared error for the biased estimator can be smaller than that of the ordinary least squares estimator. Obenchain (1977) suggested that one might be tempted to use this logic to argue that the confidence intervals for the ridge estimator which are centered at the ridge estimates can be shorter than the centered confidence intervals for the ordinary least squares estimator. He pointed to Marquardt and Snee's (1975) paper in which they seemed to infer this property. Obenchain (1977) considered this particular question when he developed the confidence intervals for the ridge estimator. This section outlines the procedure for constructing confidence intervals or tests of hypotheses developed by Obenchain (1977) as well as an interesting test of hypothesis which he gave in an earlier paper.

The general linear model defined by (1.1) may be reformulated to explicitly include a constant term. In this case, the model becomes:
\[ Y = \mu_1 + X\beta + \epsilon \]  \hspace{1cm} (6.1)

where \( \mu_1 \) represents a unit vector. The parameter vector \( \beta \) will again be assumed to be a \( p \times 1 \) vector. In the remainder of this chapter, it will be assumed that the mean observation has been subtracted from each observation of the dependent and independent variables so that the location parameter \( \mu \) can be ignored without loss of generality. It will also be assumed that \( Y \) is normally distributed conditional upon \( X \).

In order to simplify the notation in this chapter, it is convenient to rewrite the generalized ridge estimator as:

\[
\hat{\beta}^*(K) = (X'X + K)^{-1}X'Y
\]
\[
= P(\Lambda + K)^{-1}P\hat{\alpha}
\]
\[
= P\Delta\hat{\alpha}
\]  \hspace{1cm} (6.2)

where:
\[
\Delta = (\Lambda + K)^{-1}\Lambda
\]  \hspace{1cm} (6.3)

The \( i \)'th diagonal element of \( \Delta \) is denoted by \( \delta_i \). \( \delta_i \) corresponds to the shrinkage factor which is applied to the \( i \)'th component of the ordinary least squares estimator of \( \alpha \) by the generalized ridge estimator. It is necessary to assume that the \( \delta_i \)'s are known quantities for the derivations contained in this section.

The general linear hypothesis can be denoted by:

\[ H: \ A\beta = \rho \]  \hspace{1cm} (6.4)

where: \( A \) is a known \( r \times p \) matrix; \( \rho \) is a known \( r \times 1 \) vector and \( r \) is less than or equal to \( p \). It is assumed that the rank of the
matrix $A$ is $r$.

An estimator of $\beta$ which satisfies the general linear hypothesis can be constructed by minimizing the residual sum of squares function $\phi(b)$ subject to the constraints implied by (6.4). The required Lagrangian equation is of the form:

$$L(b, \eta) = \phi(b) - 2\eta^\top (Ab - \rho)$$

$$= (Y - Xb)^\top (Y - Xb) - 2\eta^\top (Ab - \rho).$$  \hspace{1cm} (6.5)

The partial derivatives of (6.5) with respect to $b$ and $\eta$ must satisfy:

$$\frac{\delta}{\delta b} L(b, \eta) = -2X^\top Y + 2X^\top Xb^\top - 2A^\top \eta$$

$$= 0$$  \hspace{1cm} (6.6)

and:

$$\frac{\delta}{\delta \eta} L(b, \eta) = -2Ab + 2\rho$$

$$= 0$$  \hspace{1cm} (6.7)

Premultiplying by $A(X^\top X)^{-1}$ and substituting (6.7) into (6.6) gives:

$$A(X^\top X)^{-1}A^\top \eta = \rho - A\hat{\beta}.$$  \hspace{1cm} (6.8)

Since $A$ is a $r \times p$ matrix of rank $r$, the inverse of the $A(X^\top X)^{-1}A^\top$ matrix exists and:

$$\eta = (A(X^\top X)^{-1}A^\top)^{-1}(\rho - A\hat{\beta}).$$  \hspace{1cm} (6.9)

Substituting (6.9) into (6.6) gives:

$$b = (X^\top X)^{-1}(X^\top Y + A^\top \eta)$$

$$= \hat{\beta} + (X^\top X)^{-1}A^\top (A(X^\top X)^{-1}A^\top)^{-1}(\rho - A\hat{\beta})$$
\[ \hat{\beta} = \hat{\beta} - A^* (A\hat{\beta} - \rho) \]  \hspace{1cm} (6.10)

where:
\[ A^* = (X'X)^{-1}A (A(X'X)^{-1}A').^{-1} \]  \hspace{1cm} (6.11)

Equations (6.10) and (6.11) define the restricted least squares estimator of \( \beta \). In the remainder of this section, the restricted least squares estimator will be denoted by \( \hat{\beta}^H \). It can be shown that \( \hat{\beta}^H \) is the linear, minimum variance, unbiased estimator of \( \beta \) if the hypothesis defined by (6.4) is true.

Before developing a test of the general linear hypothesis, a simpler test for the significance of a single ridge regression coefficient is considered. In this case, the hypothesis becomes:
\[ H_1: \beta_i = 0 \]  \hspace{1cm} (6.12)

The hypothesis defined by (6.12) is equivalent to (6.4) if \( A \) is the \( 1 \times p \) matrix:
\[ A = \begin{pmatrix} 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \end{pmatrix} \]  \hspace{1cm} (6.13)
whose elements are all zero except the \( i \)'th and:
\[ \rho = 0 \]  \hspace{1cm} (6.14)

It should be noted that since:
\[ \alpha = P'\beta \]  \hspace{1cm} (6.15)

\( H_1 \) implies that:
\[ T_i \alpha = 0 \]  \hspace{1cm} (6.16)

where \( T_i \) represents the \( i \)'th row of the orthogonal matrix \( P \) which diagonalizes the \( X'X \) matrix.

Obenchain (1977) derived a significance test for the \( i \)'th
component of the generalized ridge estimator in a similar fashion as the significance test for the ordinary least squares estimator is constructed. The t-statistic for the ordinary least squares estimate of $\hat{\beta}_i$ is given by:

$$t_i = \frac{\hat{\beta}_i - 0}{s^2_i (X'X)^{-1}_{ii}}$$ (6.17)

where $s^2_i$ is an unbiased estimator of $\sigma^2$ and $(X'X)^{-1}_{ii}$ represents the $(i,i)$'th component of the inverse of the $X'X$ matrix. $s^2_i$ in (6.17) is defined by:

$$s^2_i = \frac{\sum (Y_i - X_i'X)^{-1}X'Y_i}{n - p - 1}$$ (6.18)

It should be noted that the numerator of (6.17) represents the difference between the ordinary least squares estimator of $\hat{\beta}_i$ and its expected value under $H_1$, while the denominator is an unbiased estimator of the standard deviation of the numerator. The test of the hypothesis $H_1$ is carried out by comparing the computed value of (6.17) with a Student's-t variate having $(n - p - 1)$ degrees of freedom.

Suppose that $e_i$ represents the expected value of $\hat{\beta}_i^*(K)$ assuming that the hypothesis defined by (6.12) is true. Obenchain (1977) proposed a statistic of the form:

$$t_i^* = \frac{\hat{\beta}_i^*(K) - e_i}{s^2 W}$$ (6.19)

to test for the significance of the $i$'th component of the ridge estimator. $W$ in (6.19) is a scaling factor which makes $s^2 W$ an unbiased estimator of the variance of the numerator. Obenchain (1977) observed that the expected value of $\hat{\beta}_i^*(K)$ under the hypothesis
defined by (6.12) is usually unknown. \( e_i \) is a known quantity only in special cases such as when all the \( \delta_i \)'s are equal. If the value of \( e_i \) is a known quantity, \( W \) becomes the normalizing constant which makes \( s^2 W \) an unbiased estimator of the variance of \( \hat{\beta}_i^*(K) \).

In order to evaluate (6.19) whenever the expected value of \( \hat{\beta}_i^*(K) \) under \( H_i \) is unknown, Obenchain (1977) suggested that an estimator of \( e_i \) be substituted into (6.19). It was noted above that \( \bar{\beta}^H \) is the linear, minimum variance, unbiased estimator of \( \beta \) which satisfies the general linear hypothesis defined by (6.4). Obenchain (1977) suggested estimating \( e_i \) by means of:

\[
\hat{e}_i = T_i \Delta P^H
\]  

(6.20)

where \( \hat{\beta}^H \) is the restricted least squares estimator which satisfies conditions (6.13) and (6.14).

Obenchain (1977) utilized the definitions of \( \hat{e}_i \) and \( \hat{t}_i \) provided above to prove the following theorem:

**Theorem 6.1:** Assume that \( \delta_1, \delta_2, \ldots, \delta_p \) are all positive. The exact t-statistic for the \( i \)'th component of the generalized ridge estimator is identical to the ordinary least squares t-statistic defined by (6.17) whenever \( e_i \) is estimated by \( \hat{e}_i \).

**Proof:** Substituting \( \hat{e}_i \) into the numerator of \( \hat{t}_i \) gives:

\[
b_i^* - \hat{e}_i = T_i \Delta g - T_i \Delta P \hat{\beta}^H
\]
Utilizing the definitions of $A$, $\hat{\beta}^H$ and $\rho$, equation (6.21) may be expressed as:

$$b_i^* - e_i = T_i \hat{\Delta}^H A (\hat{\beta} - \beta)$$

$$= T_i \hat{\Delta} P^* A (\hat{\beta} - \beta)$$

$$= T_i \hat{\Delta} P^* (X'X)^{-1} A' (A(X'X)^{-1} A')^{-1} (\hat{\beta} - \beta)$$

$$= d_i^2 (\hat{\beta}_i - \beta_i)$$

$$= d_i^2 \hat{\beta}_i$$  \hspace{1cm} (6.22)

where:

$$d_i^2 = \frac{T_i \hat{\Delta} A (X'X)^{-1} T_i}{(X'X)^{-1} ii}$$  \hspace{1cm} (6.23)

The variance of (6.22) is given by:

$$\text{Var}(d_i^2 \hat{\beta}_i) = d_i^4 \text{Var}(\hat{\beta}_i)$$

$$= \sigma^2 d_i^4 (X'X)^{-1}$$  \hspace{1cm} (6.24)

Therefore, the exact t-statistic for $\hat{\beta}_i^*(K)$ is:

$$t_i^* = \frac{d_i^2 \hat{\beta}_i}{\sigma^2 d_i^4 (X'X)^{-1} ii}$$

$$= t_i$$  \hspace{1cm} (6.25)

provided that $\delta_i > 0$. Since it was assumed that all of the $\delta_i$'s are positive, it follows that (6.25) is defined and that the generalized ridge estimator has the same t-statistic as the ordinary least squares estimator.

Several comments regarding the exact t-statistic for the ridge estimator were provided by Obenchain (1977). The t-statistic for
the ordinary least squares estimate of \( \beta_1 \) has the same sign as the estimate. Obenchain (1977) observed that this is not necessarily true for the t-statistic defined by (6.19). Obenchain (1977) also noted that a t-statistic corresponding to (6.17) could have been constructed according to:

\[
t_i^* = (\hat{\beta}_1^*(K) - 0)/(\tilde{s}_i^2 T_i^{-1/2} \Lambda_i^{-1/2} T_i^{-1/2})
\]

(6.26)

where \( \tilde{s}_i^2 \) is the residual mean sum of squares using \( \hat{\beta}^*(K) \) as an estimator of \( \beta \) instead of \( \hat{\beta} \). Obenchain (1977) observed that the expected value of \( \hat{\beta}^*(K) \) is generally unknown and that \( \tilde{s}_i^2 \) tends to over-estimate \( \sigma^2 \). Therefore, Obenchain (1977) argued that (6.26) would not be a very useful formulation of the t-statistic for \( \hat{\beta}_1^*(K) \).

Obenchain (1977) developed a test of the general linear hypothesis defined by (6.4) in the same manner as he derived the significance test for a single component of the generalized least squares estimator. It is a common statistical result that under the general linear hypothesis, the quadratic form:

\[
F = \frac{(\hat{\beta} - \beta)' A' (A(X'X)^{-1} A')^{-1} A (\hat{\beta} - \beta)}{rs^2}
\]

\[
= \frac{(A\hat{\beta} - \rho)' (A(X'X)^{-1} A')^{-1} (A\hat{\beta} - \rho)}{rs^2}
\]

(6.27)

has a F distribution with \( r \) and \((n - p - 1)\) degrees of freedom. Equation (6.27) may be rewritten as:

\[
F = \frac{u'Q^{-1}u}{r}
\]

(6.28)

where:
\[ u = A\hat{\beta} - \rho \]  
\[ Q = s^2 A(X'X)^{-1} A' \]  
(6.29)

The vector \( u \) represents the difference between \( A\hat{\beta} \) and the expected value of \( A\hat{\beta} \) under the general linear hypothesis. \( Q \) is an unbiased estimator of the variance of \( u \) under the hypothesis.

It was observed by Obenchain (1977) that an F-test for the generalized ridge estimator can be formed by replacing \( u \) with:

\[ u^* = A\hat{\beta}^*(K) - AE(\hat{\beta}^*(K)) \]  
(6.30)

and \( Q \) with an unbiased estimator of the variance of \( u^* \) in (6.28). An estimator of the expected value of \( \hat{\beta}^*(K) \) under the general linear hypothesis can be constructed in the same manner as \( \hat{e}_i \) was formed. The resultant estimator of the expected value of \( A\hat{\beta}^*(K) \) becomes:

\[ \hat{AP}\hat{\Delta P} \hat{\beta}^* = \hat{AP}\hat{\Delta P} (\hat{\beta} - A^* (A\hat{\beta} - \rho)) \]
\[ = \hat{AP}\hat{\Delta P} (\hat{\beta} - A^* A\hat{\beta} + A^* \rho) \]  
(6.31)

Substituting (6.31) into (6.30) gives:

\[ u^* = \hat{AP}\hat{\Delta P} \hat{\beta}^* - \hat{AP}\hat{\Delta P} (\hat{\beta} - A^* A\hat{\beta} + A^* \rho) \]
\[ = \hat{AP}\hat{\Delta P} A^* (A\hat{\beta} - \rho) \]
\[ = Ru \]  
(6.32)

where:

\[ R = \hat{AP}\hat{\Delta P} A^* \]  
(6.33)

Since the variance of \( u^* \) satisfies:

\[ \text{Var}(u^*) = R \text{Var}(u) R' \]  
(6.34)

Obenchain (1977) pointed out that an unbiased estimator of the variance of \( u^* \) may be formed according to:

\[ Q^* = RQR' \]
\[ s^2 R (A(X'X)^{-1}A')^{-1} R' \] (6.35)

Obenchain (1977) utilized (6.28), (6.32) and (6.35) to prove the following theorem:

**Theorem 6.2:** If the diagonal elements of \( \Delta \) are all positive, the F-statistic under the general linear hypothesis defined by (6.4) for the generalized least squares estimator \( \hat{\beta}^* (X) \):

\[ F^* = \frac{u^* Q^{-1} u^*}{r} \] (6.36)

is identical to the ordinary least squares statistic.

**Proof:** A sufficient condition for \( F^* \) to equal the F-statistic defined by (6.28) is that:

\[ R = AP\Delta P^* A^* \] (6.37)

be invertible. \( R \) will be invertible if each of the diagonal elements of \( \Delta \) are positive. In this case,

\[ F^* = \frac{u^* Q^{-1} u^*}{r} \]

\[ = \frac{u' R' (RQR')^{-1} Ru}{r} \]

\[ = \frac{u' Q^{-1} u}{r} \]

\[ = F \] (6.38)

It follows from (6.38) that the F-statistic for the generalized ridge estimator is equivalent to the F-statistic for the least squares estimator.

It was mentioned earlier that Marquardt and Snee (1975) seemed
to suggest that it is possible to construct confidence intervals centered at the ridge estimates that are shorter than the corresponding confidence intervals which are centered at the ordinary least squares estimates. Obenchain (1977) utilized Theorem 6.2 to argue that this is not true. He noted that Theorem 6.2 implies that the test of the hypothesis:

\[ H_1: \beta_i = b_i \]  \hspace{2cm} (6.39)

using the t-statistic for the ridge estimator is equivalent to the corresponding test for the ordinary least squares estimator. Since the 100(1-\alpha)% confidence interval centered at \( \hat{\beta}_i \) includes all the values of \( \beta_i \) for which \( H_1 \) can be accepted at level \( \alpha \), it follows that the t-statistics for \( \hat{\beta}_i \) and \( \beta_i^*(K) \) define the same confidence intervals centered at \( \hat{\beta}_i \). These confidence intervals have the property that the likelihood function for \( \beta_i \) is equal at both ends of any interval. Obenchain (1977) argued that it would be feasible to construct confidence intervals for \( \beta_i^*(K) \) which are centered at points other than \( \hat{\beta}_i \). However, he pointed out that the likelihood function would have different values at the ends of any such interval. Obenchain (1977) noted that these intervals must be longer than the symmetric confidence intervals. Therefore, Obenchain (1977) argued that no shifted confidence interval can be shorter than the corresponding interval centered at the ordinary least squares estimate.

McCabe (1978) and Obenchain (1977) introduced a criterion for comparing the ridge estimator with the ordinary least squares esti-
The criterion is based upon the central F-test which was described above. Obenchain (1977) defined the associated probability $\text{AP}(\beta^*(K))$ of a ridge estimator to be the percentage point of the central F distribution having $p$ and $(n - p - 1)$ degrees of freedom which satisfies:

$$\left(\beta^*(K) - \beta\right) X'X(\beta^*(K) - \beta) = ps^2 F(p,n-p-1,\alpha) \quad (6.40)$$

$\text{AP}(\beta(K))$ corresponds to the probability that $\hat{\beta}$ is further away from $\beta$ than $\beta^*(K)$. It follows from the definition of the associated probability that $\text{AP}(\hat{\beta})$ equals one and $\text{AP}(0)$ is the observed significance level of $\hat{\beta}$.

Obenchain (1977) observed that the associated probability of the ridge estimator is a random variable. $\text{AP}(\beta^*(K))$ depends upon $\hat{\beta}, \beta^*(K)$ and $s^2$ which are all stochastic. Obenchain (1977) formulated the distribution of the associated probability of $\beta^*(K)$ according to:

$$F = \frac{(\beta^*(K) - \beta) X'X(\beta^*(K) - \beta)}{ps^2} = \frac{(\alpha^*(K) - \alpha) \Lambda(\alpha^*(K) - \alpha)}{ps^2}$$

$$= \frac{\alpha^*(\Delta - I_p) \Lambda(\Delta - I_p) \alpha}{ps^2}$$

$$= \frac{1}{ps^2} \sum_{i=1}^{p} (\delta_i - 1)^2 z_i^2$$

$$= \frac{1}{ps^2} \sum_{i=1}^{p} (\delta_i - 1)^2 z_i^2 \quad (6.41)$$

where:

$$z = \Lambda^{1/2} \alpha \quad (6.42)$$
Obenchain (1977) observed that $z^2_i / s^2$ is a noncentral F-variate since $Z$ and $s^2$ are independent. The noncentrality parameter for $z^2_i / s^2$ is equal to $(\alpha^2_1 \lambda_1) / \sigma^2$. Therefore, Obenchain (1977) concluded that $F$ is a weighted sum of noncentral F-variates.

Obenchain (1977) recommended the use of the associated probability criterion in conjunction with the ridge trace. He suggested that estimates of the coefficients be chosen by plotting different ridge estimates and their associated probabilities against Vinod's (1976b) m scale. In this way, the associated probability criterion can be used to control the amount of shrinkage which results from the use of the ridge estimator. Obenchain (1977) illustrated the associated probability criterion with a six factor problem. McCabe (1978) provided an extensive review of the properties of the associated probability criterion. He investigated its use with other biased estimators besides the ridge estimator.

Obenchain (1975a) derived a test of the composite hypothesis:

$$H_1: \lambda_1 \alpha_1^2 = \lambda_2 \alpha_2^2 = \ldots = \lambda_p \alpha_p^2$$

He called the hypothesis defined by (6.43) the shrunken hypothesis. Obenchain (1975) argued that this hypothesis would be useful in determining when to apply ridge regression.

Consider the mean squared error function for the $i$'th component
of \( \hat{\alpha}^*(K) \):

\[
\text{MSE}(\hat{\alpha}_i^*(K)) = E(\delta_i \hat{\alpha}_i - \alpha_i)^2
\]
\[
= \text{Var}(\delta_i \hat{\alpha}_i) + (\delta_i - 1)^2 \alpha_i^2
\]
\[
= \sigma_i^2 \delta_i \lambda_i^{-1} + (\delta_i - 1)^2 \alpha_i^2
\]  
(6.44)

(6.44) is minimized when:

\[
\delta_i = \frac{\lambda_i^2}{\sigma_i^2 \lambda_i^{-1} + \alpha_i^2}
\]  
(6.45)

Under the shrunk hypothesis, each of the \( p \) quantities defined by (6.45) are equal to a constant \( \delta^* \). In this case, the estimator \( \hat{\alpha}^* \) minimizes the mean squared error function for \( \hat{\alpha}^*(K) \). Therefore, the estimator:

\[
\hat{\beta}_s^* = \delta^* \hat{\beta}
\]  
(6.46)

would be the most appropriate estimator of \( \beta \) provided that the hypothesis defined by \( H_1 \) is true.

The likelihood ratio statistic was utilized by Obenchain (1975a) to develop a test of the hypothesis defined by (6.43). This statistic is defined according to:

\[
\lambda = \frac{L(\hat{\beta}, \hat{\sigma}|X,Y)}{L(\hat{\alpha}, \hat{\sigma}|X,Y)}
\]  
(6.47)

where the numerator of (6.47) represents the restricted maximum of the likelihood function for \( \beta \) and \( \sigma^2 \) under \( H_1 \). In order to evaluate (6.47), Obenchain (1975a) reformulated the ordinary least squares estimator of \( \alpha \) according to:

\[
\hat{\alpha} = P \hat{\beta}
\]
\[
= P (X'X)^{-1} X'Y
\]
where $H$ is the $n \times p$ orthogonal matrix which satisfies:

$$X = HA^{1/2}P$$  \hspace{1cm} (6.49)

As a result of the standardization assumed for the observations, (6.48) may be rewritten as:

$$\hat{\alpha} = \Lambda^{-1/2}Yr$$  \hspace{1cm} (6.50)

where $r$ is the vector of correlations between the dependent variable and each of the explanatory variables. The ordinary least squares estimator of $\sigma^2$ may be expressed in terms of $r$ as:

$$\hat{\sigma}^2 = \frac{Y'Y(1 - r'r)}{n}$$  \hspace{1cm} (6.51)

In addition, the restricted least squares estimates of $\alpha$ and $\sigma^2$ which satisfy (6.43) are given by:

$$\tilde{\alpha}_i = \text{sign}(r_i) \lambda_i^{-1} Y'Y |\bar{r}|$$  \hspace{1cm} (6.52)

and:

$$\tilde{\sigma}_i^2 = \frac{Y'Y(1 - p|\bar{r}|^2)}{n}$$  \hspace{1cm} (6.53)

where $|\bar{r}|$ denotes the average of the absolute values of the $p$ correlations $r_i$.

Substituting (6.50), (6.51), (6.52) and (6.53) into (6.47) gives:

$$- 2 \ln = - 2 \ln(J (2\pi\sigma^{-n/2})/(2\pi\sigma_{\hat{\sigma}}^{-n/2})$$

$$= - n \ln(\hat{\sigma}/\sigma)$$

$$= - n \ln \left(\frac{1 - p|\bar{r}|}{1 - r'r} \right)$$
\[ z = n \ln \left( 1 + \frac{r^'r - \bar{R}}{1 - r^'r} \right) \]  
(6.54)

It is a well known result that the statistic defined by (6.54) has an asymptotic $\chi^2$ distribution with one degree of freedom. Therefore, the shrunken hypothesis is rejected if the value of (6.54) computed from the sampled data is larger than an appropriate point from the $\chi^2$ distribution. Obenchain (1975a) observed that the computed value of (6.54) will be small if all the $r_i$'s are approximately equal or $r^'r$ close to zero. The latter case occurs when the multiple $R^2$ statistic is small.

Obenchain (1975a) suggested that it is probably not necessary to estimate $\delta$ if the shrunken hypothesis is not rejected. In this case, he pointed out that one should have some confidence in the relative magnitudes and signs of the ordinary least squares estimates. As a result, Obenchain (1975a) argued that it may not be wise to introduce any bias into the estimation process. Obenchain (1975a) suggested that problems for which the explanatory variables exhibit serious multicollinearity and the shrunken hypothesis is rejected should be prime candidates for ridge regression.

Obenchain (1974a) developed a small sample version of the test of the shrunken hypothesis. As a result of a large number of simulations, he concluded that the small sample test was rather conservative. Obenchain (1974a) utilized the test of hypothesis to develop several criteria for choosing generalized ridge estimates. He illustrated his procedures using one of the examples originally
Chapter 7

The Bayesian Interpretation Of Ridge Regression

Ridge estimators were developed in the previous chapters to estimate the parameter vector $\beta$ for the general linear model in situations where the explanatory variables exhibit serious multicollinearity. It was assumed in the development of the estimators that the components of $\beta$ were fixed unknown constants. Bayesian inference provides an alternative approach to constructing estimators of $\beta$. Instead of assuming that $\beta$ consists of unknown constants, $\beta$ is regarded as being a random vector. A prior distribution is assumed for $\beta$. The prior distribution represents whatever knowledge of $\beta$ is available before observing the dependent variable $Y$. A posterior distribution for $\beta$ is obtained by combining the prior density function for $\beta$ and the likelihood function of $\beta$ given $Y$. The Bayes estimator of $\beta$ corresponds to the expected value of the posterior distribution. Lindley and Smith (1972), Barnard (1974), and Hsiang (1975) observed that the ridge estimators can be developed as Bayesian estimators.

Suppose that the conditional distribution of $Y$ given $\beta$ is normal with:

$$E(Y|\beta) = X\beta \quad (7.1)$$

and:

$$\text{Var}(Y|\beta) = \sigma^2 I_n \quad (7.2)$$

In addition, assume that $\beta$ has a natural conjugate prior distribution with:

$$E(\beta) \sim A \quad (7.3)$$
and:
\[
\text{Var}(\beta) = Z \quad \text{(7.4)}
\]

According to Bayes' theorem, the posterior density function for \( \beta \) is given by:
\[
f(\beta|Y) = \frac{f(Y|\beta)f(\beta)}{f(Y)} \quad \text{(7.5)}
\]

provided that \( f(Y) > 0 \). It can be seen from (7.5) that:
\[
f(\beta|Y) \propto \exp(-\frac{1}{2}Q) \quad \text{(7.6)}
\]

where:
\[
Q = (Y - X\beta)'(\sigma^2 I_n)^{-1}(Y - X\beta) + (\beta - A)'Z^{-1}(\beta - A) \quad \text{(7.7)}
\]

Letting:
\[
B^{-1} = \sigma^{-2}X'X + Z^{-1} \quad \text{(7.8)}
\]

and:
\[
b = \sigma^{-2}X'Y + A'Z^{-1} \quad \text{(7.9)}
\]

\( Q \) may be rewritten as:
\[
Q = \beta'B\beta - 2b'b + (Y'\sigma^2 I_n)^{-1}Y - A'Z^{-1}A
\]
\[
= (\beta - Bb)'B^{-1}(\beta - Bb) - b'B^{-1}b + (Y'\sigma^2 I_n)^{-1}Y + A'Z^{-1}A \quad \text{(7.10)}
\]

Substituting (7.10) into (7.6) and integrating out the nuisance parameters, it can be seen that \( \beta \) has a normal posterior distribution with mean \( Bb \) and variance \( B \). Therefore, the Bayesian estimator of \( \beta \) is:
\[
E(\beta|Y) = Bb = (\sigma^{-2}X'X + Z^{-1})^{-1}(\sigma^{-2}X'Y + A'Z^{-1}) \quad \text{(7.11)}
\]

Hsiang (1975) assumed that \( \beta \) has a natural conjugate prior
distribution with:

$$E(\beta) = 0$$ \hspace{1cm} (7.12)

and:

$$\text{Var}(\beta) = \sigma_{\beta}^2 I_p$$ \hspace{1cm} (7.13)

Substituting (7.12) and (7.13) into (7.11), the Bayesian estimator of $\beta$ becomes:

$$E(\beta | Y) = (\sigma^{-2}X'X + \sigma_{\beta}^{-2}I_p)^{-1}(\sigma^{-2}X'Y)$$

$$= (X'X + kI_p)^{-1}X'Y$$ \hspace{1cm} (7.14)

where:

$$k = \sigma^2/\sigma_{\beta}^2$$ \hspace{1cm} (7.15)

The estimator defined by (7.14) is equivalent to the ordinary ridge estimator of $\beta$ for the value of $k$ which satisfies (7.15).

Using this formulation of the estimator, Hsiang (1975) argued that ridge regression should only be applied if there is no prior knowledge of $\beta$ which contradicts the assumption that the $\beta_i$'s are identically, independently and normally distributed with mean zero and a common variance.

It should be noted that there are two extreme cases for the Bayesian estimator defined by (7.14). Hsiang (1975) observed that:

$$\lim_{\sigma_{\beta}^2 \to \infty} E(\beta | Y) = \sigma$$ \hspace{1cm} (7.16)

so that the ordinary least squares estimator of $\beta$ is equivalent to the Bayesian estimator when an infinite, uniform prior distribution is assumed for $\beta$. The other extreme case occurs when each $\beta_i$ is known to be equal to zero. In this case,
\[
\lim_{\sigma^2_\beta \to 0^+} \mathbb{E}(\beta | Y) = 0
\]  \hspace{1cm} (7.17)

so that the Bayesian estimator is always equal to the true value of \( \beta \). In addition, Hsiang (1975) noted that \( k \) will be small if the variance of the unknown disturbances is small compared to the common variance of the parameters.

Hsiang (1975) observed that the generalized ridge estimator \( \hat{\beta}^*(K) \) can also be derived as a Bayesian estimator. Suppose that the prior distribution for \( \beta \) is the same as above except that the \( \beta_i \)'s are no longer assumed to have a common variance \( \sigma^2_\beta \). Instead, a separate variance \( \sigma^2_{\beta_i} \) is assumed for each component of \( \beta \). In this case, \( Z \) is a diagonal matrix whose \( i \)'th diagonal element is \( \sigma^2_{\beta_i} \). Under these assumptions, the Bayesian estimator of \( \beta \) becomes:

\[
\mathbb{E}(\beta | Y) = (X'X' + K)^{-1}X'Y
\]  \hspace{1cm} (7.18)

where \( K \) is a diagonal matrix whose \( i \)'th diagonal element is equal to:

\[
k_i = \sigma^2 / \sigma^2_{\beta_i}
\]  \hspace{1cm} (7.19)

Lindley and Smith (1972) provided an extensive discussion of the estimation procedures for \( \beta \) within a Bayesian framework. They contrasted the ordinary least squares or ridge regression approaches to estimating \( \beta \) with the Bayesian procedures. Landrum (1975) developed a Bayesian approach to ridge regression which involved placing realistic bounds upon the ridge estimators and then analysing the matrix of eigenvalues for the ridge regression. Swamy, Mehta and Rao (1975) proposed an estimator of \( \beta \) along the lines of the Bayesian
estimators.

Holland (1973) investigated the empirical Bayes procedures for computing values of \( k \) for the ordinary ridge estimator. Lawless and Wang (1976) developed a mechanical rule for choosing \( k \) based upon the Baysian formulation of the ridge estimator. They noted that the unconditional expectation of \( \lambda_i \hat{\alpha}_i^2 \) is given by:

\[
E(\lambda_i \hat{\alpha}_i^2) = E(E(\lambda_i \hat{\alpha}_i^2 | \alpha_i))
\]

\[
= E(\text{Var}(\lambda_i \hat{\alpha}_i | \alpha_i)) + E(E(\lambda_i \hat{\alpha}_i | \alpha_i))^2
\]

\[
= \sigma^2 + E(\lambda_i \hat{\alpha}_i)^2
\]

\[
= \sigma^2 + \text{Var}(\lambda_i \hat{\alpha}_i) + (E(\lambda_i \hat{\alpha}_i))^2
\]

\[
= \sigma^2 + \lambda_i \sigma^2
\]

(7.20)

If it is assumed that the \( X'X \) matrix is a correlation matrix, the sum of the \( p \) expectations defined by (7.20) satisfies:

\[
\sum_{i=1}^{p} E(\lambda_i \hat{\alpha}_i^2) = p(\sigma^2 + \sigma^2_{\alpha})
\]

(7.21)

It follows from (7.21) that the ratio defined by (7.15) equals:

\[
k = \frac{\sigma^2}{\sigma^2_{\alpha}}
\]

\[
= \frac{1}{p} \sum_{i=1}^{p} E(\lambda_i \hat{\alpha}_i^2) - 1
\]

(7.22)

Lawless and Wang (1976) observed that a value for \( k \) could be choosen by substituting the ordinary least squares estimates of \( \alpha \) and \( \sigma^2 \) into (7.22). In fact, they choose to use the estimator:

\[
k = \frac{1}{p\sigma^2} \sum_{i=1}^{p} \lambda_i \hat{\alpha}_i
\]

(7.23)
Wichern and Churchill (1978) considered the estimator defined by (7.23) in their simulation study of mechanical rules for choosing the biasing parameters for ordinary ridge estimators.

In their conversations, Dwivedi and Zellner adopted a more general framework for the Bayesian formulation of the ridge estimator. They assumed that the variances of both $\beta$ and $Y$ are dependent upon a random variable $\sigma$. In particular, Dwivedi and Zellner defined the variances of $\beta$ and $Y$ to be:

$$\text{Var}(\beta) = \sigma^2 I_p$$  \hspace{1cm} (7.24)

and:

$$\text{Var}(Y) = \sigma^2 Z$$  \hspace{1cm} (7.25)

where $\sigma$ is a random variable. The density function for the prior distribution of $\sigma$ was taken to be an inverted gamma function of the form:

$$f(\sigma) = \sigma^{-(\nu_0 + 1)} \exp(-\nu_0 \sigma^2 / 2 \sigma^2)$$  \hspace{1cm} (7.26)

where $\nu_0 > 0$.

The joint posterior function for $\beta$ and $\sigma$ under Dwivedi and Zellner's assumptions can be obtained in the same manner as (7.5). In particular,

$$f(\beta, \sigma | Y) = \frac{f(Y|\beta, \sigma) f(\beta|\sigma) f(\sigma)}{f(Y)}$$  \hspace{1cm} (7.27)

Substituting the density functions assumed above into (7.27), it follows that:

$$f(\beta, \sigma | Y) = \sigma^{-(n+1)} \exp\left(-\frac{1}{2\sigma^2} (\nu_0 \sigma^2 + (\beta - A)^T (\beta - A)) \right) \times \prod ((\tilde{Y} - X\beta)^T (Y - X\beta))$$
\[ = \sigma^{-(n' + k + 1)} \exp\left( -\frac{1}{2\sigma^2} (n'c^2 + (\beta - \bar{\beta})' (Z^{-1} - X'X)(\beta - \bar{\beta})) \right) \]

where:

\[ \bar{\beta} = (X'X + Z^{-1})^{-1}(X'Y + A^{-1}Z^{-1}) \]

\[ n' = n + \nu_0 \]  

\[ n'c^2 = \nu_0c^2_0 + Y'Y + A^{-1}Z^{-1}A - \bar{\beta}(Z^{-1} + X'X)\bar{\beta} \]  

Integrating the nuisance parameters out of (7.28), it can be seen that the Bayesian estimator of \( \beta \) under Dwivedi and Zellner's assumptions is \( \bar{\beta} \). Dwivedi and Zellner argued that the prior parameters \( A, Z, \nu_0 \) and \( c^2_0 \) should be assigned values which are representative of the available prior knowledge of the problem. They pointed out that if:

\[ A = 0 \]  

and:

\[ Z^{-1} = kI_p \]  

the Bayesian estimator \( \bar{\beta} \) reduces to the ordinary ridge estimator.

The Bayesian formulation of ridge regression described above incorporates prior information regarding \( \beta \) into the estimation procedures by assuming a prior distribution for the random vector \( \beta \). Swindel (1976) and Fromby and Johnson (1977) considered an alternative approach to incorporating prior information into the estimation process. Instead of assuming that \( \beta \) is a random vector, they regarded \( \beta \) as a fixed vector and assumed that the prior information for \( \beta \) is random. In particular, Fromby and Johnson (1977) assumed that the prior information for \( \beta \) is represented by:
where $B$ is a random vector and $\nu$ is an error term. Suppose that the error term in (7.32) satisfies:

$$E(\nu) = 0$$

(7.33)

and:

$$\text{Var}(\nu) = \sigma^2 k^{-1} I_p$$

(7.34)

The constant $k$ in (7.34) represents the confidence with which the prior information defined by (7.32) is held.

Fromby and Johnson (1977) utilized mixed estimation procedures due to Theil (1963) to construct the estimator:

$$\hat{\beta}^* = (X'X + kI_p)^{-1}(X'Y + kB)$$

(7.35)

for $\beta$. They argued that the estimator defined by (7.35) is a compromise between the ordinary least squares estimator and the prior information defined by (7.32). In particular, Fromby and Johnson (1977) noted that:

$$\lim_{k \to 0^+} \hat{\beta}^* = \hat{\beta}$$

(7.36)

and:

$$\lim_{k \to +\infty} \hat{\beta}^* = B$$

(7.37)

Fromby and Johnson (1977) described a number of mean squared error properties for $\hat{\beta}^*$. They also provided a numerical example to illustrate the estimator.
Chapter 8

A Combined Estimator

A number of biased estimators for the parameter vector $\beta$ in the general linear model were put forward in the previous chapters to cope with the effects of severe ill-conditioning in the $X'X$ matrix. These biased estimators included the generalized least squares estimators, ridge estimators and stochastically shrunken estimators. Conditions were developed under which each estimator is mean squared error admissible when compared with the ordinary least-squares estimator. In practice, it can be difficult to justify the use of many of the biased estimators because of their arbitrariness. Two notable exceptions are the ordinary ridge estimator proposed by Hoerl and Kennard (1970a) and Marquardt’s (1970) generalized least squares estimator.

There are probably two main reasons for preferring the ordinary ridge and generalized least squares estimators over the other biased estimators. First, these two estimators have geometrical interpretations which may be invoked to justify their use. The ordinary ridge estimator minimizes the residual sum of squares for a fixed parameter length. In comparison, the generalized least squares estimator $\hat{\beta}'$ is chosen to minimize the residual sum of squares within a $r$-dimensional subspace of $\mathbb{R}^p$ which accounts for most of the variation in the $X'X$ matrix. Secondly, the ordinary ridge and generalized least squares estimators are two of the simplest biased estimators. Both depend upon a single biasing parameter which must be estimated by the analyst. In comparison, the generalized ridge estimator $\hat{\beta}'(K)$ requires a separate biasing parameter
for each component of $\alpha$.

Marquardt (1970) noted that the generalized least squares and ordinary ridge estimators share many properties in common. He observed that both estimators can be superior to the ordinary least squares estimator when the $X'X$ matrix is ill-conditioned. However, Marquardt (1970) pointed out that the two estimators are most efficient in different types of situations. The generalized least squares estimator is most appropriate when some of the eigenvalues of the $X'X$ matrix are equal to zero. On the other hand, the ridge estimator is better suited to problems where all the eigenvalues of the $X'X$ matrix are nonzero but some are very small. As a result, Marquardt (1970) suggested that it might be useful to combine the properties of both estimators. He proposed the combined estimator:

$$\hat{\beta}_1^*(k,r) = (P_r^rP_r' + kI_p)^{-1}X'Y$$

(8.1)

where $A_r$ and $P_r$ are defined by (3.17) and (3.18) respectively.

Marquardt (1970) suggested that the rank $r$ be chosen for $\hat{\beta}_1^*(k,r)$ to remove the zero eigenvalues of the $X'X$ matrix and $k$ to deflate the effects of the remaining small eigenvalues.

Some insight can be gained into the combined estimator $\hat{\beta}_1^*(k,r)$ by considering the canonical form of the estimator:

$$\hat{c}_1(k,r) = P'\hat{\beta}_1^*(k,r)$$

$$= P'(P_r^rA_rP_r' + kI_p)^{-1}X'Y$$

$$= (P_r^rP_r'A_r^rP_r + kI_p)^{-1}P_r'X'Y$$
\[
\begin{bmatrix}
k I_{(p-r)} & 0 \\
0 & \Lambda _x + k I_x
\end{bmatrix}^{-1} \Lambda \hat{\alpha}_{11}(k,r) = \begin{cases} 
\frac{\lambda_i}{k} \hat{a}_i & \text{for } i = 1, 2, \ldots, p-r \\
\frac{\lambda_i}{\lambda_i + k} \hat{a}_i & \text{for } i = p-r, p-r+2, \ldots, p 
\end{cases}
\] (8.3)

It follows from (8.2) that the individual components of \(\hat{a}_{11}(k,r)\) are given by:

\[
\hat{a}_{11}^*(k,r) = \left\{ \begin{array}{ll}
\frac{\lambda_i}{k} \hat{a}_i & \text{for } i = 1, 2, \ldots, p-r \\
\frac{\lambda_i}{\lambda_i + k} \hat{a}_i & \text{for } i = p-r, p-r+2, \ldots, p 
\end{array} \right.
\] (8.3)

It can be seen from (8.3) that the last \(r\) components of \(\hat{a}_{11}^*(k,r)\) correspond to the components of the canonical form of the ridge estimator.

It can be seen from the canonical form of the combined estimator that \(\hat{\beta}_1^*(k,r)\) may be an inappropriate estimator for use in situations where some of the eigenvalues for the \(X'X\) matrix are assumed to be zero. In contrast to the generalized least squares estimator, the combined estimator defined by (8.1) forces the estimates of all the components of \(\alpha\) to be nonzero even when the rank of the \(X'X\) matrix is assumed to be less than \(p\). Further, for a fixed value of \(k\), the ordinary ridge estimator shrinks the estimates of the first \((p-r)\) components of \(\alpha\) more than the combined estimator \(\hat{a}_{11}^*(k,r)\). In fact, if \(k\) is less than any of the first \((p-r)\) \(\lambda_i\)'s, the combined estimator inflates the corresponding ordinary least squares estimates.

In order to circumvent some of the problems mentioned above,
an alternative formulation of a combined generalized least squares and ridge estimator is considered. It is proposed that $\beta$ be estimated by:

$$\hat{\beta}_2^*(k,r) = P_r (\Lambda_r \otimes kI_r)^{-1} P_r X'Y$$  \hspace{1cm} (8.4)

As was the case for $\hat{\beta}_1^*(k,r)$, the two biasing parameters $k$ and $r$ are chosen according to Marquardt's specifications. The assigned rank $r$ of the $X'X$ matrix is chosen to remove the effects of the eigenvalues assumed to be equal to zero from the estimation procedure and $k$ to deflate the effects of the remaining small eigenvalues.

The combined estimator defined by (8.4) was first considered by Farebrother (1975) in the context of a comparison of the relative efficiency of the ridge estimator for estimating estimable functions of $\beta$ when the rank of the $X'X$ matrix is assumed to be less than $p$. He compared linear transformations of the combined estimator $\hat{\beta}_2^*(k,r)$ with the corresponding linear transformations of the generalized least squares estimator of rank $r$. However, Farebrother (1975) did not consider $\hat{\beta}_2^*(k,r)$ as a simple estimator of the coefficient vector $\beta$. In the remainder of this chapter, the properties of the combined estimator defined by (8.4) are detailed. Conditions are developed under which $\hat{\beta}_2^*(k,r)$ is mean squared error admissible. Finally, a series of simulation experiments are presented to illustrate some of the benefits of the estimator.

The combined estimator $\hat{\beta}_2^*(k,r)$ may be expressed in it's canon-
ical form as:
\[ \hat{a}_2^*(k,r) = P\hat{\beta}_2^*(k,r) \]
\[ = P\left[P_r(\Lambda_r^* + kI_r)^{-1}p_r^{\top}X^\top Y \right] \]
\[ = P\left[P_r(\Lambda_r^* + kI_r)^{-1}p_r^{\top}p\hat{\alpha} \right] \]
\[ = \begin{bmatrix} 0 & 0 \\ 0 & \Lambda_r^* + kI_r \end{bmatrix}^{-1} \Lambda\hat{\alpha} \]  \hspace{1cm} (8.5)

The individual components of \( \hat{a}_2^*(k,r) \) are given by:
\[ \hat{a}_{12}^*(k,r) = \begin{cases} 0 & \text{for } i = 1,2, \ldots, p-r \\ \lambda_i^{\top} \hat{\alpha}_i & \text{for } i = p-r+1, p-r+2, \ldots, p \end{cases} \]  \hspace{1cm} (8.6)

It can be seen from (8.6) that the estimates of the individual components of \( a_2^*(k,r) \) are consistent with Marquardt's (1970) suggestions regarding the formation of a combined estimator. The first \( (p - r) \) components of \( \hat{a}_2^*(k,r) \) which correspond to the zero eigenvalues of the \( X^\top X \) matrix are constrained to be equal to zero. The remaining components are deflated to remove the effects of eigenvalues which are small but not assumed to be equal to zero.

The combined estimator \( \hat{\beta}_2^*(k,r) \) may be rewritten as:
\[ \hat{\beta}_2^*(k,r) = P_r(\Lambda_r^* + kI_r)^{-1}p_r^{\top}X^\top Y \]
\[ = P_r(\Lambda_r^* + kI_r)^{-1}p_r^{\top}(X^\top X) \]
\[ = V(k,r) \]  \hspace{1cm} (8.7)

where:
\[ V(k,r) = P_r(\Lambda_r^* + kI_r)^{-1}p_r^{\top}(X^\top X) \]
\[ = P_r(\Lambda_r^* + kI_r)^{-1}p_r^{\top}P\hat{\alpha}P^{\top} \]
\[ P_r (A_r + kI_r)^{-1} P_r (P_{p-r}) A_{p-r} P_{p-r} \]
\[ + P_r A_{p-r} P_{p-r} \]  
(8.8)

It follows from (8.8) that \( \hat{\beta}_2^*(k,r) \) is a linear transformation of the ordinary least squares estimator with the transformation dependent upon \( k \) and \( r \) through \( V(k,r) \). The expected value of the combined estimator defined by (8.4) is given by:

\[ E(\hat{\beta}_2^*(k,r)) = V(k,r) E(\hat{\beta}) \]
\[ = P_r (A_r + kI_r)^{-1} P_r (P_{p-r}) A_{p-r} P_{p-r} \]
\[ + P_r A_{p-r} \]  
(8.9)

Therefore, \( \hat{\beta}_2^*(k,r) \) is a biased estimator of \( \beta \) if \( k \) is not equal to zero or \( A_{p-r} \) is a non-null matrix. In addition, \( \hat{\beta}_2^*(k,r) \) is said to be conditionally unbiased relative to the constraints implied by the columns of \( P_{p-r} \) if \( A_{p-r} \) is a null matrix and \( k \) equals zero.

The variance-covariance matrix for \( \hat{\beta}_2^*(k,r) \) is given by:

\[ \text{Var}(\hat{\beta}_2^*(k,r)) = E((\hat{\beta}_2^*(k,r) - E(\hat{\beta}_2^*(k,r))) (\hat{\beta}_2^*(k,r) - E(\hat{\beta}_2^*(k,r)))' \]
\[ = V(k,r) E((\hat{\beta} - \beta)(\hat{\beta} - \beta)') V(k,r) \]
\[ = \sigma^2 P_r (A_r + kI_r)^{-1} P_r (X'X) P_r (A_r + kI_r)^{-1} P_r \]
\[ = \sigma^2 P_r (I_r + k \Lambda_r)^{-2} \Lambda_r^{-1} P_r \]  
(8.10)

The canonical form of the combined estimator defined by (8.4) may be utilized to develop the mean squared error function for \( \hat{\beta}_2^*(k,r) \). Suppose that the individual components of the canonical form of the estimator are represented by:
\[ c_i = \begin{cases} 
0 & \text{for } i = 1, 2, \ldots, p-r \\
\frac{\lambda_i}{\lambda_i + k} & \text{for } i = p-r+1, p-r+2, \ldots, p 
\end{cases} \]  

(8.12)

The mean squared error function for \( \hat{\beta}_2^*(k,r) \) is given by:

\[
\text{MSE}(\hat{\beta}_2^*(k,r)) = E((\hat{\beta}_2^*(k,r) - \beta)(\hat{\beta}_2^*(k,r) - \beta)) 
= E((\hat{\alpha}_2^*(k,r) - \alpha)(\hat{\alpha}_2^*(k,r) - \alpha)) 
= \sum_{i=1}^{p} \text{Var}(\hat{\alpha}_{i2}^*(k,r)) + \sum_{i=1}^{p} (E(\hat{\alpha}_{i2}^*(k,r)) - \alpha_i)^2 
= \sum_{i=1}^{p} c_i^2 \text{Var}(\hat{\alpha}_i) + \sum_{i=1}^{p} (c_i - 1)^2 \alpha_i^2 
= \sigma^2 \left( \sum_{i=p-r+1}^{p} \frac{\lambda_i}{(\lambda_i + k)^2} \right) + \sum_{i=1}^{p-r} \frac{\alpha_i^2}{\lambda_i} \right) + k^2 \left( \sum_{i=p-r+1}^{p} \frac{\alpha_i^2}{(\lambda_i + k)^2} \right) 
= \sigma^2 \left( \sum_{i=p-r+1}^{p} \frac{\lambda_i}{(\lambda_i + k)^2} \right) + \sum_{i=1}^{p-r} \frac{\alpha_i^2}{\lambda_i} \right) + k^2 \left( \sum_{i=p-r+1}^{p} \frac{\alpha_i^2}{(\lambda_i + k)^2} \right) 
= \sum_{i=1}^{p} c_i^2 \text{Var}(\hat{\alpha}_i) + \sum_{i=1}^{p} (c_i - 1)^2 \alpha_i^2 
= \sigma^2 \left( \sum_{i=1}^{p} \frac{\lambda_i}{\lambda_i + k} \right) \left( \sum_{i=1}^{p-r} \frac{\alpha_i^2}{\lambda_i} \right) + k^2 \left( \sum_{i=p-r+1}^{p} \frac{\alpha_i^2}{(\lambda_i + k)^2} \right) 
= \sum_{i=1}^{p} c_i^2 \text{Var}(\hat{\alpha}_i) + \sum_{i=1}^{p} (c_i - 1)^2 \alpha_i^2 
= \sigma^2 \left( \sum_{i=p-r+1}^{p} \frac{\lambda_i}{(\lambda_i + k)^2} \right) + \sum_{i=1}^{p-r} \frac{\alpha_i^2}{\lambda_i} \right) + k^2 \left( \sum_{i=p-r+1}^{p} \frac{\alpha_i^2}{(\lambda_i + k)^2} \right) \right) 
\]

(8.13)

A sufficient mean squared error admissibility condition for \( \hat{\beta}_2^*(k,r) \) may be derived by fixing a rank for the \( X'X \) matrix and determining an appropriate condition for \( k \). Suppose that the \( X'X \) matrix is assumed to be of rank \( r \). Consider an arbitrary sequence of \( r \) constants \( \mu_i \) which satisfy:

\[
\mu = \sum_{i=p-r+1}^{p} \mu_i 
\]

\[
\sum_{i=1}^{p-r} \frac{\alpha_i^2}{\lambda_i} = \sigma^2 \sum_{i=1}^{p-r} \frac{1}{\lambda_i} 
\]

(8.14)
For example, the \( r \) constants may be assumed to be equal so that:

\[
\nu_i = \frac{1}{r} \mu_i
\]

\[
= \frac{1}{r} \left\{ \sum_{i=1}^{p-r} a_i 2 - \sigma \sum_{i=1}^{p-r} \frac{1}{\lambda_i} \right\}
\]

(8.15)

The \( r \) constants defined by (8.14) can be utilized to prove the following theorem:

**Theorem 8.1:** The combined estimator \( \hat{\beta}_2^*(k,r) \) is mean squared error admissible for a positive value \( k \) and fixed rank \( r \) if the inequality:

\[
a_i k^2 + 2b_i k + \lambda_i^2 \nu_i < 0
\]

(8.16)

where:

\[
a_i = a_i^2 - \lambda_i^2 + \nu_i
\]

(8.17)

\[
b_i = \mu_i \lambda_i - \sigma^2
\]

is satisfied for \( i = p-r+1, p-r+2, \ldots, p \).

**Proof:** By definition \( \hat{\beta}_2^*(k,r) \) is mean squared error admissible if:

\[
MSE(\hat{\beta}_2^*(k,r)) = \sum_{i=1}^{p-r} a_i^2 + \sum_{i=p-r+1}^{p} (c_i - 1) a_i^2 + \sigma^2 \sum_{i=p-r+1}^{p} \frac{c_i^2}{\lambda_i}
\]

\[
< \sigma^2 \sum_{i=1}^{p-r} \frac{1}{\lambda_i}
\]

\[
= MSE(\hat{\beta})
\]

(8.18)

Substituting the constants \( \nu_i \) into (8.18), \( \hat{\beta}_2^*(k,r) \) is mean squared error admissible if:
\[
\frac{p}{i=p-r+1} (c_i - 1)^2 \sigma_i^2 + \frac{c_i^2}{\lambda_i} + \frac{p}{i=p-r+1} \mu_i
\]

\[
< \sigma^2 \frac{p}{i=p-r+1} \frac{1}{\lambda_i} \quad (8.19)
\]

Inequality (8.19) is true if each combination of components in the summations satisfies:

\[
(c_i - 1)^2 \sigma_i^2 + \sigma^2 \lambda_i^{-1} c_i^2 + \mu_i < \sigma^2 \lambda_i^{-1} \quad (8.20)
\]

or:

\[
(c_i - 1) \sigma_i^2 + \sigma^2 \lambda_i^{-1} (c_i + 1) + \frac{\mu_i}{c_i - 1} > 0 \quad (8.21)
\]

Substituting (8.12) into (8.21) gives:

\[
k^2 \sigma_i^2 - \sigma^2 \lambda_i^{-1} (2 \lambda_i k + k^2) + (\lambda_i + k)^2 \mu_i < 0 \quad (8.22)
\]

It can be seen from (8.22) that the combined estimator \( \hat{\beta}_2(k,r) \) is mean squared error admissible if the biasing parameter \( k \) satisfies:

\[
(\sigma_i^2 - \sigma^2 \lambda_i^{-1} + \mu_i) k^2 + 2(\mu_i \lambda_i - q^2) k + \lambda_i^2 \mu_i < 0 \quad (8.23)
\]

for \( i = p-r+1, p-r+2, \ldots, p \).

Theorem 8.1 illustrates that it is feasible to construct mean squared error admissible combined estimators of the form (8.4). Although inequality (8.16) provides a sufficient condition under which \( \hat{\beta}_2(k,r) \) is admissible, it does not define a practical criterion for choosing \( k \) given a fixed rank \( r \). A more useful condition may be obtained by considering the context in which it is proposed that the combined estimator be used. Marquardt (1970) recommended that the assigned rank \( r \) be chosen to remove the effects of the eigenvalues.
for the $X'X$ matrix which are assumed to be equal to zero from the estimation process. The biasing parameter $k$ is then chosen to deflate the effects of the remaining small eigenvalues. In accordance with this recommendation, a mean squared error admissible combined estimator $\hat{\beta}_2^+(k,r)$ may be obtained by choosing the rank $r$ such that $\hat{\beta}_r^+$ is admissible and the biasing parameter $k$ so that the mean squared error of $\hat{\beta}_2(k,r)$ is less than or equal to that of the generalized least squares estimator $\hat{\beta}_r^+$.

A sufficient mean squared error admissibility condition for $\hat{\beta}_2^+(k,r)$ based upon a comparison of the mean squared error functions for the combined and generalized least squares estimators is given by the theorem:

**Theorem 8.2**: Suppose that the assigned rank $r$ for the $X'X$ matrix is chosen so that inequality (3.48) is satisfied. The combined estimator $\hat{\beta}_2^+(k,r)$ is mean squared error admissible if:

$$0 < k < \frac{\sigma^2}{\alpha_i^2} \quad (8.24)$$

for $i = p-r+1, p-r+2, \ldots, p$.

**Proof**: The mean squared error functions for $\hat{\beta}_r^+$ and $\hat{\beta}_2(k,r)$ are given by (3.49) and (8.13) respectively. The combined estimator will have a smaller mean squared error than the generalized least squares estimator if:
MSE($\hat{\beta}_2^*(k,r)$) = $\sigma^2 \sum_{i=p-r+1}^{p} \frac{\lambda_i}{(\lambda_i + k)^2} + \sum_{i=1}^{p-r} \frac{\alpha_i^2}{(\lambda_i + k)^2}$

+ $k^2 \sum_{i=p-r+1}^{p} \frac{\alpha_i^2}{(\lambda_i + k)^2}$

< $\sigma^2 \sum_{i=p-r+1}^{p} \frac{1}{\lambda_i} + \sum_{i=1}^{p-r} \frac{1}{\lambda_i}$

= MSE($\hat{\beta}_r^+$)  \hspace{1cm} (8.25)

Inequality (8.25) is satisfied if:

$$\sigma^2 \frac{\lambda_i}{(\lambda_i + k)^2} + k^2 \frac{\alpha_i^2}{(\lambda_i + k)^2} < \sigma^2 \frac{1}{\lambda_i}$$  \hspace{1cm} (8.26)

for $i = p-r+1, p-r+2, \ldots, p$. In the proof of Theorem 2.4, it was shown that inequality (8.26) is satisfied if condition (8.24) holds. Therefore, the combined estimator will be mean squared error admissible since the mean squared error function for $\hat{\beta}_2^*(k,r)$ is less than the mean squared error function for the admissible generalized least squares estimator $\hat{\beta}_r^+$.

It was mentioned earlier that both the generalized least squares and ordinary ridge estimators have geometrical interpretations. These interpretations may be invoked to justify the use of the estimators. A geometrical interpretation of the combined estimator $\hat{\beta}_2^*(k,r)$ is provided by:

**Theorem 8.3:** The combined estimator $\hat{\beta}_2^*(k,r)$ minimizes the residual sum of squares function $\Phi(b)$ within the
r-dimensional subspace spanned by \( P_r \) for a fixed value of the Euclidean norm.

**Proof:** Adopting the notation from Chapter 3, let:
\[
\xi = XP_r
\]  
(8.27)
denote the projection of the points of \( X \) onto the eigenvectors which form the last \( r \) columns of \( P \). Suppose that \( \beta^* \) denotes the projection of \( \beta \) onto the eigenvector coordinates. The sum of squares of the residuals functions for any estimator \( b^* \) of \( \beta^* \) is given by:
\[
\phi(b^*) = (Y - \xi b^*)(Y - \xi b^*)
\]  
(8.28)
Suppose that the estimator \( b^* \) is choosen to minimize (8.28) subject to the constraint that the Euclidean norm of \( b^* \) equals a constant \( d^2 \). The resultant estimator corresponds to the vector \( b^* \) which minimizes the Lagrangian equation:
\[
\tilde{F}(b^*) = \phi(b^*) - k(b^* b^* - d^2)
= (Y - \xi b^*)(Y - \xi b^*) - k(b^* b^* - d^2)
\]  
(8.29)
\( \tilde{F}(b^*) \) is minimized when:
\[
\frac{d}{db^*} \tilde{F}(b^*) = -2\xi^T Y + 2\xi^T \xi b^* + 2kb^*
= 0
\]  
(8.30)
or:
\[
b^* = (\xi^T \xi + kI_r)^{-1} \xi^T Y
= (P_r^T X^T P_r + kI_r)^{-1} P_r^T X^T Y
= (A_r + kI_r)^{-1} P_r^T X^T Y
\]  
(8.31)
The solution for (8.31) may be expressed in terms of the original coordinates as:

\[ b = P_r b^* = P_r (\Lambda_r + kI_r) P_r X Y \]  

(8.32)

It follows from equations (8.29) through (8.32) that the combined estimator \( \hat{\beta}_2(k, r) \) minimizes the residual sum of squares for a fixed Euclidean norm when the lengths of the estimates are measured using the projections of the estimators on the eigenvector coordinates.

The results of a series of Monte Carlo simulations are presented in order to illustrate the potential usefulness of the combined estimator \( \hat{\beta}_2(k, r) \). For the purposes of the simulations, it was assumed that the design matrices were 6 x 4 matrices. The method of singular value decomposition was employed to construct the design matrices. In particular, the design matrices were formed by:

\[ X = UAD \]  

(8.33)

where: \( U \) was a 6 x matrix whose columns were orthogonal; \( \Lambda \) was a 4 x 4 diagonal matrix; and \( D \) was a 4 x 4 orthogonal matrix. It follows from (8.33) that the \( X'X \) matrices were given by:

\[ X'X = (UAD)'(UAD) = D'\Lambda^2 D \]  

(8.34)

It can be seen from (8.34) that the eigenvalues for the \( X'X \) matrices were equal to the squares of the diagonal elements of the \( \Lambda \) matrices.

The methodology of Dempster, Schatzoff and Wermuth (1977) was utilized to transform the \( X'X \) matrices into correlation matrices.
Suppose that $T$ is a diagonal matrix whose $i$'th diagonal element is the square root of the $(i,i)$'th element of the $X^TX$ matrix defined by (8.34). In this case, the adjusted design matrix:

$$X = UADT$$

leads to the $X^TX$ matrix:

$$X^TX = (UADT) (UADT)$$

$$= T'D^{-1}D$$

which is a correlation matrix.

The two design matrices:

$$X_1 = \begin{bmatrix}
0.61557 & 0.11557 & 0.52425 & -0.16602 \\
0.16557 & 0.66557 & -0.19478 & -0.40224 \\
0.48395 & 0.04719 & 0.63604 & -0.26546 \\
-0.01862 & 0.44976 & -0.07947 & -0.64779 \\
0.59719 & 0.03395 & 0.51518 & -0.24375 \\
0.04976 & 0.58138 & -0.10464 & -0.51101
\end{bmatrix}$$

and:

$$X_2 = \begin{bmatrix}
0.63182 & 0.13182 & 0.49214 & -0.11720 \\
0.21088 & 0.71088 & -0.24167 & -0.32016 \\
0.40300 & 0.04442 & 0.69583 & -0.26295 \\
-0.06999 & 0.35930 & -0.07469 & -0.71661 \\
0.62348 & -0.01795 & 0.44973 & -0.25304 \\
0.01741 & 0.58812 & -0.08604 & -0.48690
\end{bmatrix}$$

were constructed using (8.35). The corresponding $X^TX$ matrices were given by:

$$X_1^TX_1 = \begin{bmatrix}
1.00000 & 0.24500 & 0.90221 & -0.45619 \\
0.24500 & 1.00000 & -0.11813 & -0.89614 \\
0.90221 & -0.11813 & 1.00000 & 0.19815 \\
-0.45619 & 0.89614 & 0.19815 & 1.00000
\end{bmatrix}$$

and:

$$X_2^TX_2 = \begin{bmatrix}
1.00000 & 0.22500 & 0.82452 & -0.36361 \\
0.22500 & 1.00000 & -0.16150 & -0.79941 \\
0.82452 & -0.16150 & 1.00000 & 0.18166 \\
-0.36361 & 0.79941 & 0.18166 & 1.00000
\end{bmatrix}$$
The eigenvalues for the $X_1^T X_1$ and $X_2^T X_2$ matrices were (2.32624, 1.56719, 0.09612, 0.01046) and (2.14750, 1.55946, 0.24099, 0.05206) respectively.

Two simulation models were constructed using the design matrices defined by (8.37) and (8.38). The parameter vectors for the simulation models were taken to be:

$$
\beta_1 = (0.60119, 1.10539, 0.26553, -1.91277) \quad (8.41)
$$

and:

$$
\beta_2 = (1.15789, 1.54238, -0.02996, -1.26172) \quad (8.42)
$$

The parameters for the canonical forms of both models were given by:

$$
\alpha^* = (2.00, 1.00, 0.50, -0.25) \quad (8.43)
$$

The four levels of $\sigma^2$: 0.005, 0.011, 0.02 and 0.08 were assumed for each model. The simulation experiments consisted of 1,000 simulations of each model at the four different levels of $\sigma^2$.

Eight different estimators were utilized to simulate the estimation of the parameter vectors $\beta_1$ and $\beta_2$. Besides the ordinary least squares estimator, three generalized least squares and four combined estimators were considered. The assigned ranks for the combined estimators were taken to be 3 and 4. Two different algorithms were utilized to choose appropriate values of the biasing parameter $k_1$. As a result of Theorem 8.2, the methodology of Chapter 2 may be utilized to develop rules for estimating $k$. Based upon the procedures described in that chapter, the algorithms:
\[ k_1 = \frac{\sigma^2}{\max(a_1^2, a_2^2, \ldots, a_r^2)} \quad (8.44) \]

and:
\[ k_2 = \frac{r \sigma^2}{\sum_{i=1}^{r} a_i^2} \quad (8.45) \]

were employed to calculate a value of \( k \) for the combined estimator \( \hat{\beta}_2^*(k, r) \). Tables 5 and 6 summarize the average values of the \( k_i \)'s which were calculated in the simulation experiments.

The average simulated mean squared errors for the various estimators of \( \beta_1 \) and \( \beta_2 \) are summarized in Tables 7 and 8. It can be seen from these tables that both the generalized least squares and combined estimators provided improvements in their average simulated mean squared errors when compared with the ordinary least squares estimator. In fact, the generalized least squares estimator of rank 3 always had a smaller average mean squared error than \( \hat{\beta} \). \( \hat{\beta}_3 \) produced smaller average mean squared errors than all of the other generalized least squares estimators except when \( \sigma^2 \) was set to 0.08. In these cases, the generalized least squares estimator of rank 2 had the smallest mean squared errors.

It should be noted that the combined estimator \( \hat{\beta}_4^*(4, k_i) \) corresponds to the ordinary ridge estimator with the biasing parameter \( k_i \). It can be seen from Tables 7 and 8 that the ordinary ridge estimators provided substantial improvements over \( \hat{\beta} \) in terms of the average mean squared errors. In all cases, \( \hat{\beta}_2^*(3, k_i) \) produced
Table 5 - A Comparison Of The Average Values Of The Biasing Parameters $k_j$ For The Estimates Of $\beta_1$

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Level Of $\sigma^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.005</td>
</tr>
<tr>
<td>$\hat{\beta}_2(3, k_1)$</td>
<td>0.00126</td>
</tr>
<tr>
<td>$\hat{\beta}_2(3, k_2)$</td>
<td>0.00284</td>
</tr>
<tr>
<td>$\hat{\beta}_2(4, k_1)$</td>
<td>0.00126</td>
</tr>
<tr>
<td>$\hat{\beta}_2(4, k_2)$</td>
<td>0.00350</td>
</tr>
</tbody>
</table>

Table 6 - A Comparison Of The Average Values Of The Biasing Parameters $k_j$ For The Estimates Of $\beta_2$

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Level Of $\sigma^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.005</td>
</tr>
<tr>
<td>$\hat{\beta}_2(3, k_1)$</td>
<td>0.00126</td>
</tr>
<tr>
<td>$\hat{\beta}_2(3, k_2)$</td>
<td>0.00286</td>
</tr>
<tr>
<td>$\hat{\beta}_2(4, k_1)$</td>
<td>0.00126</td>
</tr>
<tr>
<td>$\hat{\beta}_2(4, k_2)$</td>
<td>0.00372</td>
</tr>
</tbody>
</table>
Table 7 - A Comparison Of The Average Mean Squared Errors

For Various Estimators Of The Parameter Vector $\beta_1$

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Level of $\sigma^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.005</td>
</tr>
<tr>
<td>$\hat{\beta}_1$</td>
<td>1.31467</td>
</tr>
<tr>
<td>$\hat{\beta}_2$</td>
<td>0.31771</td>
</tr>
<tr>
<td>$\hat{\beta}_3$</td>
<td>0.11979</td>
</tr>
<tr>
<td>$\hat{\beta}$</td>
<td>0.52830</td>
</tr>
<tr>
<td>$\hat{\beta}^{*}_{2}(3,k_1)$</td>
<td>0.11841</td>
</tr>
<tr>
<td>$\hat{\beta}^{*}_{2}(3,k_2)$</td>
<td>0.11730</td>
</tr>
<tr>
<td>$\hat{\beta}^{*}_{2}(4,k_1)$</td>
<td>0.44745</td>
</tr>
<tr>
<td>$\hat{\beta}^{*}_{2}(4,k_2)$</td>
<td>0.37987</td>
</tr>
</tbody>
</table>
Table 8 - A Comparison Of The Average Mean-Squared Errors
For Various Estimators Of The Parameter Vector

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Level Of $\sigma^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.005</td>
</tr>
<tr>
<td>$\hat{\beta}_1^+$</td>
<td>1.31485</td>
</tr>
<tr>
<td>$\hat{\beta}_2^+$</td>
<td>0.31791</td>
</tr>
<tr>
<td>$\hat{\beta}_3^+$</td>
<td>0.08867</td>
</tr>
<tr>
<td>$\hat{\beta}^*$</td>
<td>0.12080</td>
</tr>
<tr>
<td>$\hat{\beta}_2^*(3,k_1)$</td>
<td>0.08852</td>
</tr>
<tr>
<td>$\hat{\beta}_2^*(3,k_2)$</td>
<td>0.08843</td>
</tr>
<tr>
<td>$\hat{\beta}_2^*(4,k_1)$</td>
<td>0.11681</td>
</tr>
<tr>
<td>$\hat{\beta}_2^*(4,k_2)$</td>
<td>0.11102</td>
</tr>
</tbody>
</table>
substantially smaller average mean squared errors than \( \hat{\beta}_2^*(4, k_1) \), or the ordinary least squares estimator. In fact, the combined estimator \( \hat{\beta}_2^*(3, k_1) \) produced the smallest average simulated mean squared errors of the eight estimators considered for both parameter vectors and all levels of \( \sigma^2 \) except 0.08. In the simulation runs where \( \sigma^2 \) was set to 0.080, the use of the generalized least squares estimator of rank 2 resulted in the smallest average mean squared errors.

It can be seen from the results of the simulation experiments that the combined estimator \( \hat{\beta}_2^*(k, r) \) offers potential for significant improvements in the mean squared errors when compared to the generalized least squares and ordinary ridge estimators. In addition, it was pointed out earlier that the combined estimator provides greater flexibility than either \( \hat{\beta}_r^* \) or \( \hat{\beta}_k^* \). At the same time, the combined estimator retains a geometrical interpretation. As a result, it is recommended that the combined estimator \( \hat{\beta}_2^*(k, r) \) be considered as an alternative to the other biased estimators mentioned in this thesis when some of the eigenvalues for the \( X'X \) matrix are assumed to be equal to zero and other eigenvalues close to zero.
Appendix

A Convergence Theorem

The following convergence theorem is required in the derivation of Hocking, Speed and Lynn's (1976) iterative estimators:

Theorem A.1: The sequence defined by:

\[ c_{i+1} = c_i^2 / (c_i^2 + L) \]  \hspace{1cm} (A.1)

has three points of accumulation depending upon \( L \) and the initial value of the sequence. Suppose that:

\[ c_1^* = \frac{1}{3} + (\frac{1}{3} + L)^{\frac{1}{3}} \]  \hspace{1cm} (A.2)

and:

\[ c_2^* = \frac{1}{3} - (\frac{1}{3} - L)^{\frac{1}{3}} \]  \hspace{1cm} (A.3)

Assume that \( c^* \) denotes the limiting value of the sequence defined by (A.1). The possible values of \( c^* \) are given by:

1) If \( L > \frac{1}{3} \), \( c^* = 0 \).

2) If \( L \leq \frac{1}{3} \) and:
   i) \( c_0 > c_2^* \), then \( c^* = c_1^* \).
   ii) \( c_0 < c_2^* \), then \( c^* = 0 \).
   iii) \( c_0 = c_2^* \), then \( c^* = c_2^* \).

Proof: If the sequence defined by (A.1) has any accumulation points, they must satisfy:

\[ c^* = c_2^2 / (c_2^2 + L) \]  \hspace{1cm} (A.4)

Solving (A.4) leads to the possible accumulation points:

\[ c^* = 0 \]  \hspace{1cm} (A.5)

or:

\[ c^* = \frac{1}{3} + (\frac{1}{3} - L)^{\frac{1}{3}} \]  \hspace{1cm} (A.6)
First, consider the case where \( L > \frac{1}{4} \) so that:
\[
(c_i - \frac{1}{4})^2 - \frac{1}{4} + L < 0 
\]  
(A.7)

Inequality (A.7) is equivalent to:
\[
c_i^2 - c_i + L > 0
\]
(A.8)

or:
\[
c_i/(c_i^2 + L) < 1
\]
(A.9)

As a result of (A.1) and (A.9),
\[
c_{i+1}/c_i = c_i/(c_i^2 + L) < 1
\]
(A.10)

It follows from (A.10) that the \( c_i \)'s form a decreasing sequence. Since the \( c_i \)'s are bounded from below by 0, it follows that \( c_i \) equals 0 if \( L > \frac{1}{4} \).

Next, consider the case where \( L \leq \frac{1}{4} \). It should be noted that if \( c_0 > c_1^* \), then \( c_i > c_1^* \) for all positive integers \( i \). This can be seen by observing that if:
\[
c_i > c_1^*
\]

then:
\[
c_{i+1}^* = 1/(1 + L/c_i^2) > 1/(1 + L/c_i^*)
\]
(A.12)

A similar result holds if \( c_0 < c_1^* \). The ratio test provides that the sequence of \( c_i \)'s defined by (A.1) is monotonically increasing if:
\[
c_{i+1}/c_i = c_i/(c_i^2 + L) > 1
\]
(A.13)
or:

\[(c_i - \frac{1}{2})^2 - \frac{1}{4} + L < 0 \quad (A.14)\]

In the same manner, the sequence is monotonically decreasing if:

\[(c_i - \frac{1}{2})^2 - \frac{1}{4} + L > 0 \quad (A.15)\]

for each \(i\). The accumulation points for the sequence when \(L \leq \frac{1}{4}\) can be obtained by comparing different combinations of \((A.11)\), \((A.14)\) and \((A.15)\).
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