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Abstract

Studies on Memory Consistency and Synchronization
Failure Detection in Parallel Programs

Taiqi (Taichi) Fu, Ph.D.
Concordia University, 1998

We have studied two related issues in the design, execution and debugging of shared memory parallel programs: memory consistency and techniques to detect synchronization failure in parallel programs.

Overlapping execution of operations from a thread is an efficient way to effectively tolerate memory latency in shared memory multiprocessor systems. While Sequential Consistency provides a simple abstraction for a programmer to reason about his program, a sequentially consistent machine with full generality must execute memory operations sequentially in program order, leading to poor performance. We propose Link Consistency which still preserves Sequential Consistency for parallel programs that contain no data race or synchronization failure while permitting out of (program) order execution of operations. By classifying synchronization operations according to whether they satisfy some distinct conditions (Exclusive Producer and Exclusive Consumer), Link Consistency allows richer relaxation of program orders than some previous work such as Release Consistency. Compared to other work that also tries to improve upon Release Consistency such as PLpc, Link Consistency is conceptually clearer for programmer, and possesses a rigorous basis for reasoning.

We also address the following Synchronization Failure detection problem: Given a trace set from a complete (i.e. successful) execution, whether there exists another execution that can be derived from the same trace set and is incomplete. The answer to the problem is useful in debugging parallel programs. After showing that the problem is NP-complete, we present some techniques to tackle the problem in practice. These include Trace Reduction, Local Failure Validation, and Partial Order Checking. Trace Reduction may reduce the size of a trace set up to a small fraction of its original size while still preserving its failure property. Local Failure Validation explores a heuristic that is based on individual semaphores rather than all semaphores together. Compared to detecting strategies based on interleaving semantics, Partial Order Checking completely avoids the state explosion problem caused by the large amount of concurrence in trace sets. Our experimental result shows that for many trace sets with synchronization failures, the above techniques solve the detection problem in time linear to the trace set sizes, which are measured by \( N_n \), the number of events or by \( N_s \times N_b \), the product of the number of semaphores by the number of program threads, in a trace set.
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Chapter 1  Introduction

1.1  Motivation

1.1.1 About Memory Consistency

A natural approach to achieve higher performance for a computer system is to detect and then make use of parallelism in its programs. For sequential programs, data dependency analysis (Kuck et al. 1981) is an effective tool for such an optimization.

For a parallel program executed on a shared memory multiprocessor system, the way to relax program order is quite different. A parallel program differs from a sequential program in two important aspects. First, there are accesses to share data by different threads. Second, a new class of memory operations, called synchronization operations, is often used. Each thread now has its own program order which involves ordering among data and synchronization operations. Data dependency analysis alone is not adequate to deal with parallelism detection in parallel programs. Improper relaxation of program order in parallel program may lead to violation of sequential consistency. Two typical symptoms of such violation are unwanted data race and synchronization failure. What is the counterpart of data dependency theory for relaxing program order in parallel programs?

In trying to answer the above question, our research aims to find a set of simple and yet useful rules that tell which ordering constraints in program orders in a parallel program are important, and which are not and thus can be ignored in execution. We have explored the following relevant concepts: (i) Data Race Freeness, (ii) Synchronization Failure Free-
ness. (iii) Exclusive Producer (Token Collision Freeness), and (iv) Exclusive Consumer.

The main ideas are summarized in the following:

1. **Ordering between data accesses**: If every access to a data (called data access) are protected by some synchronization operations in every execution of a parallel program, then there is no data race and the ordering between a data access to another data access can be relaxed if there is no data dependency between them.

2. **Ordering between a data access and a synchronization operation**: In a data race free parallel program, if a synchronization operation is not used to separate (guard) a data access from another conflicting data access, then the ordering between them is immaterial and can be relaxed.

3. **Ordering between two synchronization operations**: There are special scenarios in which the relative ordering between such synchronization operations themselves is unimportant. For example if we know that a P operation must be enabled by some V operation, then it is possible for the P operation to be executed before the completion of some previous synchronization operations in the same thread.

The first idea is well understood and also used in the previous research on memory consistency models, first in Weak Ordering (Dubois, Schuich, and Briggs 1986) and DRF (Adve and Hill 1990, 1993), and then in Release Consistency (Gharachorloo et al. 1990). Release Consistency has also exploited the second idea to a limited degree: since a Release operation (which is a synchronization write) does not protect shared data accesses that follow it in the same thread, there is no need to delay them until the Release is com-
pleted. A ‘Release’ in Release Consistency, however, is still considered to protect all shared data accesses that precede it. The third idea above, making use of some unique properties of some synchronization operations to further relax program orders, is exploited by us first (Li and Fu 1992, Fu 1992).

Suppose a parallel program uses binary semaphore operations for synchronization. We say a token is available for some semaphore a immediately after a V(a) is executed. We also say that there is a token collision in semaphore a if there is some execution of the program in which a V(a) is executed when a token is already available for a. A special case of token collision freeness is modeled by Exclusive Producer: a token is generated (by any thread) only if it is unavailable; no other thread has generated a token which is not consumed yet. Analogously, a P operation for a semaphore is an Exclusive Consumer if all P operations for the same semaphore occur in only one program thread. We have explored the usefulness of the notion of exclusive producer and exclusive consumer in relaxing program orders among synchronization operations. As an example, consider the classical Bounded Buffer problem (Peterson, G. L. 1981) which involves one producer and one consumer. The solution in Figure 1 uses three binary semaphores to coordinate competing data accesses to a single buffer.
binary semaphore mutex = 1;
binary semaphore empty = 1;
binary semaphore full = 0;

Producer()
{
    while (TRUE) {
        (1) produce_item();
        (2) P(empty);
        (3) P(mutex);
        (4) put_item();
        (5) V(mutex);
        (6) V(full);
    }
}

Consumer()
{
    while (TRUE) {
        (7) P(full);
        (8) P(mutex);
        (9) get_item();
        (10) V(mutex);
        (11) V(empty);
        (12) consume_item();
    }
}

Figure 1  An introductory example on relaxing program orders

There is no token collision for any of three semaphores. One of our rules relaxes the program order between (5) and (6) and that between (10) and (11).

P(empty) and P(full) each appears in a single thread only. This leads to another rule that relaxes some program order between P operations. For the class of parallel programs that contain no data race or synchronization failure, we propose several general rules to relax program orders among synchronization operations in Chapter 4.

Relaxing program orders among synchronization operations is more tricky than relaxing program orders between data and synchronization operations. We would also show some bad relaxation rules that have intuitive appeal but do not actually work.

1.1.2 About Synchronization Failure Detection

Data race or deadlock detection strategies can be classified as static detection or dynamic detection. Static detection includes testing (Tu, Shatz, and Murata. 1990. Masti-

Static detection is, in general, either conservative (reporting of false deadlocks or data races) or incomplete (failing to report true deadlocks or data races). Petri net based static program analysis (Tu, Shatz, and Murata 1990, Duri et al. 1993) transforms a program into a Petri net and the deadlock detection problem becomes a net reachability problem. An advantage of doing this is to make use of some existing analysis techniques for Petri nets. The Petri net based approach for detecting deadlocks, however, has not been made practical for large programs, mainly because of its well-known complexity. Petri net reachability problem, even though decidable (Mayr 1984), requires at least exponential space (and time) in the worst case (Lipton 1976). Dynamic detection of deadlock or data race, on the other hand, is supposed to report a deadlock or data race only when deadlock or data race actually occurs but does not rule out its existence in other runs.

We raise a novel question: Given a set of synchronization operations of a successful run, is it possible that due to synchronization race, there is an incomplete execution that results from the same trace set? If the answer is yes, then one may say, “Oh, you are lucky! The

---

1. In addition to that, the conventional Petri net is incapable of modeling systems requiring prioritized coordination of processes. Refer to (Peterson, J. L. 1981, chapter 7, p.195) for some example and discussion in detail.
program could have failed to progress!" A parallel program execution fails to progress if there is at least one program thread that is not executed to the completion. We say a parallel program contains synchronization failure if one of its execution so fails.

Like program testing or verification we locate potential synchronization failures from a trace set. Unlike general program testing, however, we do not have to design and apply different input test data, and we have an additional piece of information about the trace set: it has at least one successful execution. We term this Synchronization Failure Detection problem and we show that it is NP-complete.

Even though previous work on deadlock or data race detection of a parallel program focuses on either dynamic monitoring of a program execution or static analysis of the program, post mortem trace analysis to detect safety violation such as data race in an execution has also drawn some research interests (Netzer and Miller 1990, 1991). We view our problem as a dual problem of the safety violation detection. Both belong to a bigger problem: what can we deduce from trace analysis accurately and can we do it efficiently?

1.2 Summary of Results

1.2.1 About Memory Consistency
For clarity and conciseness, we consider parallel programs that employ binary semaphores as the only synchronization mechanism. The following is a summary of our main contributions:
1. Construct simple multiprocessor reference model based on which various memory
consistency models such as Release Consistency or Link Consistency, can be precisely
defined, and analyzed.

Sequential processor is used as the base machine. Trivially this base machine imple-
ments sequential consistency. It actually defines sequential program order. A machine that
relaxes sequential program order is a modified base machine. In general a modified
machine may have more than one next instruction from a single thread to choose from in
each step of execution. The essential difference between various memory consistency
models are captured based on how these next instructions may vary. We use this modified
reference machine model to capture unambiguously three fundamental concepts, namely:
relaxed program orders, execution result, and sequentially consistent execution.

2. Relaxation of some unnecessary program order between data accesses and a synchro-
nization operations.

First we formulate a set of sufficient conditions to describe when a synchronization
operation does not protect a data access. It can be implemented by introducing Scope Tag,
an indicator of ordering constraints between a synchronization operation and other opera-
tions around it, as a language construct for programmers. Alternately, defaults may be
used to define each scope.

3. Relaxation of some unnecessary program order between synchronization operations.

Two special synchronization structures are exploited here: token collision freeness
(exclusive producer) and exclusive consumer. Under such assumptions, we propose a new
memory consistency model, called Link Consistency. Link Consistency prescribes a set of conditions that determines the set of necessary program orders to be preserved in each program thread. It allows further relaxation of program order between some synchronization operations.

We prove that Link Consistency preserves Data Race Freeness and Synchronization Failure Freeness of a given program. We also prove that Link Consistency preserves token collision freeness. Finally, we show that for data race free and synchronization failure free parallel programs, a machine satisfying Link Consistency produces sequentially consistent results.

Compared with Release Consistency, Link Consistency further relaxes some program order among synchronization operations. Some examples including L-U decomposition have been used to compare Link Consistency with Release Consistency.

As a last note, scope tag can also be used to improve Release Consistency. However, Link Consistency without scope tag can still relax some program order that Release Consistency cannot (see Section 4.5).

1.2.2 About Synchronization Failure Detection

We require a trace set to be recorded before we analyze it to detect potential synchronization failure. As our starting point, we show that the detection problem is NP complete. Then we develop some techniques to avoid or at least reduce the size of the behavior space to be searched in answering the question.
We first study some possible short cuts to the detection problem. The first such short cut is special case trace sets for which the detection problem is solvable in polynomial time. The second strategy involves some sufficient conditions for detecting synchronization failure. For other cases, we develop some trace reduction rules and the associated reduction heuristics. The size of a trace set from an execution is usually large. So it is important and effective if one could reduce its size while still preserving its synchronization failure property. Two types of reduction rules are exploited: Local Reduction rules and Global Reduction rules. Local reduction rules reduce the size the trace of an individual program thread, while global reduction rules apply to the traces of multiple program threads.

The reduction heuristics are developed to search for synchronization failure based on some greedy strategies. They direct the detection algorithm to search in a reduced behavior space. This technique is specially useful for some trace sets where reduction rules cannot be applied. Similar to reduction heuristics, local behavior pruning tries to identify infeasible local behaviors or local behaviors that dominated by some infeasible one. Such local behaviors are then ignored.

We also investigate the use of a heuristic which is based on the observation that a property of a subsystem may also emerge as a property of the encapsulating system. Local Failure Validation represents one such strategy. First it locates a local failure that involves a single synchronization variable, when used in certain manner according to the recorded trace set. Then it checks to see if such a local failure may be incorporated in a global behavior, thus detecting a true synchronization failure.
Last, we apply partial order model checking technique in checking the behaviors that are derivable from a reduced trace set. Partial order checking significantly reduces the size of the behavior space contributed by the large amount of concurrency among program threads, as compared to the use of interleaved models. The above mentioned techniques can be applied together. Our experimental results from various applications show that a synchronization failure can be detected in time approximately linear to the size of trace set.

Our trace reduction rules can be visualized as special behavior space reduction rules. Work of (Tu, Shatz, and Murata 1990, Duri et al. 1993) uses net reduction. There are however several important differences between our work and theirs. One major difference lies in the synchronization mechanisms. Their study is for Ada programs with rendezvous synchronization, while we focus on shared memory parallel programs with semaphore-like synchronization.

Partial order model checking as an effective technique to reduce searching in the behavior space has been well established (Pratt 1986, Probst and Li 1990, 1991, 1993). Like (Godefroid and Wolper 1991, McMillan 1992), Our work is another application of this technique that yields significant reduction in search time. We have found, however, that for our problem, the role of partial order checking is best seen when it is combined with reduction rules and/or reduction heuristics.
1.3 Thesis Organization

The remaining chapters are organized as follows: Chapter 2 summarizes the existing work on memory consistency and synchronization failure detection. Chapter 3 and Chapter 4 focus on memory consistency. Chapter 3 provides simple models for machines that execute parallel programs. It also defines parallel program executions based on these machine models. Chapter 4 defines our memory consistency model, Link Consistency using the machine models introduced in the previous chapter. Chapter 5, Chapter 6 and Chapter 7 focus on the synchronization failure detection: Chapter 5 defines derived behaviors of a trace set and illustrates the problem of potential synchronization failure detection, while Chapter 6 discusses the time complexity and various optimization techniques whose effectiveness is measured by the experiments reported in Chapter 7. Chapter 8 points out some future work and concludes the thesis.
Chapter 2  Related Work

2.1  Related Work on Memory Consistency

Multiprocessors that support sequential consistency for arbitrary parallel programs are usually inefficient. Recent research on memory consistency (Adve and Gharachorloo 1996) turns its attention to supporting sequential consistency for a specific class of parallel programs in order to design more efficient multiprocessors.

Our research follows the same trend. We propose that if parallel programs are written with certain new constraints they could allow the hardware system to guarantee sequential consistency (for these programs) without enforcing all program orders in program threads.

2.1.1  Sequential Consistency

The semantics of sequential consistency for shared memory parallel programming was probably used earlier than the first appearance of the term in (Lamport 1979). It has been assumed that operations from the same thread will be executed both atomically and sequentially as if it were on a multi-programmed sequential processor. For example, the correctness the early two process mutual exclusion algorithm (Dekker 1965) is based on sequential consistency. Lamport coined the term sequential consistency to refer to this customary semantic model for multiprocessing. He wrote (Lamport 1979):

A multiprocessor is sequential consistent if the result of any execution is the same as if the operations of all the processors were executed in some sequential order, and the operations of each individual processor appear in this sequence in the order specified by its program.
The essence of sequential consistency is that it enables a programmer to use (sequential) program orders as if they are sacred and to perceive every operation of a program as if it were atomic. Consequently, sequential consistency offers a simple to understand correctness criterion for designing parallel program. For example, one may apply assertional reasoning\(^2\) to a parallel program in a similar way as to a sequential program to show its correctness (Hoare 1969, 1975).

However, there is a negative side to the design of multiprocessors to support sequential consistency for arbitrary parallel programs. Implementation of sequential consistency for arbitrary programs demands conservative execution and is inefficient, largely because of the apparent need to obey program orders. Indeed, some effective optimization techniques to relax program order based on data dependence analysis for sequential programs are no longer valid for sequential consistency.

2.1.2 Recent Research on Supporting Sequential Consistency

2.1.2.1 Weak Ordering and DRF0 Models

(Dubois, Schuich and Briggs 1986) first proposed that if the hardware could distinguish data operations from synchronization operations then it is possible to have a more efficient system which executes data accesses between two consecutive synchronization operations in a process as long as all synchronization operations are executed strictly in program

---

\(^2\) "All the properties of a program and all the consequences of executing it in any given environment can, in principle, be found from the text of the program itself by means of purely deductive reasoning." (Hoare 1969)
order and local data dependency is maintained. Their model of relaxation of program order is termed Weak Ordering. (Adve and Hill 1990) refines this idea by introducing an extra condition for parallel programs: Data Race Freeness and names the refined model DRF0 (Data-Race-Free-0). DRF0 allows an Unlock operation to be issued before the data accesses (say D1) that are already issued are (globally) committed. This works because of the following: (i) data race free programs: any other thread that contains data accesses (say D2) that are in conflict with D1 will have a Lock operation that precedes these data accesses, and (ii) DRF0 will delay such Lock until D1 are globally committed. The distinction between different synchronization operations remains unclear in these works.

2.1.2.2 Release Consistency and DRF1 Models

(Gharachorloo et al. 1990) proposed Release Consistency (RC for short) by further classifying each synchronization operation as either Acquire (acqL) or Release (reIL). A memory operation in a program is labeled with one of the following: acqL, reIL, nsyncL, or ordinaryL. A Lock operation is typically labeled as acqL and an Unlock operation typically as reIL. Based on these labels, a parallel program is Properly Labeled if it satisfies the following conditions:

*Enough SyncL Labels:*

Pick any two accesses $u$ on processor $P_u$ and $v$ on processor $P_v$ ($P_v$ is not the same as $P_u$) such that the two accesses conflict, and at least one is labeled as ordinaryL. Under any legal interleaving, if $v$ appears after(before) $u$, then there needs to be at least one syncL write(read) access on $P_u$ and
one syncL read(write) on Prv separating u and v, such that the write appears before the read. There are enough accesses labeled as syncL if the above condition holds for all possible pairs u and v. A syncL read has to be labeled as acqL and a syncL write has to be labeled as relL.

Properly-Labeled (PL) Programs:

A program is properly-labeled if the following holds: all shared accesses are labeled as sharedL or more restricted types, all competing accesses are labeled as specialL or more restricted types, and enough specialL accesses are labeled as acqL and relL.

Even though both are very similar, a Properly-Labeled (PL) program is not exactly the same as a data race free program. A PL program has an additional type of accesses called nsyncL that is neither ordinary data access nor synchronization operation (Acquire or Release). It is noteworthy that RC cannot guarantee sequential consistency for PL programs that contain nsyncL operations. Appendix B gives such an example. Unless otherwise specified, we will not consider programs with nsyncL operation in this thesis.

Without nsyncL operations, a PL program is very close to a data race free program. A subtle difference between them remains. Labels in a PL program can be rather artificial: for example, a data operation in a critical section may be labeled as acqL or a Lock operation may be labeled as ordinaryL. That is, with RC, hardware uses labels of operations instead of the semantics of operations for the relaxation of unnecessary ordering constraints in program order. In a data race free program of DRF0 (and DRF1 as discussed next), there is no labeling: an operation has the generic semantics as perceived both by a programmer and hardware. Theoretically, artificial labeling approach with RC offers a
more powerful mechanism to specify necessary (or unnecessary) program orders than the fixed semantics approach. For example, by labeling two consecutive read operations in a critical section in a PL program both as relL. RC can enforce a strict order between these two reads. While this kind of labeling may be necessary for the hardware, which supports RC, to execute some mutual exclusion algorithms such as those in (Dekker 1965) and (Peterson. G. L. 1981), the usefulness of such labels for parallel programs that use synchronization primitives such as Test-and-Set, Barrier, or semaphore operations is rather unsubstantiated. Without nsyncL and under the “normal” labeling of synchronization operations, normal in the sense that an Acquire (Release) of DRF-1 is labeled as acqL (relL). a properly-labeled program is a data race free program and RC is identical to DRF-1 for a programmer.

RC specifies a set of hardware conditions that try to guarantee sequential consistency for PL programs (Gharachorloo et al. 1990):

**Conditions for Release Consistency:**

1) before an ordinary Load or Store access is allowed to perform with respect to any other processor, all previous acquire accesses must be performed.

2) before a release access is allowed to perform with respect to any other processor, all previous ordinary Load and Store accesses must be performed, and

3) special accesses (synchronization operations and nsync operations) are processor consistent with respect to one another.
The first condition ensures that no ordinary data accesses will be performed before all acquire operations that precede them have been performed. The second condition ensures that no release operation can be performed before all ordinary data accesses that precede it have been performed.

The phrase ‘*processor consistent*’ in the third condition is later replaced by ‘*sequentially consistent*’ (Gibbons, Merritt, and Gharachorloo 1991) before an attempt is made to prove that RC appears to be sequentially consistent for properly-labeled programs. This revised condition implies that synchronization operations must be executed according to program order. In this thesis, we assume this revised definition of RC which is referred as RCsc in (Gharachorloo et al. 1992).

Compared to DRF0, RC allows further relaxation of program order in a program thread. For example, since in a PL program, a Release can only protect ordinary data accesses that precede it, those ordinary data accesses after a Release and the Release need not be executed in program order. This relaxation, however, does not come free: the hardware now must be able to distinguish between two types of synchronization labels: Acquires (acqL) and Releases (relL).

(Adve and Hill 1993) proposes DRF1 which improves upon DRF0 by classifying synchronization operations into Release and Acquire as in RC. Both DRF1 and RC (as revised in (Gibbons, Merritt, and Gharachorloo 1991) and without nsyncL) are the same for the programmers: both recognize special synchronization operations called release and acquire and a data race free program according to DRF1 is properly-labeled program and
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vice versa. (Adve and Hill 1993) also proposes a more efficient hardware implementation of DFR1 than the implementation proposed for DFR0. Instead of delaying a subsequent LOCK operation in one process that precedes some data operations (D1) in conflict with other currently outstanding data operations (D2) from another process (see section 2.1.2.1). one can let such LOCK operation go ahead and delay D2 only. The additional requirement is a protocol between these processes: the process with D1 informs the process with D2 after it has issued D1. The same optimization can be used to implement RC too.

Even though RC has succeeded in relaxing some of program order in PL programs, each of its three hardware conditions can be further relaxed. For example, an Acquire may not delay all data operations that follow it; maybe, it only “protects” the access atomicity of a subset of these data operations. In addition, synchronization operations may not have to be executed in sequential program orders. Under some usage assumptions (Li and Fu 1992, Fu 1992), the sequential program orders of synchronization operations can also be relaxed.

2.1.2.3 PLpc Model

This is the work closest to ours. The researchers of DRF0 (Adve and Hill 1990), DRF1 (Adve and Hill 1993) and RC (Gharachorloo et al. 1990) jointly propose PLpc model (Gharachorloo et al. 1992) to improve upon both DRF1 and RC by further relaxing sequential program order among synchronization operations. PLpc identifies two classes
of synchronization operations called loop synchronization operations and nonloop synchronization operations. Loop synchronization operations are further classified as loop reads and loop writes as follows (Gharachorloo et al. 1992):

**DEFINITION 4: LOOP AND NONLOOP READS.** A competing read is a loop read if (i) it is the final read of a synchronization loop construct that terminates the construct, (ii) it computes with at most one write in any sequentially consistent execution, and (iii) whenever it competes with a write in an sequentially consistent execution, it returns the value of that write: i.e., the write is necessary to make the synchronization loop construct terminate. A competing read that is not a loop read is a nonloop read.

**DEFINITION 5: LOOP AND NONLOOP WRITES.** A competing write is a loop write if it competes only with loop reads in every sequentially consistent execution. A competing write that is not a loop write is a nonloop write.

Roughly speaking, a loop read is the critical read in a busy waiting operation which can succeed only after some unique write (loop write) is performed. The following is an example from (Gharachorloo et al. 1992) where there are two processes P1 and P2:

\[
\begin{align*}
\text{P1} & \\
1 & A = 1; \\
2 & \text{Flag1} = 1; \text{(loop write)} \\
3 & \text{while} \ (\text{Flag2} == 0) \ \text{(loop read)} \quad 7 & \text{while} \ (\text{Flag1} == 0) \ \text{(loop read)} \\
4 & \ldots = B; \quad 8 & \ldots = A; \\
\text{P2} & \\
5 & B = 1; \\
6 & \text{Flag2} = 1; \text{(loop write)} \\
\end{align*}
\]

**Figure 2** Code segment to illustrate PLpc. Statements are numbered from 1 to 8.

The write to Flag1 and the write to Flag2 are loop write and the last read in each while loop is loop read. It is easy to see that the code segment will generate an expected result
even if the statement (3) is started before the statement (2) is executed and the statement (7) is started before the statement (6) is executed.

Given Properly-Labeled programs, PLpc permits a synchronization read not to wait for the previous synchronization write unless both are non-loop synchronization operations. Figure 3 below is a graphical representation of what sequential program order PLpc relaxes more than DRF1 or RC does. The example in Figure 2 uses the relaxations PL1 and PL2.

\[
\begin{array}{ccc}
\text{LoopWrite} & \text{LoopWrite} & \text{NonLoopWrite} \\
\downarrow & \downarrow & \downarrow \\
\text{LoopRead} & \text{NonLoopRead} & \text{LoopRead} \\
(\text{PL1}) & (\text{PL2}) & (\text{PL3})
\end{array}
\]

**Figure 3** Relaxations of program order among synchronization operations by PLpc.

2.1.2.4 Optimizing Parallel Programs at Compilation Time

(Shasha and Snir 1988) presents a method to optimize the execution of a parallel program by some static analysis of its program orders and potential access conflicts. They assume that a parallel program consists of a fixed number of sequential program segments of memory read or write operations. Under this assumption, they construct a conflict graph of operations in a program that include uni-directional arrows specified by program orders and bi-directional arrows representing potential conflicts between operations from different program segments (between a read and a write, or two writes). Based on such conflict
graphs. They present algorithms to find a minimal subset of program orders (called a delay set) sufficient to ensure sequential consistency in execution.

(Krishnamurthy and Yelick 1994) points out the Shasha and Snir’s approach would be NP complete if the number of threads is not fixed or unknown at compilation time. For example, a same SPMD (Single Program Multiple Data) program may be executed by an arbitrarily large number of threads. Krishnamurthy and Yelick presents an efficient algorithm to determine the minimal delay set for a given SPMD program. Since every thread is running an identical SPMD program, their algorithm actually analyzes two copies of the SPMD program on two separate threads only.

(Shasha and Snir 88)’s algorithm assumes that a program consists of ordinary memory read and write operations without explicit synchronization. In practice, a parallel program is often explicitly synchronized. (Krishnamurthy and Yelick 95) proposes algorithms to improve the accuracy of Shasha and Snir’s algorithm utilizing the synchronization information in a program. Synchronization operations may enforce certain ordering constraints that make some conflicting data operations impossible to compete. Therefore, some delay that Shasha and Snir’s algorithm will find may not be necessary.

For example, consider the following program from (Krishnamurthy and Yelick 95):

Initially \( F=X=Y=0; \)

<table>
<thead>
<tr>
<th>Thread 1</th>
<th>Thread 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Write((X,1));</td>
<td>Wait((F));</td>
</tr>
<tr>
<td>Write((Y,1));</td>
<td>Read((Y));</td>
</tr>
<tr>
<td>Post((F));</td>
<td>Read((X));</td>
</tr>
</tbody>
</table>
If only data operations are considered, Shsha and Snir’s algorithm will detect that both the delay between two writes and the delay between two reads are required to achieve sequential consistency. But if we assume that a ‘Post’ waits for the previous data operations to complete and a ‘Wait’ delays the data operations that follow it, obviously both delays are unnecessary. The intuition behind their work is somehow similar to that in (Dubois, Schaeuch and Briggs 1986) that we mention earlier.

2.1.2.5 Summary

We can view a multiprocessor consistency model as an agreement between parallel programs and the multiprocessor hardware that executes them. Programs must possess some properties, for example data race free or properly-labeled, in order for the hardware to deliver sequentially consistent results. If a program does not possess such properties, then the hardware may not deliver correct results. The main purpose to have overlapped data accesses, as offered by these consistency models, is to tolerate potentially long memory latency of global memory accesses in multiprocessors. Such special agreements between software and hardware are called memory consistency models.

2.1.3 Other Related Work

1. Processor Consistency Model

(Goodman 1989) first defines processor consistency (processor ordering) as follows:
A multiprocessor is said to be processor consistent if the result of any execution is the same as if the operations of each individual processor appear in the sequential order specified by its program.

For a processor consistent multiprocessor, the order in which writes from two different processors occur need not be identical when observed by different processors.

(Gharachorloo et al. 1990) presents a condition to implement the Processor Consistency:

**Condition 2.2: Condition for Processor Consistency**

(A) before a LOAD is allowed to perform with respect to any other processor, all previous LOAD accesses must be performed, and

(B) before a STORE is allowed to perform with respect to any other processor, all previous accesses (LOAD and STORE) must be performed.

A sequentially consistent multiprocessor is processor consistent. The reverse is not necessarily true.

2. Memory Consistency for Shared Virtual Memory Multiprocessor

For shared virtual memory (distributed shared memory) multiprocessors, in addition to memory latency, the performance of machines also greatly depend on network latency and inter-processor communication latency. To tolerate those latencies, (Bershad, Zekauskas and Sawdon 1993) proposes Entry Consistency in which there are two types of objects on which a parallel program operates: synchronization objects and shared data objects. Synchronization objects are used to protect data objects and is owned only by one processor (the owner) at a time as explained next.

Entry Consistency assumes that:
(i) Every synchronization object is explicitly identified, and

(ii) Every shared data objects is associated with a synchronization object and accesses to such data object must first go through the synchronization object associated with it.

Two types of accesses to a synchronization object are defined: exclusive access by which the protected data objects will be modified, or non-exclusive one by which the protected data objects are only read, not modified. The memory consistency is easy to achieve because of the explicit synchronization of data operations, as described next.

To modify a data object, a processor requests for an exclusive access of the synchronization object that is associated with the data object. When granted, the processor becomes the owner of the synchronization object and can modify the data object. If a processor need only to read the data object protected by a synchronization object, it requests for an non-exclusive access to the synchronization object and will be granted quickly. More than one processor can be granted with non-exclusive accesses to a same synchronization object. The next processor which requests and is granted an exclusive access to a synchronization object become the new owner of the synchronization object. It is assumed that a programmer will label shared data objects and synchronization objects properly. It is also assumed that a programmer will label each access to synchronization object as either read-only (non-exclusive) or read-write (exclusive). If a program is properly labeled, Entry Consistency ensures sequentially consistent result. Entry Consistency naturally relaxes the program order between a data operation and a synchronization operation that it does not protect, or between two unrelated synchronization operations. However, to provide an
explicit association between every data object and the synchronization object that protects it puts some extra burden on programmers.

To alleviate the strict requirement for a programmer to provide explicit information on the association between a data object and the synchronization operation, (Iftode, Singh and Li 1996) proposes Scope Consistency. Scope Consistency uses the implicit scope of a synchronization operation to derive the information on who protects what. For example, in a lock-based parallel program, Scope Consistency would assume that a consistency scope “naturally” consists of all critical sections protected by the same lock. The intuition is that shared memory will be accessed in separate scopes and accesses involving different scopes can occur concurrently. In many cases, such “natural” scopes coincide with the real scopes of locks and as long as such scopes are obeyed, the execution would still be sequentially consistent. In such cases, program orders between two operations of two distinct scopes can be relaxed.

However, as they have already pointed out, that is not always the case. For some programs, the straight-forward approach of identifying a scope of a lock to be a set of critical sections that appear between the acquires of the lock and the release of the lock may not work. For example, consider the following program (Iftode, Singh and Li 1996, Figure 3) where L1 is a lock:

```
Processor 0
X = 1
acquire(L1)
Y = 1
release(L1)
```

```
Processor 1
acquire(L1)
a = Y
b = X
release(L1)
```
The natural scope of L1 is the two critical sections: one writing Y and the other reading Y and X. However, in this example, the programmer has also implicitly assumed that release(L1) of Processor 0 also protects the write to X, even if X=1 is not in any critical section. Any run of the program on a sequentially consistent machine, such as on a RC machine, will contain no data race. To relax the program order between X=1 and release(L1), according to Scope Consistency, will cause a data race between the write to X by Processor 0 and the read by Processor 1.

As a remedy for those undesirable cases, either extra acquires need to be added, or the scope of a current lock need to be expanded (by moving an acquire “higher” and an release “lower” in a program which is written on papers in a usual fashion: from top to bottom). For the above example, move acquire(L1) ahead of X=1 would work. There is still no general guidelines on when and how to add additional acquires or to move the existing acquires or releases. The notion of scope in Scope Consistency is similar to the notion of scope that we use in (Fu 1992). We have devised several simple programming constructs called scope indicators (called Explicit Scope Annotations in Scope Consistency) to capture, as precise as possible, the relationship between a synchronization operation and the data operations around it: what it protects and what it does not. Like (Bershad, Zekauskas and Sawdon 1993), we assumes that a programmer will indicate the scope explicitly. Scope Consistency is a pioneer work in trying to obtain the information about who protects what in a parallel program without much burden on programmers. Another interesting work on synchronization optimizations is (Diniz and Rinard 1997).
(Singla, Ramachandran and Hodgins 1997) introduces temporal notions into consistency for interactive applications. For example, an interactive virtual environment consisting of simulated robots can tolerate high levels of "staleness" with respect to various robots' perception of the states of each other. The proposed Delta Consistency is a time-based correctness criterion to govern the shared memory accesses. Sequential consistency relies on a coherent memory on which a read of a memory location returns the most recent write to that location. Delta consistency builds on a coherent memory that satisfies the following only: a read of a memory location returns the last value that was produced at most delta time units preceding that read operation. The value of delta represents the application's tolerance for staleness of data. Unlike release consistency or our work, their work focuses on those applications with asynchrony or "loose" synchrony in nature only.

2.2 Related Work on Synchronization Failure Detection

Even though there are recent results on detecting safety violation based on trace analysis, such as to determine the possible event ordering (Helmbold, McDowell and Wang 1993) or to detect data race in parallel program executions (Netzer and Miller 1990, 1991) as far as we know, there is no previous work done to detect potential synchronization failure in a parallel program based on analysis of trace from a successful execution. The work closest to ours is the application of trace analysis to detect data race (Netzer and Miller 1990, 1991). Our work differs from theirs in the following: we try to determine the existence or absence of any synchronization failure implied by a trace set, which itself is recorded from a successful execu-
tion; while they try to detect any data race implied by a trace set, whether it is recorded from a data race free execution or an execution with data race is unknown and irrelevant to them.

Another related work is the Verification of Sequential Consistency (VSC) (Gibbons and Korach 1992, 1994). Given a set of sequences of operations that are executed, the VSC problem is to decide whether there is some interleaving of the operations that satisfies sequential consistency. Gibbons and Korach prove that the VSC problem is NP complete and present efficient algorithms for some restricted VSC problems.

The result of dynamic detection or trace-based analysis of parallel program properties such as data race or synchronization failure is only valid with respect to that execution or the trace of that execution. Static analysis of parallel programs tries to determine whether a parallel program satisfies such properties without executing it. Unfortunately, such decision problems are in nature equivalent to the classic Turing Machine Halting Problem, which proves to be undecidable. Instead of having a parallel program and then trying to analyze it statically to determine whether it contains some unexpected properties (section 2.1.2.4), another active research area in static analysis of programs is to have compilers, with a sequential program as input, generate a parallel program that is guaranteed to be free of data race or synchronization failure.

The so-called parallelizing compilers takes some conventional (such as Fortran 77) sequential programs and transforms them into parallel ones. For example, (Hall et al.
1995, 1996) reports good performance for their SUIF (Stanford University Intermediate Format) compiler that automatically parallelizes the array-based numerical programs using scalar analysis, array analysis, intra- and inter-procedural analysis, among other techniques. (Lim and Lam 1997) is another example of parallelizing sequential programs which consist of arbitrary nestings and sequences of loops with certain restrictions.

(Blume et al. 1994, August 1996, December 1996, Navarro et al. 1997) discuss Polaris, a parallelizing compiler developed at University of Illinois at Urbana-Champaign, to transform Fortran programs for target machines such as Cray T3D. Polaris incorporates compilation techniques including in-line expansion, induction variable substitution, reduction variable recognition, symbolic dependence analysis, scalar and array privatization.

The above research assumes restricted classes of sequential programs, particularly those with extensive nested loops and simple array indices. The generated parallel code usually has very regular synchronization patterns. They do not work with sequential programs in general. In addition, their focus is on the sequential code which exists such as those in large financial institutions. The parallelizing compiler does not apply to the areas where parallelism is intrinsic and cannot be derived but must be carefully accounted for and explicitly specified. One such example is the solution for the famous Dining Philosopher Problem. Another example is telecommunication or data-communication software where C programming language and semaphores or locks are still dominant and timing is critical. In contrast, both the dynamic detection approach or post-mortem trace analysis approach work for general programs.
The key difference between the research on parallelizing compilers and our research on trace set analysis is that the domain of the former is the existing sequential programs while the domain of the latter is the existing parallel programs. Assume that the parallelizing compiler itself is correct, such generated parallel programs should be free of any unexpected properties such as deadlock. Trace set analysis is, however, still useful in the following context: we do not know whether a parallel program will always behave as expected, but since we have just recorded a trace set from a successful execution, let us see whether this trace set implies some unexpected properties. The former deals with how to derive a parallel program out of a sequential one with optimal parallelism (maximum number of threads with least synchronization overhead) while the latter deals with whether an existing program contains some unexpected behaviors.
Chapter 3  Machine Model and Parallel Program Execution

3.1  Machine Models

We define two types of machines: base machine and relaxed machine. The base machine is the reference machine based on which sequential consistency is defined. A relaxed machine is an abstraction to define other consistency models.

3.1.1  Base Machine and Relaxed Machine

A parallel program is a set of sequential program threads and a set of initial values of variables in memory. Each program thread contains one and only one 'HALT' operation as its last statement. When a 'HALT' of a program thread has been executed, the execution of the program thread comes to an end. We assume that operations of a program have all been fetched into the instruction buffers (for various threads).

Definition 3.1. Base Machine. A base machine (BM) is a multi-programmed uni-processor that

(i) executes operations one at a time according to the order fetched,

(ii) randomly chooses one program thread and tries to fetch and execute its next operation, and

(iii) terminates only when a HALT of every thread has been executed.

A relaxed machine is similar to BM except that it does not necessarily execute operations in program orders. The 'next operation' is selected from a set of operations, called
Next Candidate Set (NC). Different characterization of NC leads to different memory models. The following is a general definition for relaxed machine models:

Definition 3.2. Relaxed Machine. A relaxed machine (RM) is a multi-programmed uni-processor that

(i) executes operations one at a time,

(ii) randomly chooses one program thread and executes one of its next operations in NC,

(iii) terminates only when a HALT of each thread has been executed.

Notice that (i) and (iii) above are identical to (i) and (iii) of BM respectively. It is the (ii) that makes RM differ from BM. In BM, the next operation of a thread is a singleton and unique unless HALT is executed. In RM, the next operation(s) of a thread form a set containing possibly many elements.

3.2 Parallel Program Execution and Event Ordering

3.2.1 Parallel Program and Synchronization

We consider parallel programs which are synchronized using binary semaphores only: there are only two types of shared memory operations in a parallel program: synchronization operations (P and V), and data operations. For a semaphore a, we use \( P(a) \) and \( V(a) \) as the synchronization operation. We further assume that unless otherwise specified, the initial value of semaphores are all zero.

We assume that in (ii) of the definition of BM or RM, the selection of a semaphore operation is restricted to those that could be executed successfully. Otherwise, the effect is the
same as if without being selected. We also assume that the parallel programs terminate and each program thread is sequential. To simplify our discussion, we will consider parallel programs without branching operations in our model.

3.2.2 Operation versus Event

We consider only shared memory and HALT operations. The memory operations can take the following forms:

(i) data read,
(ii) data write,
(iii) V(a), and
(iv) P(a).

We use $op=<i, o, x, j>$ to denote an operation in the $i^{th}$ program thread, where $o$ is the operation type: R for Read, W for Write, P, V and H for HALT; and $x$ is the variable involved. Since there may be more than one operation of the same type in a program thread that operates on a variable, the index $j$ identifies each of them uniquely. In other words, the index $j$ distinguishes between different occurrences of a same type of operation on a variable such as write($X, 5$) and write($X, 6$) in the third thread. The first such write is identified with $<3, W, X, />$. When necessary, both P(a) and V(a) are treated as write operations.

The execution of an operation in a program code is called an event. There are many events corresponding to a same operation if the latter is executed many times. We use $ev =$
<op, \nu> to represent an event, where op is an operation and \nu is the value associated with an execution of op.

Definition 3.3. Associated value of an operation. The associated value of a read is the value returned by the read, and the associated value of a data write is the value written. The associated value of a P(a) or a V(a) is the value of semaphore a right after the operation is executed. For convenience, the HALT has an associated value zero.

3.2.3 Program Execution

A program execution is a sequence of events as defined next:

Definition 3.4. Program execution. An execution E of a program on a machine is a total ordering of the events executed by the machine.

3.2.4 Some Notations and Definitions

The following symbols are used:

- \(a, b, c, \ldots\): distinct semaphores.
- \(Q, Q1, Q2, Q3\): a synchronization (P or V) operation or event.
- \(T_i\): program thread \(i\).
- \(operations(T_i)\): set of operations in \(T_i\).
- \(length(E)\): number of events in \(E\).
- \(event(j, E)\): \(j^{th}\) event in \(E\).
- \(events(E)\): set of events in \(E\).
- \(sem(op)\) or \(sem(ev)\): the corresponding semaphore for operation \(op\) or event \(ev\).
data(E) : data variables that appear in E.

sem(E) : semaphores that appear in E.

var(E) : data(E) ∪ sem(E).

Definition 3.5. before(ev1, ev2, E) = true iff ev1 appears (immediately or not) before ev2 in E.

after(ev1, ev2, E) = true iff ev1 appears (immediately or not) after ev2 in E.

Definition 3.6. Two semaphore operations (or events) are compatible if both operate on a same semaphore.

Definition 3.7. Conflict operations and conflict events. Two operations op1=<i1, o1, x1, j1> and op2=<i2, o2, x2, j2> are in conflict, denoted as conflict(op1, op2) if (i) x1=x2, and (ii) at least one of o1 and o2 is a write operation. Similarly, two events ev1=<op1, v1> and ev2=<op2, v2> are in conflict denoted as conflict(ev1, ev2) iff conflict(op1, op2).

Definition 3.8. If event(k, E) = ev then pos(ev, E) = k, otherwise pos(ev, E) is undefined.

Definition 3.9. subseq(i, j, E) is the sequence of events event(i, E), … , event(j, E) if 1≤i≤j≤length(E), otherwise ∅, the empty sequence. For simplicity, we also write subseq(e1, e2, E) = subseq(pos(e1), pos(e2), E). The prefix of E ending at e is given by prefix(e, E) = subseq(1, pos(e), E).

Definition 3.10. A common prefix of E1 and E2, comm(E1, E2) is a prefix common to both E1 and E2. max_comm(E1, E2) is the longest common prefix of both E1 and E2. Notice that max_comm(E1, E2)=∅ if event(1, E1) ≠ event(1, E2).

Definition 3.11. next(e, E) = event(pos(e)+1, E) if pos(e,E) < length(E). prev(e, E) = event(pos(e)-1, E) if pos(e,E)>1.
Definition 3.12. $E(X)$, $X \in \text{var}(E)$, is the sequence of events in $E$ that operate on variable $X$.

Definition 3.13. An execution $E_1$ is a prefix of another execution $E_2$ if $E_1 = \text{max_comm}(E_1,E_2)$. $E_1$ is a proper prefix of $E_2$ if $E_1$ is a prefix of $E_2$ and $E_1 \neq E_2$.

Definition 3.14. A maximal execution of a parallel program is an execution that is not a proper prefix of another execution of the same program. An execution that is not maximal is called partial execution.

Definition 3.15. A successful execution of a parallel program is an execution which includes a HALT in each program thread.

A successful execution is maximal but the reverse is not necessarily true.

Definition 3.16. An execution that is maximal but not successful is a failure.

Definition 3.17. Execution state. The state of an execution $E$, state$(E)$, is the set of all $<X, v>$-tuples where $X \in \text{var}(E)$ and $v$ is the associated value of the last write to $X$ in $E$.

Definition 3.18. Execution result. Given a program execution $E$, the result of $E$, result$(E)$, is defined to be the set \{result$(E,X)$ | $X \in \text{data}(E)$\} where result$(E,X)$ is a partial order, defined as follows:

Let $<\text{events}(E(X)), R_x'>$ be the partial order where $(ev_1, ev_2) \in R_x'$ if and only if before$(ev_1, ev_2, E(X))$ and conflict$(ev_1, ev_2)$. result$(E, X) = <\text{events}(E(X)), R_x'>$ where $R_x$ is the transitively reduced $R_x'$. 
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For example, if \( E(X) = W(X, 1), R(X, 1), R(X, 1), W(X, 2), R(X, 2), R(X, 2) \), then
\[ \text{result}(E, X) \] is the partial order given in Figure 4.

![Diagram](image)

**Figure 4** An example of \( \text{result}(E, X) \).

Conceptually, this definition of \( \text{result}(E, X) \) says that the observer does not care about
the order in which two read accesses to \( X \) return values. It cares only about the order
between conflicting accesses.

It is worthwhile to emphasize here that this definition of \( \text{result} \) is a key element in modeling relaxed machines. Since \( \text{result} \) is defined to be a partial order, not every program order needs be enforced. For example, two consecutive read operations in a program thread may be executed in either order.

Let \( R^* \) denote the transitive closure of the relation \( R \) in a partial order \( PO = \langle G, R \rangle \).

**Definition 3.19.** Let \( PO = \langle G, R \rangle \) be a partial order and \( G' \subseteq G \). The projection of \( PO \) on \( G' \) is
\[ \text{the partial order } PO' = \langle G', R' \rangle \] where \( R' \) is the transitively reduced form of \( \{(a, b) \mid (a, b) \in R^* \text{ and } a, b \in G'\} \).

For example, if \( PO = \langle \{a, b, c, d, e\}, \{(a, b), (b, c), (b, e), (c, d), (d, e)\} > \) then the projection of \( PO \) on \( \{b, c, d, e\} \) is \( PO' = \langle b, c, d, e\rangle \{c, d\}, (d, e)\} \).
3.3 Event Ordering in Parallel Program Execution

Even though events appear one after another in an execution, that does not imply that in reality a machine must follow this particular sequential order strictly to produce the same result. This is because there are many executions leading to the same result.

3.3.1 Program Order and Conflict Order

To understand relaxation of program order, we derive a partial order representation of E, denoted as $PO(E)$. $PO(E)$ will capture sufficient orders among events such that as long as these orders are enforced, the execution would produce the same result(E).

The set of Next Candidates of a program thread specifies a partial order of operations for that program thread. For example, consider the example program in Figure 5. RC, under certain labeling, may have the Next Candidate sets as shown in Figure 6 below, where a number represents an operation and $NC(\text{Thread1, } \{1\})=\{2, 3\}$ indicates that after operation 1 is executed, the next candidate set for Thread 1 contains operation 2 and 3, while $NC(\text{Thread1, } \{1, 2\})=\{3\}$ indicates that after operation 1 and 2 are executed, the next candidate set for Thread 1 contains operation 3 only.

Example 3.1. Initially, semaphore $a=1$.

<table>
<thead>
<tr>
<th>Thread 1</th>
<th>Thread 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) $P(a);$</td>
<td>(6) $P(a);$</td>
</tr>
<tr>
<td>(2) $Y:=...;$</td>
<td>(7) $...:=X;$</td>
</tr>
<tr>
<td>(3) $X:=...;$</td>
<td>(8) $...:=Y;$</td>
</tr>
<tr>
<td>(4) $V(a);$</td>
<td>(9) $V(a);$</td>
</tr>
<tr>
<td>(5) HALT;</td>
<td>(10) HALT;</td>
</tr>
</tbody>
</table>

Figure 5 A Simple parallel program to explain definitions
NC(Thread1, {}) = {1}.  
NC(Thread1, {1}) = {2, 3}.  
NC(Thread1, {1, 2}) = {3}.  
NC(Thread1, {1, 3}) = {2}.  
NC(Thread1, {1, 2, 3}) = {4}.  
NC(Thread1, {1, 2, 3, 4}) = {5}.

NC(Thread2, {}) = {6}.  
NC(Thread2, {6}) = {7, 8}.  
NC(Thread2, {6, 7}) = {9}.  
NC(Thread2, {6, 8}) = {7}.  
NC(Thread2, {6, 7, 8}) = {9}.  
NC(Thread2, {6, 7, 8, 9}) = {10}.

**Figure 6** Next candidate sets for the example program

These NC sets together correspond to a partially ordered program thread as shown in Figure 7. We use $PO(Ti) = \langle operations(Ti), POi \rangle$ to denote such a partial order for the program thread $i$. $PO(Ti)$ ($POi$ for short) is transitively reduced.

We use $\rightarrow$ to represent a program order: $op1 \rightarrow op2$ iff $(\exists Ti)(op1$ and $op2 \in operations(Ti)$ and $(op1, op2) \in POi)$. We use $\rightarrow^*$ to represent the transitive closure of $\rightarrow$.

**Figure 7** Possible program orders specified by RC
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We will only consider those RM which specifies a program order \( PO(T_i) \) such that conflicting operations are always ordered: if \( op1 \) and \( op2 \) are two conflicting operations in \( operations(T_i) \), then either \( op2 \rightarrow_{op} op1 \) or \( op1 \rightarrow_{op} op2 \).

**Definition 3.20.** The partial order representation of an execution \( E, PO(E) = \langle \Gamma, R \rangle \) is the partial order satisfying the following conditions: (i) the projection of \( PO(E) \) on to \( events(T_i) \) preserves \( PO(T_i) \), (ii) if \( conflict(ev1, ev2) \) and \( before(ev1, ev2, E) \), then \( (ev1, ev2) \in R^* \), (iii) \( \Gamma \) contains every event of \( E \), that is, \( \Gamma = events(E) \), and (iv) Minimality: if any \( ev1 \) or \( (ev1, ev2) \) is removed from \( R \), then \( R \) will not satisfy (i) to (iii).

The following is a procedure to derive \( PO(E) = \langle \Gamma, R \rangle \), given \( E \) and \( PO_i \) which is derived from the NC set of \( T_i \).

1. \( \Gamma := \Phi; R := \Phi; i := 1; \)
2. **while** \( i \leq length(E) \) **do**
3. \( \{ \) \( ev1 := event(i, E); \) \( \Gamma := \Gamma \cup \{ev1\}; \)
4. \( \forall ev2 \in \Gamma, \text{if } (ev2, ev1) \in PO_i \text{ then } R := (ev2, ev1) \cup R; \)
5. \( \forall \text{ event } ev2 \in \Gamma, \text{if } conflict(ev1, ev2) \text{ and } (ev2, ev1) \notin R^* \text{ then } R := (ev2, ev1) \cup R; \text{ transitivity reduce } R; \)
6. \( i := i + 1 \) \( \} \)
7. \( \forall ev1, ev2 \in \Gamma, \text{if } (ev1, ev2) \in PO_i \text{ and } (ev1, ev2) \notin R \text{ then } R := (ev1, ev2) \cup R; \)
8. **return** \( \langle \Gamma, R \rangle \).

**Figure 8** Derivation of \( PO(E) \) from \( E \) and \( PO_i \).
Here is some explanation: step (3) adds every event into \( \Gamma \); step (4) accounts for every program order, according to POi, to \( R \); step (5) orders every pair of conflict events; and step (7) restores any program order that is removed by transitive reduction. The correctness of the above can be reasoned: step (3) ensures that condition (iii) in Definition 3.20. is satisfied; step (4) and (7) ensure that condition (i) is satisfied, and step (5) ensures that condition (ii) is satisfied. Minimality is also achieved: if any \( (ev2, ev1) \) in step (5) is not added into \( R \), condition (ii)) will be violated; (iv) is satisfied. It is noteworthy to point out that given an execution \( E \), PO(\( E \)) is unique.

**Definition 3.21.** A synchronization event \( Q1 \) *immediately precedes* another synchronization event \( Q2 \) in \( PO(E)\)\( =<event(E), R>\), denoted as \( Q1 \xrightarrow{c.1} Q2 \), if \( sem(Q1) = sem(Q2) \), \( (Q1, Q2) \in R^* \) and there is no synchronization event \( Q3 \), \( sem(Q3) = sem(Q1) \), such that \( (Q1, Q3) \in R^* \) and \( (Q3, Q2) \in R^* \). We use symbol \( PO_c(E) \) to denote \( PO(E) \) augmented with every \( \xrightarrow{c.1} \).

We use \( \xrightarrow{1} \) to denote either a \( \xrightarrow{p.1} \) or a \( \xrightarrow{c.1} \) that is in \( PO(E) \) (or \( PO_c(E) \)) and the transitive closure of \( \xrightarrow{1} \). As an example, an execution \( E \) of the program in Figure 5 is shown in Figure 9. The derived \( PO(E) \) is the one shown in Figure 10.
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\(6\) \(P(a)\)
\(7\) \(X := \ldots\)
\(8\) \(Y := \ldots\)
\(9\) \(V(a)\)
\(10\) \(\text{HALT}\)
\(1\) \(P(a)\)
\(2\) \(X := \ldots\)
\(3\) \(Y := \ldots\)
\(4\) \(V(a)\)
\(5\) \(\text{HALT}\)

**Figure 9** A program execution of the program in Figure 5

**Figure 10** PO(E) from an execution of the program in Figure 5
We give some more definitions next.

Definition 3.22. A path from event e1 to event e2 in PO(E) (or PO_c(E)). denoted as path(e1,e2), is a chain of events e1=ev1, ev2, ..., ev_N=e2, such that ev_i \xrightarrow{1} ev_{i+1}, in PO(E) (or PO_c(E)). The path from one event to another in an execution is not necessarily unique. A path(e1,e2) is a total-program-order-path, denoted as path_p(e1,e2), if all of its events are in a same thread.

For example, consider Figure 10. There is path_p(6.9), but not path_p(6.11).

Later we need to manipulate a PO(E) by removing or adding some events. Here is an outline of the procedure: Given a PO(E) in which Q \xrightarrow{c.l} V. To remove Q from PO(E), we check if there exists Q' \xrightarrow{c.l} Q in PO_c(E). If so and Q' and V are from two different threads then we add Q' \xrightarrow{c.l} V to PO(E) after deleting Q. As a result, all events on a common semaphore will still be totally ordered in (the new) PO_c(E) after such removal. Notice that after such Q is removed, the resultant partial order may not necessarily be a partial order representation of some partial execution of the same program.

For example, in Figure 11, if we remove Q=ev2, then ev2 \xrightarrow{c.l} ev3 will be removed and Q'=ev1 \xrightarrow{c.l} ev3 will be added. Thus, events on the semaphore a are still totally ordered in the resultant partial order.
Figure 11 Manipulation of PO(E)

3.3.2 Another Example to Illustrate Definitions

To illustrate the above definitions, we present another example of parallel program in Figure 12.

Example 3.2. Consider the following parallel program whose operations are uniquely labeled as 1, 2, 3, ... .

\[
\text{SHARE} \text{D INTEGER } X, Y; \\
\text{BINARY SEMAPHORE } a = \text{FALSE}; \\
\text{Thread 1} \\
(1) X := 1; \\
(2) Y := 2; \\
(3) V(a); \\
(4) X := 0; \\
(5) \ldots := Y; \\
(6) \text{HALT} \\
\text{Thread 2} \\
(7) P(a); \\
(8) \ldots := X; \\
(9) \ldots := Y; \\
(10) \text{HALT}
\]

Figure 12 An example parallel program with data race
Consider a RM that will not execute a V until all 'previous' data operations have been completed, and will not execute a data operation until all 'previous' P have been completed. The third constraint is that it will execute synchronization operations strictly in program order. Other than these three constraints, the RM will execute operations in each program thread in any order as long as local data dependency is maintained.

The corresponding Next Candidate Sets are:

\[
\begin{align*}
NC(\text{Thread 1}, \{\}) &= \{1, 1\}. \\
NC(\text{Thread 1}, \{1\}) &= \{2, 4\}. \\
NC(\text{Thread 1}, \{2\}) &= \{1, 5\}. \\
NC(\text{Thread 1}, \{1, 2\}) &= \{3, 4, 5\}. \\
NC(\text{Thread 1}, \{1, 2, 3\}) &= \{4, 5\}. \\
NC(\text{Thread 1}, \{1, 2, 4\}) &= \{3, 5\}. \\
NC(\text{Thread 1}, \{1, 2, 5\}) &= \{3, 4\}. \\
NC(\text{Thread 1}, \{1, 2, 3, 4\}) &= \{5\}. \\
NC(\text{Thread 1}, \{1, 2, 3, 5\}) &= \{4\}. \\
NC(\text{Thread 1}, \{1, 2, 3, 4, 5\}) &= \{6\}. \\
NC(\text{Thread 2}, \{\}) &= \{7\}. \\
NC(\text{Thread 2}, \{7\}) &= \{8, 10\}. \\
NC(\text{Thread 2}, \{7, 8\}) &= \{9\}. \\
NC(\text{Thread 2}, \{7, 9\}) &= \{8\}. \\
NC(\text{Thread 2}, \{7, 8, 9\}) &= \{10\}.
\end{align*}
\]

**Figure 13** Next candidate sets for the example program

According to the above Next Candidate Sets, the relaxed program orders for Thread 1 and Thread 2 are given in Figure 14 next.

**Figure 14** Example of relaxed program orders by an execution on RM
Figure 15 is a possible execution E1 on RM, where the first 1 in \(<<1, R, Y, 1>, 2>>\) says that the event is from program thread 1. R and Y says that it is a read operation on variable named Y, the second 1 means that it is the first read operation on Y in program thread 1, the third 1 means that the event is the first instance of the operation in the execution. 2 is the return value of this event.

\[
\begin{align*}
(2) & \quad <\langle 1, W, Y, 1 \rangle, 2>. \\
(1) & \quad <\langle 1, W, X, 1 \rangle, 1>. \\
(3) & \quad <\langle 1, V, a, 1 \rangle, 1>. \\
(7) & \quad <\langle 2, P, a, 1 \rangle, 0>. \\
(9) & \quad <\langle 2, R, Y, 1 \rangle, 2>. \\
(8) & \quad <\langle 2, R, X, 1 \rangle, 1>. \\
(10) & \quad \text{HALT}. \\
(4) & \quad <\langle 1, W, X, 2 \rangle, 0>. \\
(5) & \quad <\langle 1, R, Y, 1 \rangle, 2>. \\
(6) & \quad \text{HALT}. \\
\end{align*}
\]

Figure 15 E1: a possible program execution on RM

The corresponding PO(E1) is the partial order in Figure 16 next.

Figure 16 PO(E1) of Execution E1. Numbers correspond to those in the previous figure.
The execution result is the set of partial orders as shown in Figure 17 next.

![Diagram](image)

**Figure 17** Execution result on RM or BM

Figure 18 shows another execution (E2) that may be generated by running the same program on the base machine BM. The corresponding PO(E2) is given in Figure 19, and sequential program orders in Figure 20. The execution result of E2 is the same as that of execution E1 as shown in Figure 17 above. We summarize various arrows representing ordering constraints in Glossary of Arrows.
(1) \(<\langle 1, W, X, 1 \rangle, 1 \rangle.\)
(2) \(<\langle 1, W, Y, 1 \rangle, 2 \rangle.\)
(3) \(<\langle 1, V, a, 1 \rangle, 1 \rangle.\)
(7) \(<\langle 2, P, a, 1 \rangle, 0 \rangle.\)
(8) \(<\langle 2, R, X, 1 \rangle, 1 \rangle.\)
(9) \(<\langle 2, R, Y, 1 \rangle, 2 \rangle.\)
(10) \(\text{HALT}.\)

(6) \(<\langle 1, W, X, 2 \rangle, 0 \rangle.\)

(e) \(<\langle 1, R, Y, 1 \rangle, 2 \rangle.\)

(f) \(\text{HALT}.\)

- event from Thread 1
- a Read operation
- a variable named Y
- the first Read operation of Y in Thread 1
- value the read returns

**Figure 18** E2: a possible program execution on BM
Figure 19

PO(E2) for a program execution on BM

Figure 20

Sequential program orders of an execution on BM
3.4 Expected and Unexpected Executions

3.4.1 Sequentially Consistent Executions

Definition 3.23. Sequentially consistent execution. A program execution of a parallel program on an RM is sequentially consistent if and only if its result is obtainable from some execution of that program on BM. The result of a sequentially consistent execution is called sequentially consistent result.

According to the above definition, the execution E1 in Figure 15 is sequentially consistent since there is an execution E2 by BM in Figure 18 that generates the same result shown in Figure 17.

Definition 3.24. An RM machine is sequentially consistent (or it satisfies sequential consistency) with respect to a class of parallel programs iff for every parallel program in that class, the machine generates sequentially consistent results only.

Trivially, BM is, by definition, a sequentially consistent machine.

3.4.2 Data Race Free and Synchronization Failure Free

We assume that synchronous parallel programs are supposed to be data race free and contain no synchronization failure. Due to errors in a parallel program, a program execution may contain data race or synchronization failure. We define such executions next.

Definition 3.25. A parallel program execution E is data race free on a machine (BM or RM) if for any pair of conflicting data events, ev1 and ev2 from two different program threads, there always exists at least one path(ev1,ev2) in PO(E), which includes a
set of paired V and P events: \(<V_1, P_1>, <V_2, P_2>, \ldots, <V_n, P_n>\) with every \(V_i\) and \(V_j\) \((i \neq j)\) from two different threads, in the form of \(\text{path}_p(ev_1, V_1), V_1 \xrightarrow{c.1} P_1, \text{path}_p(P_1, V_2), V_2 \xrightarrow{c.1} P_2, \ldots, \text{and path}_p(P_n, ev_2)\). Figure 21 illustrates the above definition graphically. We use \(\text{path}_s(ev_1, ev_2)\) to denote such a path. We say that there is a data race between conflicting data events \(ev_1\) and \(ev_2\) from two different program threads in an execution \(E\), denoted as \(\text{race}(ev_1, ev_2, E)\), if there is neither \(\text{path}_s(ev_1, ev_2)\) nor \(\text{path}_s(ev_2, ev_1)\) in \(PO(E)\).

![Diagram](image)

There is a chain of paired P and V events between two conflicting data operations \(ev_1\) and \(ev_2\) from two different program threads in an execution.

**Figure 21** Illustration of data race freeness

Definition 3.26. A parallel program is **data race free** on a machine (BM or RM) if every execution of the program on the machine is data race free. Otherwise, we say a program contains data race.
As an example, the execution in Figure 16 (or Figure 19) of the program in Figure 12 contains data race since there are two conflicting events (②) and (⑧) from two different program threads and there is no path_s(h,d) in Figure 16 (or Figure 19).

**Assumption 3.1.** We assume that unless otherwise specified, parallel programs are data race free in this thesis.

Other than data race, it is also possible that there is synchronization failure in some parallel program.

**Assumption 3.2.** We assume that in the first part (up to Chapter 5) of this thesis, unless otherwise specified, parallel programs do not contain synchronization failure.

**Definition 3.27.** \( Pdfs \) is a class of parallel programs that are data race free and contain no synchronization failure on BM.

### 3.4.3 Sequentially Consistent Machines and Pdfs

We focus our discussion on how to relax sequential program orders in Pdfs from now on. That is, we will only consider sequentially consistent RM that executes Pdfs. Since a program in Pdfs is data race free on a BM, one expects that it must be so on such an RM too. Similarly, a program in Pdfs must contain no synchronization failure on such an RM. In next chapter, we will present an RM that is sequentially consistent for programs in Pdfs. We also show that the RM is data race free and synchronization failure free for programs in Pdfs.
Chapter 4  Link Consistency

In the previous chapter we have introduced RM, a general relaxed machine to capture the essence of memory consistency models that relax some unnecessary program orders. RM selects its next operation for execution randomly from a Next Candidate Set. In this chapter we introduce a new instance of RM, called RMlc. The 'next operations' of RMlc are defined by the Conditions of Link Consistency. We show that RMlc is a sequentially consistent machine with respect to Pdsf.

The key characteristic of RM is the multiplicity of 'next operations' in a program thread in execution. For example, we can model RC by a special RM, called RMrc whose 'next operations' are exactly defined by the three conditions of RC. RMrc is supposed to be a sequentially consistent machine with respect to properly-labeled parallel programs.

At the end of this chapter, we will compare the capability of RMrc and RMlc in relaxing sequential program orders through some examples.

4.1  Data Race versus Synchronization Race

4.1.1  Ordering Among Synchronization Operations

Synchronization operations are used to ensure some proper ordering or atomicity of data operations from various threads. For example, one thread should start to consume data after another thread has produced it; or two threads should not modify the same piece of data at the same time. Data race is considered abnormal and bad for synchronous programs. Extensive research (Netzer and Miller 1990, 1991) has been conducted recently to
detect its occurrence in a given execution. Synchronization race refers to race conditions among synchronization operations, such as an available 'token' generated by a V operation which may be consumed by one of the compatible P operations. Unlike data race, synchronization race is often considered to be a prime source of desirable nondeterminism.

Not all conflicting synchronization operations can race. It depends on the roles played by these synchronization operations in the program. By assuming that a parallel program is data race free and synchronization failure free, one could relax some of the sequential program orders. Similarly, by assuming that some synchronization operations in a parallel program race only in some special patterns, additional program orders can be relaxed. We next present a motivating example to illustrate when and how program orders among some synchronization operations can be relaxed.

4.1.2 A Motivating Example For Link Consistency

Example 4.1. A motivating example in which program order among synchronization operations can be relaxed. Consider the following toy parallel program that computes the formula \( U := X + Y \) and \( W := X + Z \) in Figure 22, where \( X, Y \) and \( Z \) represent the values that are computed by individual processors (P2, P3, and P4), \( U \) and \( W \) are computed by another processor (P1). For simplicity, assignment statements are not broken down into individual read, write and arithmetic operations.
Figure 22 An example for relaxing program order among synchronization operations

If we assume that a P operation will delay any data operation after it until the P is completed, and a V will be deferred until all data operations before it has been executed, then it is easy to see that in an execution, there is no need to order the execution of the three P operations: P(flag1), P(flag2) and P(flag3) can be executed in any order. One of the reasons that make such relaxation possible is that P(flag1) (as well as P(flag2), or P(flag3)) occurs in one program thread only. We will call such P operations Exclusive Consumers. The minimal ordering that need to be maintained is the inter-processors data dependency as shown in Figure 23.
4.2 Link Consistency

What makes a synchronization operation an exclusive consumer or an exclusive producer? How is it useful in defining a weaker memory model? These are the questions addressed in this section.

4.2.1 Exclusive Producer and Exclusive Consumer

Definition 4.1. Given a parallel program and a machine RM, there is *token collision* on a given semaphore $a$ if there exists an execution $E_i$ of the program on the machine such that there are two different events $ev_1$ and $ev_2$ on semaphore $a$, $ev_1, ev_2 \in \text{events}(E_i)$, both $ev_1$ and $ev_2$ are V events, and $ev_1 \xrightarrow{c,1} ev_2$ in $PO(E_i)$. In such a case we also say that semaphore $a$ has a token collision in $E_i$ and that the parallel program contains token collision.

Definition 4.2. A given semaphore $a$ in a program is *token collision free* if $a$ has no token collision in any execution of that program. That is, the occurrence of any V($a$) operation excludes the occurrence of another V until some P($a$) operation is executed.
Therefore, we call such \( V(a) \) operations (and the semaphore \( a \)) _Exclusive Producer_. A program is said to be _token collision free_ if every semaphore it contains is token collision free.

**Definition 4.3.** For a given semaphore \( a \) in a program, if \( a \) is an Exclusive Producer and all \( P(a) \) operations occur in one program thread only, then we call such \( P(a) \) operations (and the semaphore \( a \)) _Exclusive Consumer_.

By definition, an Exclusive Consumer semaphore must also be an Exclusive Producer. In the rest of this chapter, an exclusive producer for semaphore \( a \) will be denoted by \( Ve(a) \) and an exclusive consumer for semaphore \( a \) by \( Pe(a) \). In the context where no confusion will be caused, we also use \( Ve \) or \( Pe \) for short.

### 4.2.2 Definition of Link Consistency

We define Link Consistency (LC) and RMlc. To define a specific RM, one has to first define \( NC(i) \). \( NC \) for \( i^{th} \) program thread \( Ti \) of a parallel program. \( NC(i) \) depends on what is already executed and what is left in \( Ti \), which is denoted as \( M(i) \). Operations in \( M(i) \) form in sequence. In the absence of branching, if an operation \( op1 \) appears before another operations \( op2 \) then we say \( op1 \) precedes \( op2 \). Next we define \( NC(i) \subseteq M(i) \) for RMlc.

**Definition 4.4.** The current _next candidate set_ for \( Ti \) for RMlc, \( NC(i) \), is defined to be a subset of \( M(i) \) that satisfies all of the following conditions:

- Conditions of LC:

  (i) Data operation \( D \)

  \[
  D \in NC(i) \text{ iff } \neg \exists y \in M(i) \wedge y \text{ precedes } D \text{ in } Ti \text{ such that }
  \]
(LC1) conflict(D,y), or

(LC2) y is a P.

(ii) Synchronization V

V ∈ NC(i) iff ¬∃y ∈ M(i) ∧ y precedes V in Ti such that

(LC3) y is a D (R or W), or

(LC4.1) y is a Q ≠ Ve.

(iii) Synchronization P

P ∈ NC(i) iff

(LC4.2) P is an exclusive consumer, or

(LC4.3) ¬∃y ∈ M(i) ∧ y precedes P in Ti such that y is a Q ≠ Ve.

Condition LC1 ensures local data dependency: NC(i) does not contain more than one conflicting operation from a same thread at any time. Condition LC2 is for safe consumption: a D is not put into NC(i) if there is any P in current NC(i) that precedes it in M(i). Condition LC3 is for safe production: a V is not put into NC(i) if there is any D in current NC(i) that precedes it in M(i). Condition LC4 together say that there is at most one synchronization operation in NC(i) at any time with the exceptions of (1) multiple Pe and possibly some Q that precedes them (LC4.2) or (2) multiple Q and possibly some Ve that precedes them (LC4.1 and LC4.3) can be in the same NC(i).

Definition 4.5. An RMLc (Relaxed Machine define by LC) is a RM whose next operations are as defined above.
Informally, LC conditions capture the following relaxations (R0 to R4) of sequential program order as shown in Figure 24 next. Notice that the relaxations R0, R1 and R2 are very similar to those relaxed by RMrc.

Figure 24 Informal representation of relaxations of program orders by LC (Rule R0 to R4)

There is a corresponding mapping from the above Conditions of LC and Relaxations of LC as follows. Altogether, L1 through L4 specifies NC and PO(Ti), the partial order for each program thread Ti.

(i) R0 corresponds to LC1: two data operations not in conflict can be executed in any order; R1 corresponds to the LC2: The execution of a data operation that
follows a P can only be started after the completion of the P, but a data operation and a P that follows it can be executed in any order:

(ii) R2 to LC3: the execution of a V can only be started after the completion of all data operations that precedes it, but a V and a data operation that follows it can be executed in any order;

(iii) R3 to LC4.2: a synchronization operation and a Pe that follows it can be executed in any order; and

(iv) R4 to LC4.1 and LC4.3: a Ve and a V that follows it can be executed in any order (LC4.1) and a Ve and a P that follows it can be executed in any order (LC4.3).

4.2.3 An Example for LC

Next we use an example program of two threads in Figure 26 to show some examples of Pe and Ve.

The program contains mutual exclusive accesses to variable X and producer/consumer type of synchronization for accessing variable Y. Operations Ve or Pe are indicated using (Ve) or (Pe). For Thread 1, the NC sets are given in Figure 25 and the partially ordered program order that LC enforces is given in Figure 27, in which the operation 3 (Ve(a)) and the operation 5 (Ve(b)) are not ordered because of the relaxation R4.2; while the operation 3 (Ve(a)) and the operation 4 (a data operation) are not ordered because of the relaxation R2.
NC(Thread1, {}) = {1};
NC(Thread1, {1}) = {2, 4};
NC(Thread1, {1, 2}) = {3, 4};
NC(Thread1, {1, 4}) = {2};
NC(Thread1, {1, 2, 4}) = {3, 5};
NC(Thread1, {1, 2, 3}) = {4};
NC(Thread1, {1, 2, 4, 5}) = {3};
NC(Thread1, {1, 2, 3, 4}) = {5};

Figure 25 NC sets for thread 1 for Example 4.2

BINARY SEMAPHORE a, b;
SHARED INTEGER X, Y;
LOCAL INTEGER W, Z;
Initially X=Y=0; a=1; b=0;

Thread 1
1 P(a);
2 X:=1;
3 V(a); (Ve)
4 Y:=1;
5 V(b); (Ve)
11 HALT.

Thread 2
6 P(b); (Pe)
7 Z:=Y;
8 P(a);
9 W:=X;
10 V(a); (Ve)
12 HALT.

Figure 26 Example 4.2 with both Mutual Exclusion and Producer Consumer synchronization

Figure 27 Partially ordered program order for Thread 1 under LC.
4.3 Relating Link Consistency to Sequential Consistency

4.3.1 Main Results Concerning Link Consistency

In this section, we show our main result concerning LC with the following theorem.

Theorem 4.1 RMlc is a sequentially consistent machine for programs in Pdsf.

By this theorem, RMlc can use the relaxations R1 to R4 to execute a program from Pdsf and guarantee sequentially consistent result. R1 through R4 specify a partially ordered program order for each program thread. If RMlc has multiple processors, operations that are in such partial order can be executed concurrently and as a result, a program may be executed in a shorter time.

Other related results that are established include the following:

Theorem 4.2 Any parallel program from Pdsf is data race free on RMlc.

Theorem 4.3 If a semaphore in a program from Pdsf is token collision free on BM, then it is token collision free on RMlc too.

Theorem 4.4 Any parallel program from Pdsf is synchronization failure free on RMlc.

4.3.2 Proof Strategy

As we show in Figure 24, LC allows four kinds of relaxations of sequential program orders. The relaxation R0 is the trivial one and we can immediately see, from the definition of the execution result (Definition 3.19.) and the assumption that a parallel program is data race free (section 3.4.2, Assumption 3.1), that it is valid. The execution result, defined
to be a partial order, does not care the relative ordering of execution of two data operations from the same thread if they do not conflict.

The relaxations R1 and R2 are related to ordering between data operations and synchronization operations, while R3 and R4 relax sequential program orders among synchronization operations themselves.

Our approach to prove a machine M1 is sequentially consistent for programs in Pdsf is to show that for any maximal execution E1 on machine M1, we can construct another execution E2 on a machine M2, known to be sequentially consistent for programs in Pdsf, such that result(E1) = result(E2). Then, according to Definition 3.23, M1 is sequentially consistent.

Knowing that BM is sequentially consistent, we use BM to prove that RMLc_1, which is the same as BM except it uses relaxation R1 and R2, is sequentially consistent for programs in Pdsf. Then we use RMLc_1 to prove that RMLc_2, which uses relaxation R1, R2 and R4, is a sequentially consistent machine for programs in Pdsf.

Afterwards, we use RMLc_2 to prove that RMLc_3, which uses relaxation R1, R2, R3.1 and R4, is a sequentially consistent machine for programs in Pdsf. Finally, we use RMLc_3 to prove that RMLc is a sequentially consistent machine for programs in Pdsf. Details of the proofs are given in Appendix A.

We have attempted to further relax the rule R3 as shown in Figure 24. Unfortunately, our intuitive extension may lead to violation of sequential consistency. For example, consider
the program in Figure 28 below. Operations are indexed with number 1, 2, ... . The relationship between operation 1 and operation 2, at first glance, resembles the relationship between two operations of R3.1 in Figure 24: both semaphore a and semaphore b are token collision free on BM and operation 1 is a Pe (But operation 2 is not a Pe since P(a) occurs in both threads). If we relax the program order between operation 1 and 2, we can construct a deadlocked execution of the program (by having operation 3 enable operation 2) even though the program really contains no synchronization failure on any sequentially consistent machine.

```
BINARY SEMAPHORE a, b;
Initially a=b=0;

Thread 1                           Thread 2
1 P(b);                            3 V(a);
2 P(a);                            4 P(a);
7 Halt.                            5 V(b);
6 V(a);
8 Halt.
```

**Figure 28** An example calling for caution in relaxation of program orders

### 4.4 Refining Link Consistency

In this section, we try to improve LC further. The program order \( P(a) \rightarrow D1 \) is enforced in RMLc. So is the program order \( D2 \rightarrow V(a) \). The normal perception for the necessity of such an ordering constraint is that a synchronization operation \( V(P) \) ‘protects’ *all* data operations before (after) it to achieve desirable property of a program such as data race freeness. It does not have to be always so, however.

**Definition 4.5.** We say that \( P(a) \) *does not protect* D1 if, after \( P(a) \rightarrow D1 \) is removed from
PO(Ti)*, RMLc still produces sequentially consistent result. Similarly we say that V(a) does not protect D2 if, after D2 \[ \xrightarrow{P} \] V(a) is removed from PO(Ti)*, RMLc still produces sequentially consistent result. Otherwise we say that the P(a) protects D1 or V(a) protects D2.

4.4.1 Determination of ‘Protect’ and ‘Not Protect’ Relation

To automatically determine the ‘not protect’ relation of a parallel program without running it is in general impossible. However, the program designer may have such a knowledge at design time.

For example in Figure 22, the programmer knows that P(flag2) in Thread 1 does not protect W:=X+Z in the same thread. This is because W:=X+Z is not in conflict with Y:= ... in Thread 3 which contains the only V(flag2) that can enable P(flag2). Thus P(flag2) cannot be in any path (which consists of paired V and P as shown in Figure 21) separating W:=X+Z from X:= ... in Thread 2 or X:=... in Thread 4. Therefore operation P(flag2) in Thread 1 does not protect data operation W:=X+Z, and the latter can be executed even before P(flag2) is started.

4.4.2 Implementation of ‘Protect’ and ‘Not Protect’ Relation

The ‘protect’ or ‘not protect’ information has to be conveyed by a programmer to RMLc so that proper program orders can be enforced or relaxed. RMLc, however, has to provide a means for the programmer to express such information easily.
It is possible to devise some language constructs to specify exactly such 'protect' or 'not protect' information in a program. However, it may not be cost effective in practice. Compromises have to be made between the accuracy in capturing such relations and its cost of implementation.

(Fu 1992) proposes a simple construct called Scope Tag to convey the ordering constraints between synchronization operations and data operations, as well as ordering constraints between synchronization operations themselves. Each synchronization operation is associated with a scope tag, a three element structure, <type, direction, affected_operations>. The first element indicates the type of operations: being data operation or synchronization operations; the second indicates the direction of the ordering constraints: below or above; and the third specifies a subset of operations of the type being affected. Direction 'below' is associated with a P operation and direction 'above' is for a V operation. We refer the scope of a synchronization operation to be the set of the affected operations according to its scope tag.

Consider Example 4.1 in Figure 22 again. P(flag1) in Thread 1 will carry the scope tag <‘data operations’, ‘below’, ‘all’> which say that P(flag1) will delay all data operations that follows it until it is executed; its scope is the set of all data operations that follows it. P(flag2) will carry the scope tag <‘data operations’, ‘below’, ‘up to next P’> which says that P(flag2) will delay all data operations that are between P(flag2) and P(flag3) until P(flag2) is executed; its scope is the set of all data operations that are between P(flag2) and P(flag3). V(flag1) in thread 2 will carry the scope tag <‘data operations’, ‘above’, ‘all’>
which says that before V(flag) can be executed, all data operations before it must have been executed already; its scope is the set of all data operations that precede it.

We use LCs (RMs) to denote LC (RMlc) that uses scope tags. Conditions of LCs are same to those of LC except for conditions listed below:

Conditions of LCs:

(i) Data operation D

\[ D \in NC(i) \iff \exists y \in M(i) \land y \text{ precedes } D \text{ in } T_i \text{ such that} \]

(LC1) conflict(D,y). or

(LC2) y is a P and D is in the scope of P.

(ii) Synchronization V

\[ V \in NC(i) \iff \exists y \in M(i) \land y \text{ precedes } V \text{ in } T_i \text{ such that} \]

(LC3) y is a D (R or W) and D is in the scope of V, or

(LC4.1) y is a Q \neq Ve.

4.4.3 Compare LC and LCs with an Example

We assume that hardware recognizes and enforces ordering constraints expressed in scope tags. For Example 4.1 in Figure 22 with the scope tags in section 4.4.2, RMs will only enforce the ordering constraints as shown by solid arrows in Figure 29, the minimal one according to Figure 23. Without using any scope tag, RMlc will also enforce the dashed arrow, which is an unnecessary; RMlc enforces it simply because
P(flag2) \xrightarrow{p} D1=(W:=X+Z). Notice that RMrc also will enforce this dashed arrow, regardless of how labeling is applied.

![Diagram](image)

**Figure 29** Ordering enforced by RMlc among data operations.

### 4.5 Comparison with Other Relaxed Memory Consistency Models

Next we give three examples to show the differences between RC and LCs as well as the differences between LC (LCs) and PLpc in relaxing unnecessary program orders.

#### 4.5.1 Some Explanations on Comparison

RC allows operations to be labeled arbitrarily as long as the program is Properly-Labeled. For a given program (that uses semaphores only for synchronization), before we can compare LCs with RC, the program has to be labeled with acqL, relL, or ordinaryL. There are many possible proper labeling of a given program. In our comparison, we adopt a natural way of labeling. We label a P(a) with acqL, a V(a) with relL, and a data operation ordinaryL.

It is easy to show that under this natural labeling, RMrc is more restrictive than RMlc (and RMIs) in relaxing program orders. The reasoning is as follows: (1) RMlc can treat every P(a) and V(a) as non-exclusive operations and only R0 to R2 in Figure 24 would
apply. Since R0 to R2 relax the same as RMrc does, RMlc relax at least as much as RMrc does: (2) There are programs in which some P is an exclusive consumer, some V is an exclusive producer, and RMlc relaxes program order involving such P and V using R3 and R4 to while RMrc does not.

Because of the liberal way of labeling offered by RC, it is not our intent to use the following examples to conclude that LC (or LCs) is strictly or theoretically more flexible. What we do know is, however, that for the following examples LC (or LCs) is truly more flexible than RC. That is, there cannot exist a possible labeling by RC for any of these examples such that the RMrc will enforce the same or fewer program order than RMlc (or RMls). We believe this is also true for many other applications.

4.5.2 Example 4.1 Revisited
Consider the program in Figure 22 again. The ordering constraints graph among operations of program thread 1 that RC enforces is depicted in Figure 30 (i). In this graph, some unnecessary delays are imposed among some operations, such as the one between operation 1 and operation 2. LC enforces another ordering constraints graph as shown in Figure 30 (ii), which only enforces the necessary ordering constraints as dictated by Figure 23.
Figure 30 Ordering constraints graphs of operations in Thread 1 of Example 4.1. The example is in Figure 22. (i) uses RC and (ii) uses LC. Dashed arrows indicate unnecessary delays which are absent if LC is used.

It is easy to verify that no matter how one labels operations in thread 1 in Figure 22 using RC, one cannot get the partial orders in Figure 30 (ii). Consider all possible labeling of operation 5 by RC: relL, acqL, or ordinaryL. We show each labeling cannot lead to Figure 30 (ii):

If operation 5 is labeled as relL, then no matter how operation 3 is labeled, RC will enforce \( P(\text{flag2}) \rightarrow \text{Pe} \rightarrow 5 \) which is absent in Figure 30 (ii). If operation 5 is labeled as acqL, then operation 3 must be labeled as ordinaryL (any other labeling will lead to \( 3 \rightarrow P \rightarrow 5 \) by RC, which is absent Figure 30 (ii)), which implies that both operation 1 and 2 must be labeled as acqL (to have \( 1 \rightarrow P \rightarrow 3 \) and \( 2 \rightarrow P \rightarrow 3 \)). But if operation 1 and 2 are so labeled, RC will enforce \( 1 \rightarrow P \rightarrow 2 \), which is absent in Figure 30 (ii).
At last, if operation ⑤ is labeled as ordinaryL, then both operation ① and ② must be labeled as acqL (to have ① → P → ③ and ② → P → ③), which, same as the above case, implies that RC will enforce ① → P → ②, which is absent in Figure 30 (ii).

Therefore, the labeling of RC cannot achieve the partial order in Figure 30 (ii).

Notice that in the above comparison, LC, i.e., Link Consistency without scope, is used.

4.5.3 Example 4.2 Revisited

We use the example program in Figure 26 again. We assume that scope tags indicate that in both program threads of the program, a P operation protects the data operation that immediately follows it only and a V operation protects the data operation that immediately precedes it only. The ordering constraints graph among operations of program thread 1 that RC enforces is depicted in Figure 31 (i). In this graph, some unnecessary delays are imposed among some operations of Thread 1, such as the one between operation 3 and operation 5.

It is easy to verify that no matter how one labels operations in thread 1 in Figure 26 using RC, one cannot get the partial orders in Figure 31 (ii). Figure 31 (ii) does not enforce an ordering constraint between P(a) and operation ④. For RC to do the same, at least one of them must be labeled as ordinaryL. But this is impossible since it will imply that operation ⑤ must be labeled as relL (to have ① → P → ⑤ or ③ → P → ⑤), which will further imply ② → P → ⑤ since a relL operation in RMrc will wait until all previous operations have been completed. ② → P → ⑤ is an ordering constraint absent
in Figure 31 (ii). Therefore the labeling of RC cannot achieve the partial order of thread 1 in Figure 31 (ii).

- **Thread 1**
  - acqL
  - relL
  - 2,4,7,8,9: ordinaryL

- **Thread 2**
  - acqL
  - relL

- **Thread 1**
  - P(a)

- **Thread 2**
  - P(b)

---

**Figure 31** Ordering constraints graphs of Example 4.2. (i) is enforced by RC and (ii) is by LCs. Dashed arrows indicate unnecessary delays which are absent with LCs.

Notice that that labeling of RC can achieve the partial order of thread 2 in Figure 31 (ii).

One way is to label operation 7 as ordinaryL and the rest of operations in thread 2 as acqL. Also notice that if LC instead LCs is used, then the partial order for Thread 1 in Figure 31 (ii) will be the one in Figure 32 next.

- **Thread 1**
  - P(a)
  - 2,4,7,8,9: data operation
  - V(a)
  - V(b)

- **Thread 2**
  - P(a)
  - V(a)

---

**Figure 32** Ordering constraints graphs of Example 4.2 as enforced by LC
We show next that no matter how one labels operations in thread 1 in Figure 26 using RC, one cannot get the same partial order using RC. This partial order does not enforce an ordering constraint between operation 3 and operation 5. For RC to do the same, at least one of them must be labeled as ordinaryL. If 5 is labeled as ordinaryL, then, both 2 and 4 must be labeled as acqL to have \( 2 \xrightarrow{P} 3 \) and \( 4 \xrightarrow{P} 5 \). But this is impossible since it will imply that \( 2 \xrightarrow{P} 4 \) which is absent in Figure 32. So 5 must be labeled as acqL or relL and 3 labeled as ordinaryL (and 2 labeled as acqL to have \( 2 \xrightarrow{P} 3 \)). We show such a labeling is also impossible next.

If 5 is labeled as relL, then RC will enforce \( 3 \xrightarrow{P} 5 \) which is absent in Figure 32. But if 5 is labeled as acqL, then 4 must be labeled as acqL or relL, which is impossible since it will imply \( 2 \xrightarrow{P} 4 \) which is absent in Figure 32.

Therefore the labeling of RC cannot achieve the partial order of thread 1 in Figure 32.

Notice that that RC can achieve the partial order of thread 2 in Figure 31 (b). One way is to label operation 7 as ordinaryL and the rest of operations in thread2 as acqL. Also notice that for this example, some critical ordering constraints such as the one between operation 6 and 8 in Thread 2 have to be enforced on both RC and LCs. It is rather easy to see the relaxation of the arrow between operation 6 and operation 8 (both are P operations) will lead to some result that is not sequentially consistent.
4.5.4 L-U Decomposition, a Larger Example (Example 4.3)

A concrete example based on L-U decomposition is presented next. The problem definition and the algorithm design are discussed in detail in (Fu 1992). Suppose L-U decomposition of $8 \times 8$ matrices is computed using three processors. A sub-task is performed by two processors. The sub-task is based on the data dependency graph shown in Figure 33 (a). Specifically Processor 1 computes $A_i$, $1 \leq i \leq 4$, and Processor 2 computes $A_i$, $5 \leq i \leq 8$. $A_i$ stands for some computation involving two distinct elements (such as $a_{34}$ and $a_{35}$) of the matrix to be decomposed. Using binary semaphores, a program for this sub-task can be written and it preserves exactly the original data dependency with LCs. The ordering constraints enforced by LCs is given in Figure 33 (c). Operations 1, 3, 5 and 7 are $P$ operations on individual semaphores, and 10, 12, 14 and 16 are $V$ operations on individual semaphores. With RC, the augmented data dependency graph is shown in Figure 33 (b), and the ordering constraints enforced in each processor are shown in Figure 33 (d).

To compare these machines, we assume the same hardware parameters as those in (Gharachorloo et al. 1990): the latency of a cache miss is 40 cycles, and the service time (the shortest time delay between the issue of two consecutive accesses that miss in a cache) is 10 cycles. We assume also that after each write access (including $V$) the caches have to be brought to a coherent state, that is, every write is treated as a miss. We further assume that other conditions are ideal, such as computations of all $A_i$'s of a processor are pipelined, instructions are issued per cycle if there is no cache miss. Consequently it takes
150 cycles (100 cycles for local computation and 50 cycles for two independent writes) to compute $A_i$.

We focus on the execution on Processor 2. Figure 34 shows the executions on RC and LCs respectively. RC allows the pipelined execution of $A_i$'s (9, 11, 13, and 15), but the execution of the P operations (10, 12, 14, and 16) is sequential. Altogether it takes 310 (150+4*40) cycles for Processor 2 to complete its computation. LCs takes 220 (150+3*10+40) cycles only.

![Diagram](image)

Figure 33 Data dependency graphs and ordering constraints graphs of L-U decomposition. (ii) and (iv) are for RC and (i) and (iii) are for LCs. Dashed arrows indicate unnecessary delays which are absent with LCs.
It is easy to verify that no matter how one labels operations that are executed on processor 1 in using RC, one cannot get the partial orders in Figure 33 (iii). Figure 33 (iii) does not enforce an ordering between operation 1 and operation 3. For RC to do the same, at least one of them must be labeled as ordinaryL (if both labeled as syncL, then an ordering will be enforced between them by RMrc). In either case, operation 8 must be labeled as relL (to have 1 \( \xrightarrow{P} \) 8 or 3 \( \xrightarrow{P} \) 8), which will imply 2 \( \xrightarrow{P} \) 8 since a relL operation on RMrc will wait until all previous operations have been completed. 3 \( \xrightarrow{P} \) 8 is an ordering constraint absent in Figure 33 (iii). Therefore, the labeling of RC cannot achieve the partial order in Figure 33 (iii).

![Diagram]

**Figure 34** Comparison of cycles of two possible executions on RC and on LCs

Notice that if LC instead LCs is used, then the partial order for Processor 1 in Figure 33 (iii) will be the one in Figure 35.
Figure 35 Ordering constraints graphs of L-U decomposition as enforced by LC.

We show that no matter how one labels operations in Processor 1 or Processor 2 using RC, one cannot get the same partial order using RC as that in Figure 35. We show the case for Processor 1 first.

If operation 5 is labeled as ordinaryL then both operation 6 and operation 8 must be labeled as relL to have $\overrightarrow{5} \rightarrow \overrightarrow{6}$ and $\overrightarrow{5} \rightarrow \overrightarrow{8}$. But this is impossible since it will imply that $\overrightarrow{6} \rightarrow \overrightarrow{8}$, which is absent in Figure 35. Otherwise, if operation 5 is labeled as relL, then both operation 6 and operation 8 must be labeled as acqL or relL to have $\overrightarrow{5} \rightarrow \overrightarrow{6}$ and $\overrightarrow{5} \rightarrow \overrightarrow{8}$, which will imply $\overrightarrow{6} \rightarrow \overrightarrow{8}$ again and thus impossible. Finally if operation 5 is labeled as acqL then no matter how operation 7 is labeled, RC enforces $\overrightarrow{5} \rightarrow \overrightarrow{7}$, which is absent in Figure 35. Therefore, RC cannot achieve the partial order for Processor 1 in Figure 35. In a very similar way, one can show the case for Processor 2.
4.5.5 About PLpc Memory Consistency Model

PLpc consistency model (Gharachorloo et al. 1992) is an attempt to further improve on RC and DRFI. It proposes to relax the program order between a synchronization write and a synchronization read operation if at least one of them is so-called loop operation.

A Loop read competes with at most one write (called a loop write) in every sequentially consistent execution, and a Loop write competes only with loop reads in every sequentially consistent execution. A loop write does not competes with another write that is in conflict with it.

For example, consider the program in Figure 36 from (Gharachorloo et al. 1992). The write operation ‘Flag=1’ is a loop write and the last read operation in ‘while(Flag==0)’, the one which returns 1, is a loop read.

```
Thread 1                        Thread 2

A = 1;
B = 1;
Flag = 1;

while (Flag == 0) does nothing;
    ... = B;
    ... = A;
```

**Figure 36** An Example to illustrate loop operations of PLpc

Consider parallel programs that are synchronized using semaphores. A Loop read bears some analogy with an Exclusive Consumer (Pe) in LC: the former competes with at most one write while the latter will only be enabled by one V. A Loop write bears some analogy with an Exclusive Producer (Ve) in LC: (i) it enables a loop read to succeed while a Ve
enables a Pe. and (ii) it does not competes with another write while a Ve is an operation on
a token collision free semaphore, that is, without a P on the same semaphore being exe-
cuted in between. two Ve on a common semaphore will not be executed consecutively in
any sequentially consistent execution.

Both PLpc and LC try to relax program orders between synchronization operations. Figure
3 (section 2.1.2.3) summarizes what PLpc relaxes. Figure 24 summarizes what LC
relaxes, in which we also indicate those relaxations that can be deduced from Figure 3
under the hypothetical implementations of P and V, as we will show next.

LC differs from PLpc first in the level of granularity of synchronization operations. We
consider a P and a V as the primitive synchronization operations, while PLpc considers the
single-access based read and write used in synchronization. Therefore LC and PLpc relax
program order between different types of operations. For the comparison purpose, we
assume (surely too simplistic) that the implementation of a P consists of several compet-
ing reads including one loop read and one non-competing write, and the implementation
of a V consists of a loop write only as given in Figure 37. In our discussion above, we
assume that all operations for an implementation of P or a V are executed atomically.

\[
\begin{align*}
P(a) & \quad \{ \text{read until } a=1; \text{(loop read)} \} \\
a := 3 \quad & \\
\end{align*}
\]

\[
\begin{align*}
V(a) & \quad a := 1 \quad \{ \text{loop write} \}
\end{align*}
\]

**Figure 37** Hypothetical implementations of P and V

---

3. More accurately, only the last *successful* read is a loop read. Other reads are ignored.
Assuming the above implementation, the following approximate correspondence can be drawn:

\[
\begin{align*}
\text{PLpc} & \quad \text{LC} \\
\text{PL1 plus PL2} & \quad R4.1 \\
\text{PL3} & \quad R3.2 \\
\end{align*}
\]

(There is no correspondence from PLpc for R3.1 and R4.2 from LC.)

PL1 and PL2 together says that a Loop write need not delay other synchronization reads that follow, which is analogous to R4.1 saying that a Ve need not delay other P operations that follow. PL3 which says that a synchronization write need not delay other Loop reads that follow is analogous to R3.2 saying that a V need not delay other Pe operations that follow.

What LC offers in addition is the relaxation of program orders between two P and between two V operations. Also our relaxation rules for program order between V and P (R4.1 and R3.2) do not rely on the implementation of P and V. On the other hand, for PLpc one has to label each individual operation in an implementation of P and V to use its relaxation rules: a different implementation of P and V may have their operations labeled differently so that its relaxation rules may not be applicable any more.

Moreover, PLpc or RC have focused on relaxation of program order that will not cause data race execution for a data race free program. LC also considers relaxation that will not cause synchronization failure for programs free of it on BM. Some relaxation of program order may cause a synchronization failure for a program that is otherwise synchronization failure free, such as Example MC2 in Appendix C.
Finally, as a minor note, there is a slight difference between the relationship of Loop write and Loop read and the relationship of Ve and Pe. As we see from its definition (see section 2.1.2.3), a Loop write can be read by (can compete with) more than one Loop read since a read does not change the value of a variable, but a Ve can only enable (can only compete with) at most one Pe.
Chapter 5  Trace Set and Derived Behaviors

In this chapter, we define the trace set of synchronization operations of an execution and the behaviors that are derived from a trace set. We assume that a parallel program consists of program threads which synchronize using binary semaphores only. We further assume that it has at least one successful execution, and for a successful execution, every synchronization operation that is executed in each thread is recorded to form a thread trace. The set of thread traces in an execution is called a trace set. Finally we assume that there is no access to control variables in every thread trace: when an operation is completed, the next operation that may be started is the one that follows immediately. Next we give some examples to illustrate our problem.

5.1 Some Illustrating Examples

The following symbols are used in our discussion:

$ev_{a1}, ev_{a2}, \ldots$: different occurrences of $ev_a$. We use $ev_a$ or even $ev$ if there is no confusion.

For example, $Va1, Va2, \ldots (Pa1, Pa2, \ldots)$ represent distinct V (P) events on semaphore $a$.

$ti$: thread trace $i$ which is a sequence of synchronization events on semaphores performed by the $i^{th}$ program thread. $ti$ specifies a linear order of events and we assume that the meaning of $ev$ is (occurs) before $ev'$ in $ti$ or $ev$ is (occurs) after $ev'$ in $ti$ is self-explained. Let $^{0}ti (^{n}ti)$ denote the first (last) event of $ti$.

$T$: a trace set of an execution consisting of a set of recorded thread traces \{t1, t2, \ldots\}
and I, a set of initial values of semaphores. The initial value of a semaphore (1 or 0) is represented by the presence or absence of a V event on the semaphore in I. In the subsequent discussion, I is considered as a set of events: each in a separate pseudo-thread that terminates before any other thread starts. I can be an empty set {}.

Example 5.1: \( T = \langle I, \{t_1, t_2\} \rangle = \langle \{V_a, V_b\}, \{P_a1 \ P_b1 \ V_a1 \ P_c1 \ V_b3 \ V_c1, P_b2 \ V_b2 \ V_c2 \ P_c2 \ P_a2\} \rangle. \)

In Example 5.1, two thread traces are recorded from some successful execution involving three semaphores. One thread has recorded \( P_a1 \ P_b1 \ V_a1 \ V_b3 \ P_c1 \ V_c1 \) and the other has recorded \( P_b2 \ V_b2 \ V_c2 \ P_c2 \ P_a2. \) The initial state of semaphores \( I = \{V_a, V_b\} \) means that semaphores a and b are in the true state. The two threads execute the two linearly ordered traces \( t_1 \) and \( t_2 \) respectively.

In modeling the execution of a trace set, a partially ordered behavior, called a derived behavior, is used to capture the order imposed by the linear thread traces and semantics of semaphores. Before presenting formal definitions, we first highlight the idea with some examples.

Example 5.2: A behavior of \( T \) of Example 5.1:
In this example, B, a behavior of T, is presented as a partial order. Some observation deserves being mentioned here. An arrow \( \rightarrow \) is only from an event to its immediate successor in a same \( t_i \). An arrow crossing two threads \( \rightarrow \) always connects a V event to a compatible P event or vice versa, such as Vb2 to Pb1. Moreover, the partial order is consistent with each linear trace: an event precedes another in \( t_i \) iff the same holds in B. In the above, the precedence from Vc2 to Pc2 in \( t_2 \) is established by the indirect sequence Vc2Pc1Vb3Vc1Pc2 in B.

Example 5.3: Another behavior \( B' \) of T of Example 5.1:
Figure 39 B': another partial order based on T in Example 5.1

In this example, B' also satisfies the observations we made about B in Example 5.2. One additional observation deserves being mentioned about B': it contains only three events from t1 and none from t2. B' cannot be extended without violating semaphore semantics: both the event that immediately follows Va1 and the first event in t2 are P (on semaphore b or c) but only semaphore a is currently set. We call such a partial order failure behavior.

Example 5.4: T = <I. {t1, t2}> = <{Va1, Vb1}, {Pa1Pb1Va2Vb2, Pb2Pa2Va3Pb3}>

In some of the derived behaviors of T, Va1 could enable Pa1 and Vb1 could enable Pb2. As a result, both Pb1 and Pa2 will wait infinitely. This is the classical deadlock situation.

Example 5.5: T = <I. {t1, t2}> = <{Va1}, {Pa1, Va2Pa2}>

In some of the derived behaviors of T, both Va1 and Va2 could be executed (and collided) before either of Pa is executed and one of the threads could wait indefinitely afterwards.
5.2 Symbols and Definitions

Next, we give some more symbols and definitions. Since each ti is also a sequence of events, some symbols and definitions we use in Chapter 3 for an execution E is still valid for ti. Notice that the context is, however, changed: in the preceding chapters E represents a total order of events from all program threads, each of which is a partial order, while ti represents one linear thread trace from some execution. From this chapter onwards ti is a linearly ordered trace.

5.2.1 Symbols and Definitions about Thread Trace and Trace Set

The following symbols are used:

\( S = \{a, b, c, \ldots\} \): a set of distinct semaphores of a trace set T.

\( V^* (P^*) \): zero or more V (P) events on a same semaphore in a sequence.

\( V^+ (P^+) \): one or more V (P) events on a same semaphore in a sequence.

prefix(ti): any subsequence of events (possibly empty) from ti starting from the first event of ti. prefix(ev, ti): a prefix(ti) ending with event ev.

suffix(ti): any subsequence of events (possibly empty) from ti ending with the last event of ti. suffix(ev, ti): a suffix(ti) starting with event ev. Obviously \( \prefix{\ev}{\ti} = \suffix{\ev}{\ti} = \ev \) if ev is in ti.

\( 0^{\po} \): set of events in po (a partial order of events) that are not preceded by any other event in po.

\( \po^0 \): set of events in po (a partial order of events) that do not precede any other event in
Trace set prefix, prefix(T): \( \langle l, \{\text{prefix}(t_i) \mid t_i \text{ in } T\} \rangle = \langle l, \{pt_1, pt_2, \ldots, pt_n\} \rangle \).

Trace set suffix, suffix(T): \( \{\text{suffix}(t_i) \mid t_i \text{ in } T\} = \{st_1, st_2, \ldots, st_n\} \).

Suffix frontier, \( ^0\text{suffix}(T) \): \( \{0st_1, 0st_2, \ldots, 0st_n\} \).

A, A_1, A_2, \ldots: arbitrary subsequences (including \( A \), the empty one) of thread traces.

For example, if \( T = \langle l, \{t_1, t_2\} \rangle = \langle v_1c_1, \{v_1b_2p_2c_1p_1v_2b_2, v_1b_1p_1\} \rangle \) then suffix(Pb_2, t_1) = Pb_2pc_1p_1v_2, suffix(Pb_1,t_2) = Pb_1, prefix(Pb_2, t_1) = Pa_1p_2b_2, and prefix(Vb_1, t_2) = Vb_1. A possible prefix(T) is \( \langle l, \{\text{prefix}(Pb_2, t_1), \text{prefix}(Vb_1, t_2)\} \rangle \), a possible suffix(T) is \( \{\text{suffix}(Pb_2, t_1), \text{suffix}(Pb_1, t_2)\} = \{Pb_2pc_1p_1v_2b_2, Pb_1\} \) and \( ^0\text{suffix}(T) = \{Pb_2, Pb_1\} \). A=pc_1p_1 is a subsequence of t_1.

Definition 5.1 Let \( po_1=<E, R> \) and \( po_2=<E', R'> \) are two partial orders. \( po_1 \) is a subset (proper subset) of \( po_2 \) iff \( E \) is a subset of \( E' \) and \( R^* \) is a subset (proper subset) of \( (R')^* \) where * denotes transitive closure.

5.2.2 Definitions of Derived Behaviors from Trace Set

Definition 5.2 Let \( pT = \text{prefix}(T) = \langle l, \{pt_1, pt_2, \ldots\} \rangle \) and \( e_{ij} \) denote the \( j^{\text{th}} \) event in \( t_i \). A (derived) behavior \( B \) of \( T \) is a partial order involving \( pT \), written as \( <Ep, O> \) where \( Ep \) is a set of events in \( pT \) and \( O \) is transitively reduced such that:

Condition (i) For every \( ti, j<k \Rightarrow (e_{ij}, e_{ik}) \in O^* \) (the transitive closure of \( O \)).

Condition (ii) For every \( Pa \), there is at least one \( Va \) satisfying \( (Va,Pa) \in O^* \) and \( (Va,Pa') \in O^* \Rightarrow (Pa,Pa') \in O^* \).
Condition (iii) For each pair of Pa and Va, either (Va,Pa) or (Pa,Va) ∈ O*.

Condition (iv) (e_{ik}, e_{jr}) ∈ O and i ≠ j ⇒ e_{ik} = Va/Pa and e_{jr} = Pa'/Va' for some a.

It is worthwhile to discuss briefly the intuition behind the above definition. It is immediate that condition (i) ensures that B is consistent with each pti. Therefore, if an event precedes another in the program order of a thread trace, so will it in B. Condition (ii) ensures that every Pa is enabled by at least one Va exclusively, and no other compatible Pa event should come between them in B. Condition (iii) ensures that any pair of Va and Pa events are always serialized. Notice that we allow concurrent V's in B. Condition (iv) eliminates unnecessary ordering among events. These properties can be stated and proved formally.

Theorem 5.1 The projection of B onto events involving semaphore a is a partial order of the form \([\{V\};P]^*;[\{V\}]^* = \{V\};P;\{V\};P; \ldots\), where each \{V\} is a nonempty set of partially ordered V events and an event appearing before some ‘;’ precedes all events that appear after that ‘;’.

Proof: Without loss of generality, let us identify the i^th subset of V events in the sequence as S_i, and the P events in the sequence as P_1, P_2, etc. We wish to show the projection of B on a semaphore must be of the form: S_1;P_1;S_2;P_2; \ldots

The assertion holds because:

(a) Each V must be in some S_j, otherwise condition (iii) will be violated.

(b) Each S_j must not be empty, otherwise condition (ii) will be violated. QED.

Notice that any trace set T has at least one behavior, the behavior B_0, which consists of events in I only. If I is empty, then B_0 is empty too. In the future, we refer to the sequence
for a semaphore as the conflict sequence of the semaphore. We call the ordering introduced by condition (iii) VP synchronization. From Theorem 5.1, each set of conflict sequences correspond to a unique set of VP synchronizations. To make the model more concise and elegant, we purposely do not order two V events in a subset Si unless such an ordering is transitively induced by some other VP synchronization (of other semaphores) and program order. We call a set of such conflict sequences for different threads a canonical set. To illustrate this, consider the following example.

Example 5.6:

The partial order on the LHS has a canonical conflict sequence given by \{Va1,Va2\};Pa while that on the RHS has a non-canonical conflict sequence \{Va1;Va2\};Pa.

Example 5.7:

The above has a canonical conflict sequence despite the fact \{Va1;Va2\};Pa is the conflict sequence for semaphore a. This is because the ordering between Va1 and Va2 is induced by Vb \rightarrow Pb and t2.
Theorem 5.2 Among all partial orders of T which satisfy conditions (i)-(iii) and which
give rise to a same set of canonical conflict sequences, the partial order that satisfies condition (iv) is a proper subset of any other.

Proof: Let Os be the set of partial orders, each representing the conflict sequence of a distinct semaphore. Construct a partial order of T, say B', using

$O' = (t_1 \cup t_2 \cup \ldots \cup t_n \cup O_s)^*$. Obviously $O'$ is a proper subset of $O^*$ and is therefore unique.

What remains to be shown is that $B'$ and only $B'$ satisfies (iv).

$B'$ satisfies (iv): trivially none of the inter-thread orderings of the form $(V,V)$, $(V_a,P_b)$ and $(P_a, V_b)$ is needed to preserve ti and the canonical conflict sequences. In particular, inclusion of $(V,V)$ will violate canonical conflict sequence, while inclusion of $(V_a,P_b)$ and $(P_a,b)$ will make $O'$ not minimal.

Only $B'$ satisfies (iv): this follows from the uniqueness of $B'$. QED.

The use of canonical conflict sequence set reduces the number of partial orders to be analyzed. Specifically, we do not care to distinguish between behaviors which differ only in the ordering of some V events-but otherwise have identical VP synchronizations. In Example 5.6, the behavior with unordered Va1 and Va2 covers also the cases where they are serialized in either order: the collision of Va1 with Va2 leads to the same consequence.

In Example 5.7, Va1 is ordered before Va2 due to the synchronization of threads. Thus our choice of behavior model is elegant and minimal, giving us an efficient tool for conceptualization and analysis.
B in the left of Figure 40 is a behavior of \( T = \langle \{} \{ Va1 Vb1 Pb1 Va2 Pa1 Va3, Va4Pa2 \} \rangle \). Two kinds of arrows (\( \overset{p.1}{\rightarrow} \) and \( \overset{c.1}{\rightarrow} \)) are used: the former between two events from a same trace and the latter between two events on a same semaphore. We will define these two arrows exactly later on. We will also explain the partial order in the right later.

![Diagram of behavior and augmented behavior of T]

**Figure 40** Examples of behavior and augmented behavior of \( T \)

Given a behavior \( B \) and the conflict sequence of some semaphore: \( S1;P1;S2;P2; \ldots; Sk. \), we introduce the following terms:

**Definition 5.3 Immediately Precedes**: Given a behavior \( B \), \( Pi \) immediately precedes every event in \( 0S_{i+1} \), and every event in \( Si^0 \) immediately precedes \( Pi \). Moreover, two \( V \) events in \( Si \) could also be ordered. We also say \( V1 \) immediately precedes \( V2 \) in \( Si \) iff \( V1 \) precedes \( V2 \) and there is no \( V3 \) in \( Si \) that precedes \( V2 \)
and is preceded by Vi. We use \( \rightarrow \) to represent such immediately preceding relation.

For example, in Figure 40, Va1, Va2 and Va4 are in a collision set. \( \text{Va1} \rightarrow \text{Va2}, \text{Va2} \rightarrow \text{Pa1} \) and \( \text{Va4} \rightarrow \text{Pa1} \).

**Definition 5.4 Token Collision:** The V events in each Si are said to have collided (they are followed by a same Pi). We call Si a collision set.

**Definition 5.5 Hidden V Event:** A V event in some Si is hidden in B iff it immediately precedes another V event in Si.

**Definition 5.6 Availability:** The semaphore is available in B iff Sk is non-empty, i.e., the conflict sequence ends with non-empty Sk rather than some Pk. A V event is available in B iff it is in Sk and not hidden in B.

For example, Va2 in the partial behavior above the ‘cut’ is available but not Va1 since it is hidden by Va2.

By our definition, B = \(<\text{Ev}, O>\) is transitively reduced. For convenience, we also use Bc = \(<\text{Ev}, Oc>\), an augmented behavior of B as defined next:

**Definition 5.7** An augmented behavior Bc of B = \(<\text{Ev}, O>\) is given by \(<\text{Ev}, Oc>\) where Oc = \(O \cup O'\) and \(O' = \{(e, e') | \text{ev immediately precedes ev'} in B\}\).

In the right of Figure 40 is an example of Bc. Notice that in drawing B (Bc), we use two different arrows to represent two different relationships between two events in O (Oc):

\( \rightarrow \) to represent linear order of events in each trace and \( \rightarrow \) to represent the
“immediately precedes” relation. All events from a same thread trace are totally ordered by \( \mathord{\rightarrow^{p.1}} \) and all events on a same semaphore are totally ordered by \( \mathord{\rightarrow^{c.1}} \) in Bc. We also say that \( \mathord{\rightarrow^{p.1}} \) captures the program order of ti and \( \mathord{\rightarrow^{c.1}} \) captures the conflict order of a behavior. In addition, we use \( \mathord{\rightarrow^1} \) to denote \( \mathord{\rightarrow^{p.1}} \), \( \mathord{\rightarrow^{c.1}} \) or both, and \( \mathord{\rightarrow^p} \) for the transitive closure of \( \mathord{\rightarrow^{p.1}} \).

Notice that it is possible to have both ev1 \( \mathord{\rightarrow^{p.1}} \) ev2 and ev1 \( \mathord{\rightarrow^{c.1}} \) ev2 in a Bc. For example, there are both Vb1 \( \mathord{\rightarrow^{p.1}} \) Pb1 and Vb1 \( \mathord{\rightarrow^{c.1}} \) Pb1 in Bc in Figure 40. To distinguish, we say Q1 \( \mathord{\rightarrow^{a.1}} \) Q2 in a behavior iff Q1 \( \mathord{\rightarrow^{c.1}} \) Q2 but not Q1 \( \mathord{\rightarrow^{p.1}} \) Q2. For example, Va4 \( \mathord{\rightarrow^{a.1}} \) Pa1 but not Va4 \( \mathord{\rightarrow^{a.1}} \) Pa2 in Figure 40.

**Definition 5.8.** Given a trace ti, event Qa1 is the **successor** (P or V) event of Qa2 in ti iff
(i) Qa2 occurs before Qa1 in ti and (ii) there is no Qa3 (Qa3≠Qa1 and Qa3≠Qa2) such that Qa1 occurs before Qa3 and Qa3 occurs before Qa1. Qa2 is said to be the **predecessor** (P or V) event of such Qa1.

For example, in Example 5.1, Vb2 is the successor V event of Pb2 and Vc2 is the predecessor V event of Pc2.

**Definition 5.9** The **state of a behavior** B, state(B), is the set of available semaphores. If there is no semaphore available in B, then state(B) is an empty set. \{\}.

**Definition 5.10** A behavior B=<Ev,O> of T is **complete** if Ev=events(T). A behavior B of T is **maximal** if there is no other behavior B’ of T, such that B is a proper prefix of B’, otherwise, it is **partial.** A **failure behavior** is a maximal but not complete behavior.
Definition 5.11 A behavior suffix of B = <E, v, O> of T is a suffix(T) consisting of what
remains in T after every event in Ev is removed. If B is a failure, then its suffix
frontier $^0$Bs contains P events only and is called a failure suffix.

For example, in Figure 40, the behavior above the cut (the dotted curve) is a proper pre-
fix of B and for this prefix behavior, Bs = {Pa1Va3, Pa2} and $^0$Bs = {Pa1, Pa2}.

The above behavior-related discussion is for a trace set T involving multiple sema-
phores. It also applies to a trace set involving one semaphore only. A reduced trace set
involving one semaphore only is a local trace set as defined next.

Definition 5.12 Given T = <I, {t1, t2, ...}>, the local trace set on semaphore a is Ta = <Ia,
{ta1, ta2, ...}>, where Ia (ta) is the projection of I (ti) onto events involv-
ing semaphore a only. ta is called local (thread) trace.

For example, for T in Example 5.4 above, Ta = <{Va1},{Pa1Va2, Pa2Va3}>.

We call derived behaviors of Ta local behaviors and call those local behaviors that are
failures local failures. In contrast, we also call derived behaviors of a general T global
behavior or global failures if they are failures. A local behavior of Ta is nothing but a
canonical conflict sequence of semaphore a. According to condition (iv), each subset of
{Va} in a canonical conflict sequence for Ta is ordered only if they appear in a same
thread. We say that a global behavior B contains a local behavior B1 of semaphore a iff Ba
= B1, where Ba is the projection of B onto events on semaphore a only. Obviously, such Ba
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is a behavior of $T_a$. We say that a local behavior $B_1$ is \textit{feasible} iff there is a global behavior $B$ that contains it. otherwise, $B_1$ is \textit{infeasible}.

5.2.3 Behavior Generation

The behaviors of a trace set can be generated by a simple extension algorithm introduced in this section. Intuitively, consider a (partial) behavior $B$ of a prefix $pT$ of $T$. We use $\{st_1, st_2, \ldots\}$ to represent the suffix of $T$ formed by removing $pT=\{pt_1, pt_2, \ldots\}$ from $T$ $st_i=ti-hti$. For simplicity, we use '-' here to denote prefix removal. The extension of $B$ to $B'$ can now be presented.

Input: A partial order $B=<(Ev, O)>$ and the associated suffix $\{st_1, st_2, \ldots, st_n\}$. If the conflict sequence of semaphore $b$ in $B$ ends with a $P_b$ event, the latter will be identified as $P_b^0$, and similarly if it ends with $\{V_b\}$, the latter will be identified as $\{V_b\}^0$.

Output: $B'$, a behavior extended from $B$ by one more event from the suffix of $B$.

Procedure $BBE$: basic_behavior_extension($B$, $\{st_1, st_2, \ldots, st_n\}$):

$B':=<(Ev', O'):=B;$

if possible, choose a $0^{\text{st}}$ on some semaphore $b$ such that $0^{\text{st}}=P_b \Rightarrow V_b$ is available in the current $B'$:

\begin{itemize}
  \item case (1) $0^{\text{st}} := V_b$ and $P_b^0$ exists:
    \begin{itemize}
      \item $O' := O \cup \{(pt_1^0, 0^{\text{st}}), (P_b^0, 0^{\text{st}})\}$;
      \item $Ev' := Ev \cup \{0^{\text{st}}\}$;
    \end{itemize}
  \item case (2) $0^{\text{st}}=V_b$ and no $P_b^0$ exists (there may exist $\{V_b\}^0$):
    \begin{itemize}
      \item if no $\{V_b\}^0$ exists then $Ev' := Ev \cup \{0^{\text{st}}\}$;
      \item else $O' := O \cup \{(pt_i^0, 0^{\text{st}})\} \cup \{V_b \mid V_b \in \{V_b\}^0\}$; $Ev' := Ev \cup \{0^{\text{st}}\}$;
    \end{itemize}
  \item case (3) $0^{\text{st}}=P_b$:
    \begin{itemize}
      \item $O' := O \cup \{(pt_i^0, 0^{\text{st}})\} \cup \{V_b \mid V_b \in \{V_b\}^0\}$; $Ev' := Ev \cup \{0^{\text{st}}\}$;
      \item if $B'$ is a complete behavior, then return $B'$ and indicate its completeness;
      \item else return "Continue with $B'$";
    \end{itemize}
\end{itemize}
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In the above, it is assumed that \( O' \) is transitively reduced after each augmentation. An illustration of the procedure is shown below. Let \( T = \langle I, \{ t_1, t_2 \} \rangle = \langle \{ V_a \}, V_b1Vb2Pa1, V_aVb1 \rangle \) and \( B \) contains events in \( I \) only as shown below. On the left are the new \( st_1 \) and \( st_2 \) after each augmentation, and the event selected for the augmentation.

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>t1</td>
<td>t2</td>
<td>st1=Vb1Vb2Pa1</td>
<td>st2=Va1Pa1</td>
</tr>
<tr>
<td></td>
<td>Va</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>t1</td>
<td>t2</td>
<td>st1=Vb1Vb2Pa1</td>
<td>st2=Pb1Vb3</td>
</tr>
<tr>
<td></td>
<td>Va</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Va</td>
<td></td>
<td>st2=Va1</td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B2</td>
<td>t1</td>
<td>t2</td>
<td>st1=Vb2Pa1</td>
<td>st2=Pb1Vb3</td>
</tr>
<tr>
<td></td>
<td>Va</td>
<td>Vb1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Va</td>
<td></td>
<td>st2=Vb1</td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B3</td>
<td>t1</td>
<td>t2</td>
<td>st1=Pa1</td>
<td>st2=Pb1Vb3</td>
</tr>
<tr>
<td></td>
<td>Va</td>
<td>Vb1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Va</td>
<td>Vb1</td>
<td>st2=Vb2</td>
<td></td>
</tr>
</tbody>
</table>

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>B4</td>
<td>t1</td>
<td>t2</td>
<td>st1=Pa1</td>
<td>st2=Pb1Vb3</td>
</tr>
<tr>
<td></td>
<td>Va</td>
<td>Vb1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Va</td>
<td>Vb1</td>
<td></td>
<td>st2=Pa1</td>
</tr>
</tbody>
</table>
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The extension from \( B \) to \( B_1 \), the one from \( B_1 \) to \( B_2 \), and the one from \( B_2 \) to \( B_3 \) all use case (2). Both the extension from \( B_3 \) to \( B_4 \) and the one from \( B_4 \) to \( B_5 \) use case (3). Obviously, to further extend \( B_5 \), case (1) has to be used. Notice that extension of a partial behavior may not be unique. For example, \( B \) could be extended to a different behavior than \( B_1 \).

**Theorem 5.3** \( B' \) that is returned by the BBE is a valid behavior of \( T \).

**Proof:** \( B' \) is a partial order. This follows immediately from the fact that the augmentation of \( O \) to \( O' \) includes only precedences leading to \( ^0 \text{sti} \) and none leading to \( ^0 \text{sti} \) that originally exists in \( O^* \). Conditions (i)-(iii) follow trivially from the construction. Moreover, the procedure only adds to \( O \) direct precedences of \( (\text{pti}^0, ^0 \text{sti}) \) and (i) \( (\text{Pb}^0, ^0 \text{sti}) \) or (ii) \( ((\text{Vb}, ^0 \text{sti}) | \text{Vb} \in \{ \text{Vb} \}^0) \). The former case involves events in the thread trace \( t_i \) only, while the latter case concerns VP synchronization of a same semaphore. Thus \( B' \) also satisfies Condition (iv). QED.
5.3 Problem Definition and Its Complexity

Given a trace set $T$ from a successful execution, there can be more than one derived behaviors of synchronization operations, some of which may be synchronization failures due to token collision and synchronization race. Our problem can be stated as: *Given a trace set $T$, decide if there is any synchronization failure among its derived behaviors.*

To have a better understanding of the problem, we examine various types of synchronization races and their contribution to the complexity of our problem.

5.3.1 Two Key Notions: Synchronization Race and Token Collision

1. Synchronization Race

A synchronization operation $ev_1$ and another synchronization operation $ev_2$ race if there is a partial behavior which can be extended by the execution of either $ev_1$ or $ev_2$.

We use $T = \langle \{Va1\}, \{Pa1Va2Pa2Va3, Pa3Va4Pa4\} \rangle$ to illustrate the notion of synchronization race and our problem. This trace set has the following six derived (maximal) behaviors, not all of which are complete:

![Behavior Diagrams](image-url)
In the above, Va1 can enable either Pa1 or Pa3, leading to totally different behaviors.

This is one form of synchronization race: race between two P. There can also be race between two V, between a V and a P, or even between multiple P's and V's.

**Definition 5.13** A trace set T contains *synchronization race* iff it has more than one maximal behavior.

2. **Token Collision**

As we have already discussed in chapter 3, one important aspect of a binary semaphore is that two V operations can be executed concurrently and the net result of that is as if only one V were executed and thus only one compatible P is enabled subsequently. We visualize a V operation to carry a token which can enable a compatible P. A semaphore in a trace set T is token-collision free (TCF) iff in every behavior of T, its conflict sequence contains only a singleton in each subset \{V\}, i.e., the conflict sequence must be of the form:

Va;Pa;Va; ...

Notice that a trace set containing no synchronization race does not imply that the trace set is TCF. A simple example is T=<{}, {Va, VaPa}>. 
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5.3.2 Complexity of the Problem

Because the finiteness of the size of $T$, we can always solve the problem by enumerating every possible behavior that can be derived from $T$ as in Example 5.1. Unfortunately, as the size of $T$ grows, the time to perform such enumeration grows exponentially with the number of races unless $NP=\Sigma$. We show that the problem is NP complete in Theorem 5.4.

**Theorem 5.4** The synchronization failure detection problem is NP complete.

We prove that the problem is NP complete by constructing a reduction from 3SAT problem (Garey and Johnson 1979). Let $C = \{C_1, C_2, \ldots, C_n\}$ be a set of clauses. $C_i = \{c_1, c_2, c_3\}$, where $c_1, c_2, \text{or } c_3$ is an instance of some variable or its negation, $x$ or $x'$, $x \in U$ which is a set of variables, $\{u_1, u_2, \ldots, u_m\}$.

1. Reduction from 3SAT to the synchronization failure detection problem

The following four construction rules specify how to construct a trace set from a set of clauses by the 3SAT problem:

1. (1) For each variable, $u_i$, define six semaphores named as: $u_i^0, u_i^1, u_i^2, u_i^3, u_i^4, u_i^5,
2. (2) For three items in a clause $C_i$, define three semaphores named as: $z_i^{1.1}, z_i^{1.2}$, and $z_i^{1.3}$ respectively.
3. (3) For each variable, $u_i$, define six threads $\{Tu_i\}$:
   
   Thread (i): $Vu_i^0$
   Thread (ii): $Pu_i^0 Vu_i^1$
   Thread (iii): $Pu_i^0 Vu_i^2$
   Thread (iv): $Pu_i^1 Pu_i^3 Vu_i^5$
   Thread (v): $Pu_i^2 Pu_i^4 Vu_i^5$
   Thread (vi): $Pu_i^5 Vu_i^0$

In Threads (ii), for any $u_i$ that occurs in clause $C_k$ as the $j$th item, add a $V z_i^{k,j}$ at the end. And in Threads (iii), for any $u_i$ that occurs in clause $C_k$ as the $j$th item, add a
$V_z^{k,j}$ at the end.

(4) for each clause, $C_j$, define one thread:

$$\prod_{z=1}^{j} P_z^{1} P_z^{2} P_z^{3} V_{u_1}^{3} V_{u_2}^{4} V_{u_3}^{2} \ldots V_{u_m}^{3} V_{u_m}^{4}$$

In general for $m$ variable and $n$ clauses, the construction requires $(6n + 3m)$ semaphores and $(6n + m)$ threads.

As an example, consider $C = \{C_1, C_2\}$ where $C_1 = (a + b + c')$ and $C_2 = (b + c + d')$, we have the following construction:

From (1):

| a: $a^0, a^1, a^2, a^3, a^4, a^5$ | From (2):
| b: $b^0, b^1, b^2, b^3, b^4, b^5$ | For $C_1$:
| c: $c^0, c^1, c^2, c^3, c^4, c^5$ | a: $z^{1,1}$
| d: $d^0, d^1, d^2, d^3, d^4, d^5$ | b: $z^{2,1}$

From (3):

<table>
<thead>
<tr>
<th>a:</th>
<th>b:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$: V$_a^0$</td>
<td>$T_7$: V$_b^0$</td>
</tr>
<tr>
<td>$T_2$: Pa$_0$V$_a^1$</td>
<td>$T_8$: Pb$_0$V$_b^1$</td>
</tr>
<tr>
<td>$T_3$: Pa$_0$V$_a^2$V$_z^{1,1}$</td>
<td>$T_9$: Pb$_0$V$_b^2$V$_z^{1,2}$V$_z^{2,1}$</td>
</tr>
<tr>
<td>$T_4$: Pa$_1$Pa$_3$V$_a^5$</td>
<td>$T_{10}$: Pb$_1$Pa$_3$V$_b^5$</td>
</tr>
<tr>
<td>$T_5$: Pa$_2$Pa$_d^4$V$_a^5$</td>
<td>$T_{11}$: Pb$_2$Pa$_d^4$V$_b^5$</td>
</tr>
<tr>
<td>$T_6$: Pa$_5$V$_a^0$</td>
<td>$T_{12}$: Pb$_5$V$_b^0$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>c:</th>
<th>d:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{13}$: V$_c^0$</td>
<td>$T_{19}$: V$_d^0$</td>
</tr>
<tr>
<td>$T_{14}$: P$_c^0$V$_c^1$V$_z^{1,3}$</td>
<td>$T_{20}$: P$_d^0$V$_d^1$V$_z^{2,3}$</td>
</tr>
<tr>
<td>$T_{15}$: P$_c^0$V$_c^2$V$_z^{2,2}$</td>
<td>$T_{21}$: P$_d^0$V$_d^2$</td>
</tr>
<tr>
<td>$T_{16}$: P$_c^1$P$_c^3$V$_c^5$</td>
<td>$T_{22}$: P$_d^1$P$_d^3$V$_d^5$</td>
</tr>
<tr>
<td>$T_{17}$: P$_c^2$P$_c^4$V$_c^5$</td>
<td>$T_{23}$: P$_d^2$P$_d^4$V$_d^5$</td>
</tr>
<tr>
<td>$T_{18}$: P$_c^5$V$_c^0$</td>
<td>$T_{24}$: P$_d^5$V$_d^0$</td>
</tr>
</tbody>
</table>

From (4):

$C_1 = (a + b + c')$: $T_{25}$: P$_z^{1,1}$P$_z^{1,2}$P$_z^{1,3}$V$_a^3$V$_b^3$V$_c^3$V$_d^3$V$_a^4$V$_b^4$V$_c^4$V$_d^4$

$C_2 = (b + c + d')$: $T_{26}$: P$_z^{2,1}$P$_z^{2,2}$P$_z^{2,3}$V$_a^3$V$_b^3$V$_c^3$V$_d^3$V$_a^4$V$_b^4$V$_c^4$V$_d^4$
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So the trace set $T= \langle \{ \}, \{ \text{till} \leq i \leq 26 \} \rangle$.

2. The proof using the above reduction

(1) The problem is in NP.

Since it takes only polynomial time to construct an interleaving of events in trace set $T$ and to verify whether the interleaving corresponds a synchronization failure, the problem is in NP.

(2) The construction takes polynomial time.

This is easy to see from construction rules (1) to (4). What remains to be shown is the following:

(3) The trace set from above construction contains synchronization failure iff $C$ is satisfiable.

*If part*: $C$ is satisfiable with some assignment of true and false for every variable, which implies that for every $C_i$ at least one $c_j$ ($1 \leq j \leq 3$) is true. We show a schedule that leads to a synchronization failure for the trace set in such a case.

For every $V_{u_i}^0$ ($1 \leq i \leq m$), let $V_{u_i}^0$ be paired with $P_{u_i}^0$ in Thread (ii) in $\{ T_{u_i} \}$ if $a$ is assigned a true value, otherwise, let $V_{u_i}^0$ be paired with $P_{u_i}^0$ in Thread (iii) in $\{ T_{u_i} \}$.

According to the construction rules, the schedule cannot have all three $P_z^{j,1}, P_z^{j,1}, P_z^{j,1}$, in the thread constructed using rule (4) for $C_j$ ($1 \leq j \leq n$), be paired since at least one compatible $V_z(V_z^{j,1}, V_z^{j,1}$ or $V_z^{j,1})$ cannot be executed. As a result, neither $V_{u_i}^3$ nor $V_{u_i}^4$ can be executed, and subsequently, no $V_{u_i}^5$ and hence no $V_{u_i}^0$ can be executed, for $1 \leq i \leq m$. From the
construction, however, we see that there is another $P_{ui}^0$ event. This indicates a situation where there is no $V$ for compatible $P$ that is ready. Thus $T$ fails for this schedule.

'only if' part: $C$ is not satisfiable with any assignment of true and false for every variable, which implies that there is at least one $C_i$, none of whose three items, $c_1$, $c_2$ and $c_3$, is assigned a true value. We show next that $T$ cannot fail.

For every $V_{ui}^0 (1 \leq i \leq m)$, let $V_{ui}^0$ be paired with either $P_{ui}^0$. If $V_{ui}^0$ is paired with $P_{ui}^0$ in Thread (ii) in $\{Tu_i\}$, then assign $ui$ to be true, otherwise false. This actually generates an assignment $A$ for every variable. Since $C$ is not satisfiable, there exists at least one clause each of whose $c_k (1 \leq k \leq 3)$ is assigned a false value by $A$. According to our construction, this means that for at least one $j (1 \leq j \leq n)$, all $V_{z_j}^{j,1}, V_{z_j}^{j,2}$ and $V_{z_j}^{j,3}$ will be executed and therefore, all three $P_{z_j}^{j,1}, P_{z_j}^{j,2}$ and $P_{z_j}^{j,3}$ in the thread constructed for $C_j$ using rule (4) can be paired. Consequently, every $P$ in the constructed trace set will be paired due to those $V$ events following the $P_{z_j}^{j,1}, P_{z_j}^{j,2}, P_{z_j}^{j,3}$. $T$ cannot fail. QED.
Chapter 6  Synchronization Failure Detection for Binary Trace Sets

In this chapter, we discuss some techniques to solve the synchronization failure detection problem effectively despite its NP completeness.

6.1 Some Definitions

A trace set may contain different patterns, for example, the repeated occurrences of a same sequence of events. We give some definitions to capture special patterns.

Definition 6.1 An all-P sequence is an non-empty sequence of P events on distinct semaphores. Similarly, an all-V sequence is an non-empty sequence of V events on distinct semaphores.

Example 6.1 Pa1Pb1Pc2 is an all-P sequence and Va1Vb3Vc5 is an all-V sequence.

Definition 6.2 An all-V sequence is a matching V sequence of an all-P sequence if both have the same length and for every P event in the latter there is a compatible V event in the former. An all-P sequence is a matching sequence of another iff they are identical up to the labeling of semaphores but not event numbering.

Example 6.2 Va1Vb3Vc5 or Vc5Va1Vb3 is a matching V sequence of Pa1Pb1Pc2 and Pa2Pb3Pc4 is a matching P event of Pa1Pb1Pc2.
6.2 Outline of Techniques to Harness Computational Complexity

Several approaches will be introduced to reduce the detection complexity as much as possible. They are briefly outlined below.

1. Special Cases

   For some special trace sets, there is some efficient algorithm to verify whether they contain synchronization failure. For example, if a trace set contains no synchronization race, then we know it cannot fail. As another example, if a trace set contains only one semaphore or it can be partitioned into a disjoint set of smaller trace sets, each containing one semaphore only, then there is some polynomial time algorithm to solve the problem.

2. Reductions of the Original Trace Set

   We may reduce the size of a trace set by removing some events while preserving its failure property: the reduced trace set contains synchronization failure iff the original one does.

   To reduce the length of a thread trace, there are two types of reduction techniques, local reductions and global reductions. A local reduction examines individual thread trace and tries to delete some events from it, while a global reduction considers many thread traces together before eliminating some events from them.

3. Reduction Heuristics

   Unlike reduction rules which preserve failure property, a reduction heuristic works optimistically: if a reduced trace set contains synchronization failure, then so does the original. However, the reverse is not necessarily true.
4. Local Failure Validation

A failure behavior of a trace set must be the result of synchronization races among many events on different semaphores. Such a synchronization failure is a global failure. When we project a trace set on to individual semaphore, we will usually get a smaller trace set which may contain local failures. As we will describe later, there is an efficient algorithm to determine whether a trace set with one semaphore contains synchronization failure. Local failure validation is based on the optimistic hypothesis that the existence of a local failure may sometimes reflect the existence of a global one.

5. Partial Order Checking

We apply checking on the partially ordered behaviors directly. This is still more efficient than the use of interleaving models (Probst and Li 1990, 1991, 1993).

6. Pruning Rules

A global behavior of a trace set T consists of a set of local behaviors, one per thread trace. However, not all combinations of local behaviors can form a global behavior. Indeed, some local behavior may never be included in a global behavior. We call a local behavior infeasible if there is no global behavior that includes it. There is no need to check a combination of local behaviors if one of local behavior is infeasible.

Given a local behavior, we can check its infeasibility first. But in some cases, we can determine the infeasibility of a local behavior L1 by relating it to another infeasible local
behavior L2. We term such relationship *dominance* between local behaviors: L1 is dominated by L2.

### 6.3 Special Failure Rules

We present some theorems to quickly determine whether certain trace sets contain synchronization failure. The first result gives a sufficient condition for $T = \langle I, \{t_1, t_2, \ldots\}\rangle$ to have a failure behavior. In particular, suppose one of the traces contains two consecutive occurrences of $P_a$, then the trace set contains synchronization failure. We state this as Theorem 6.1.

**Theorem 6.1** \( t_i = \ldots P_a P_a \ldots \Rightarrow T \) contains a synchronization failure behavior.

**Proof:** We choose to obtain a complete behavior $B$ of $T$ by extending from the initial state in such a way that $P_a$ is chosen only if no other event can be chosen in the suffix. This is allowed in the behavior extension procedure outlined earlier without affecting the correctness of the behavior extension. If such a complete behavior does not exist, then we have arrived at a failure behavior and the theorem holds trivially. Thus in extending some prefix of $B$ with $P_a$ to become $B'$, it must be that each trace suffix is either empty or started with some $P_b$ ($b \neq a$) and the state of the prefix does not contain an available $V_b$. But after the extension, the state of $B'$ does not contain any needed $V$ that is available to extend $B'$ further. $B'$ is partial as its suffix contains at least $P_a$. So $B'$ is a failure behavior. QED.

The theorem is very useful. A static scan of the trace set could detect consecutive occurrences of $P_a$ for some semaphore $a$ and the decision can be made in time linear to the size of the trace set.
Two consecutive P events to distinct semaphores in a trace may not cause synchronization failure. However, if these P events appear in another trace in the reverse order while other traces all start with P events, then we could deduce synchronization failure in T according to the following theorem.

**Theorem 6.2** \( T = \langle l, \{ t_1, t_2, \ldots \} \rangle = \langle \{ Va, Vb \}, \{ PaPb \ldots, PbPa \ldots, P \ldots, P \ldots, \ldots \} \rangle \) has a failure behavior.

**Proof:** A failure behavior can be constructed by extending \( B_0 \) with Pa from \( t_1 \) and then with Pb from \( t_2 \), which leads to a state in which no \( V \) is available. The resulting behavior suffixes all start with P and no further extension is possible. QED.

**Example 6.3** \( T = \langle \{ Va, Vb \}, \{ PaPbVaVbVc, PbPaVaVb, PcVcVaVb \} \rangle \) contains synchronization failure.

**Theorem 6.3** Let \( \#Va \) be the number of \( Va \) events and \( \#Pa \) be the number of \( Pa \) events in a trace set \( T \). Then \( \#Va < \#Pa \Rightarrow T \) has a failure behavior.

**Proof:** This result is immediate from the definition of semaphore conflict sequence:

- every \( Pa \) must be immediately preceded by a set of non-empty \( \{ Va \} \). QED.

The above theorem is also useful for dynamic checking during behavior extension. Suppose the extension has led to a state \( I \) and some suffix \( Bs \). and the conditions of the theorem hold for the trace set \( \langle I, Bs \rangle \), then the extension could immediately terminate.

**Theorem 6.4** \( ti = \ldots, Pa1VbPbPa2 \ldots \Rightarrow T \) has a failure behavior.

**Proof:** We use a similar proof strategy as that used in Theorem 6.2. We extend the
empty prefix with a bias against Pa1 until any other trace suffix is either empty or
starts with some P whose compatible V is not in the current state St. Then we
continue with the extension with Pa1VbPb leading to a state St-{Va}. At this new
state, no further extension is possible and we have arrived at a failure behavior.

QED.

Notice that using a reasoning similar to the above one, one can prove that a trace set
including PaA1A2Pa contains synchronization failure, where A2 is an all-P sequence and
A1 is a matching V sequence of A2 such that A1 and A2 do not involve semaphore a.

Example 6.4 \( t_i=...PaVbVcPbPcPa... \Rightarrow T \) contains synchronization failure.

A thread trace is trivial if it contains V events only. We assume that each trace set con-
tains non trivial thread traces only. In reality, if we are given a trace set with trivial thread
traces, we could remove them from the trace set and include the corresponding V’s to I.

Theorem 6.5 Suppose a trace set \( T \) involves a single semaphore. Then \( T \) does not contain
a failure behavior iff

(i) \( I=\{V\} \) and all \( t_i \) must be of the form \( V^*(PV^*)^+ \);

(ii) \( I=\{\} \), all \( t_i \) must be of the form \( V^*(PV^*)^+ \), and one of them starts with \( V \); or

(iii) \( I=\{V\} \) and there is only one trace in \( T \), \( t_1=V^*P \); or

(iv) \( I=\{\} \) and there is only one trace in \( T \), \( t_1=V^*P \).

Proof: \( \Rightarrow \)

(iii) and (iv) are obvious. We show that both (i) and (ii) cannot fail.
(i) In any partial behavior extension, if a V is used, then the new state =\{V\}. In such a case, a further extension is possible. If a P is used, then again the behavior can always be extended with the next V in the same trace. This repeats until a complete behavior is obtained.

(ii) Since at least one trace starts with a V, in the worst case, the initial behavior can be extended with this V. The rest then follows as in (i).

\[=\]

To not satisfy (i) to (iv), there are only three possibilities for the traces of T:

(a) there is some ti= ... PP ... ,

(b) there is no PP in T but there is more than one trace and at least one (say, t1) ends with a P, or

(c) \(I=\{\}\) and every ti starts with a P.

(c) is obvious. (a) is immediately from Theorem 6.1. We show (b) can fail next. The synchronization failure can be constructed by starting to extend the behavior using all of the preceding V events plus those in I in every trace followed by only events in t1.

This will lead to a behavior whose state is empty and no further extension of any trace is possible. Since the traces are non-trivial, the suffix of every other traces is not empty. Thus we have arrived at a failure behavior. QED.

The above theorem can be used for both static checking of a given trace set T or dynamic checking of the state and suffix associated with a partial behavior during behav-
ior extension. The checking of conditions can be performed in time linearly to the size of
T. A simple algorithm can be designed which scans each trace once and maintains the satis-
faction of the conditions while doing so.

Example 6.5 Suppose (a) \( T=\langle \{ V, VP, VVPP\} \rangle \). (b) \( T=\langle \{ V, VPV, VVPV\} \rangle \). (c) \( T=\langle \{ V, VPV, VP\} \rangle \). The trace set in (a) contains
synchronization failure since it contains PP. The trace sets in (b) and in (c) do not contain
synchronization failure since every P has a V successor. The trace set in (d) contains syn-
chronization failure since there are two thread trace with P and one of them ends with P.

Theorem 6.6 The detection of synchronization race can be performed in time polynomial
to the size of the trace set \( T \).

Proof: From Theorem 5.1 and Theorem 5.2, each behavior has a distinct canonical
conflict sequence. Hence the assertion. QED.

6.4 Trace Reduction Rules and Heuristics

The following results attempt to reduce the size of a trace. The complexity of synchroni-
ization failure analysis is dependent on the size of a given trace set. Thus a reduction of the
complexity of its synchronization failure analysis could be obtained if we could eliminate
some subsequences of events of a trace. For simplicity, we introduce a new notation: we
use \( t_1 \presucc t_2 \) to denote ‘\( t_1 \Leftrightarrow t_2 \) with respect to the failure property’. If the relation is not sym-
metric, but T (in the LHS) has a synchronization failure implies T’ (in the RHS) has a syn-
chronization failure, then we write it as \( t_1 \presucc t_2 \). When \( t_2 \) is a subsequence of \( t_1 \), these are
called local reductions as each trace is considered independent of the others. However, their validity requires the semaphores to be TCF.

6.4.1 Reduction Rules

Theorem 6.7 Suppose semaphore a is TCF. Pa1VaPa2 ≠Pa1.

Proof: ⇒: Consider the original trace set T that contains the LHS in some trace, say t1.

Case (i) A failure behavior B of T does not contain Pa1.

Trivially, B is also a failure behavior of the trace set T' obtained by substituting t1=Pa for t1=Pa1Va1Pa2.

Case (ii) A failure behavior B of T contains Pa1.

Semaphore a is TCF ⇒ the conflict sequence of a must be of the form: ...Pa1:Va1; ... , else Va1 will conflict with the Va done after Pa1.

This further means that we could remove Pa1Va1 from B by projecting B onto all other events except Pa1 and Va1. The resulting partial order is trivially a failure behavior of T', the trace set obtained by substituting t2 for t1.

⇐: The reverse claim is straightforward. Here we consider replacing t2 in T' by t1. As before, suppose a failure behavior B' of T' does not include Pa, then trivially, it is also a failure behavior of T obtained by replacing t2 by t1. If B' contains Pa, we could augment B' by inserting Pa1Va1 before the extension using Pa (which is now rewritten as Pa2) and arrive at a failure behavior B of T. QED.
Theorem 6.8 Suppose semaphore a and b are TCF. VaVb \not\rightarrow VbVa.

Proof: We show that VaVb \not\rightarrow VbVa. The reverse holds by symmetry.

As before, semaphore a is TCF implies that the conflict sequence of semaphore a must be of the form Va:Pa:Va; ...

Case (i) A failure behavior B of LSH does not contain VaVb:

Trivially, B is also a behavior of T with VaVb replaced by VbVa.

Case (ii) A failure behavior B of LSH always contains VaVb:

Consider the precedence graph formed by B. From condition (iv) of a behavior, we know that any indirect path (path of length greater than two) from Va to Vb must contain a Pa and a Pb in some other thread(s). However, this immediately indicates a violation of TCF; Vb could collide with some other Vb used in enabling the Pb in the above indirect path. Thus, there is no other path from Va to Vb (other than the program order) in B. Then we can reverse the program order to get Vb \rightarrow Pa Va from B and the resulting behavior B' is a partial a-failure behavior of T'

which is obtained from T by substituting VaVb with VbVa. QED.

Theorem 6.9 Suppose both semaphore a and b are TCF. PaPbVaVbPaPb \not\rightarrow PaPb.

Proof: \Rightarrow: Consider a failure behavior B of T (LHS) that contains PaPb (thus VaVb as well). As before, the case where B does not contain PaPb is trivial, and it will be omitted here.
Semaphore b is TCF $\Rightarrow$ PbVb appears in both program order and conflict sequence order. i.e., Pb precedes Vb immediately in the latter as well. Thus we could reduce B by deleting Pb and Vb to obtain a new behavior $B'$ which is a failure behavior of $T'$ obtained by deleting PbVb from $T$. This is repeated for PaVa and we arrive at a failure behavior of the RHS, i.e., the trace set obtained by deleting PaPbVbVa from $T$.

$\Leftarrow$: The case of a failure behavior $B'$s of RHS containing PaPb can be similarly proved. $B'$ is augmented by inserting VbVaPaPb right after the original sequence of PaPb, leading to a new behavior which is also a failure behavior of the LHS.

QED.

The results of Theorem 6.7 and Theorem 6.9 can be generalized as the following:

$A_1A_2A_3 \not\Rightarrow A_1$ if $sem(A_1)$ are TCF, where $A_3$ is a matching all-P sequence of $A_1$, and $A_2$ is a matching V sequence of $A_1$. This general form of local reduction can be proved using a similar reasoning for Theorem 6.7 and Theorem 6.9.

**Theorem 6.10** If $Va \epsilon I$ and PaVa is the only form in which the synchronization operations on semaphore a occur in a trace set $T$, then $T' \not\Rightarrow T$, where $T'$ is obtained by deleting all occurrences of PaVa from $T$.

**Proof:** $T \Rightarrow T'$:

The validity of this theorem rests upon the correspondence between a canonical conflict sequence set and its resulting behavior. Since Pa and Va always appear
together as a consecutive pair in \( T \), semaphore a must be TCF. Once a Pa is
executed, no one else could operate on semaphore a until that thread executes the
Va. In fact, every such PaVa pair must appear successively in the conflict
sequence to form a new conflict sequence and thus a new behavior, which
preserves the failure property of the original. Hence the claim.

\[ T' \Rightarrow T \]

Since Va is in I and every Pa is followed by a Va in T, given any failure behavior
B' of T', we could use the behavior extension algorithm to generate a behavior
B of T, such that both B and B' will have the same state and suffix frontier. Thus,
B is a failure behavior of T. QED.

Example 6.6 \( T = \langle \{ Va, Vb, Vc \}, \{ PbPaVaPc, PcPaVaPbVbPaVa, PaVaPbVcPaVa \} \rangle \not\Rightarrow T' = \langle \{ Va, Vb, Vc \}, \{ PbPc, PcPbVb, PbVc \} \rangle \).

6.4.2 Reduction Heuristics

Unlike reduction rules that preserve the failure property of a trace set, reduction heuris-
tics provides a weaker guarantee: the reduced trace set contains synchronization failure \( \Rightarrow \) the original one also contains synchronization failure. The reverse is not necessarily true.

**Theorem 6.11** Suppose \( t2 \) is obtained from \( t1 \) by inserting the subsequence \( VaPa \)

somewhere inside \( t1 \). \( t1 \not\Rightarrow t2 \).

**Proof:** Let B be a failure behavior of the LHS. As before, if B does not contain any event
after Pa (in \( t2 \)), then B is also a failure behavior of the RHS and we are done.

Consider the case where B includes some event ev after Pa (in \( t2 \)). Let B' be
the maximal behavior prefix of B that excludes the ev. According to the behavior
extension procedure, we could augment B' by VaPa and the resulting partial
behavior has the same state as B'. The suffix of the resulting behavior for the
RHS is the same as the suffix of B' for the LHS. Thus, the resulting behavior
could also be extended, by including ev and some other events in the suffix, to
some failure behavior of the RHS. QED.

Notice that the reverse $A_1 VaPa A_2 \not\rightarrow A_1 A_2$ is not necessarily true.

Example 6.7 $T = \langle \{Va\}, \{VaPa, Pa\} \rangle$ can fail but $T' = \langle \{Va\}, \{Pa\} \rangle$ cannot.

**Theorem 6.12** $A_1 VaA_2 \not\rightarrow A_1 VaVaA_2$.

Proof: As before, the case where a failure behavior B does not contain Va is immediate.

So we consider the case where B must contain V. We could augment B by
expanding V into VV, resulting in a new behavior B' which is a failure behavior
of the RHS. QED.

Notice that the reverse $A_1 Va1 Va2A_2 \not\rightarrow A_1 VaA_2$ is not necessarily true, as shown by the
Example FD2 in Appendix C.

**Theorem 6.13** Suppose t1 and t2 are two thread traces, $^0_t1 = Va1$, and $^0_t2 = Va2$. Then \{t1,

$t2' \not\rightarrow \{t1, t2\}$ where t2' = t2 with Va2 being removed.

Proof: Consider a failure behavior B of the LHS. The conflict sequence of semaphore a
in B must contain Va1 in some subset, say, ... Si=\{Va1\}... . We could augment B
by inserting Va2 in the first subset of Va in the conflict sequence and obtain a
failure behavior $B'$ of the RHS. It is straightforward to verify that the augmentation preserves conditions (i) to (iv) of a behavior. QED.

6.5 Partial Order Checking

We could check for the existence of failure behavior in $T$ by explicitly generating and checking all the behaviors of $T$. The process can terminate as soon as a synchronization failure is detected. In the worst case, the absence of synchronization failures would require complete checking of all behaviors. Even in the model checking, the computation can be minimized by configuring the behaviors of $T$ in the form of a behavior tree: a branch in the tree represents a choice in some conflict sequence and a path in the tree represents a behavior. Avoidance of duplicate checking can be ensured by walking through each segment of the tree once regardless of the number of behaviors which include that segment.

6.5.1 Local Behavior Tree

Given a trace set $T=\langle t_1, t_2, \ldots \rangle$, we have defined the local trace set $T_a = \langle I_a, \{t_{a1}, t_{a2}, \ldots \} \rangle$ in Definition 5.12. Obviously if we treat $T_a$ as a trace set in the normal sense, we can derive behaviors from it by using the behavior extension algorithm. From Theorem 5.1 and Theorem 5.2, we know that a behavior is characterized by a set of canonical conflict sequences.

Theorem 6.14 Two conflict sequences of $T_a$ must share a maximum common prefix that is either empty or ends with some $\{V_a\}$ or $P_a$.

Proof: $i^{th}$ conflict sequence is identified by $S_1 ; P_1 ; S_2 ; P_2 ; \ldots$. Take any two distinct con
flict sequences, say the $i^{th}$ and the $j^{th}$. Then it follows there exists a minimal index, say $k$, such that $S_{ik} \neq S_{jk}$ or $P_{ik} \neq P_{jk}$. Then trivially the maximal common prefix shared by both sequences will be $S_{i1} = S_{j1}$; $P_{i1} = P_{j1}$; ... ; $S_{i(k-1)} = S_{j(k-1)}$ or $P_{i(k-1)} = P_{j(k-1)}$. When $k=1$, the maximum common prefix is empty. QED.

From the above theorem, we could generate all the behaviors of $Ta$ and organize them in the form of a tree; the first segment of behavior from the root is given by the maximal prefix shared by all behaviors of $T$. Notice that this could be an empty sequence. We use ‘$+_v$’ to denote a choice in the extension between a $Va$ and a $Pa$ and ‘$+_p$’ between two or more $Pa$’s. Suppose $Ba_{ij}$ is a distinct sub-sequence in level $i$ of the tree. The following diagram depicts a local behavior tree:

Example 6.8 A local behavior tree.

In the above example, each node is drawn as a dark dot with $r$ as the root, and $+_1$ or $+_ij$ representing a choice node ($+_v$ or $+_p$). Each branch (arrow between two nodes) is distinctly labeled: $Ba_1$ is common to all behaviors and $+_1 = +_v$ or $+_p$ leads to $Ba_{21}$, $Ba_{22}$ or $Ba_{23}$. In the former case (a $V$ choice node), each $Ba_{2j}$ starts with a distinct $\{Va\}$. This is caused by the choice between some $Va$ and $Pa$. In the latter case (a $P$ choice node), each
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Ba_2 \) starts with a distinct \( Pa \). This is caused by the choice between two or more \( Pa \)'s from different threads. The behavior tree could evolve until eventually each path ends with a successful or failure behavior. Notice that the root is either a \( V \) choice node in which case \( Ba_1 \) becomes empty, or a non-choice node in which case \( Ba_1 \) is non-empty.

We use \( BTa \) to denote the local behavior tree for \( Ta \). Given a \( BTa \), a path in the tree is the sequence of branches traversed from the root to any non-root node. For convenience, we also label each node in the following way:

- The root \( r \) is said at level 0 and is labeled as \( <0> \).
- If the root \( r \) is not a choice node, then the choice node below \( r \) is labeled as \( <1> \).
- Any other node is labeled as \( <x,y> \) where \( x \) and \( y \) are positive numbers. \( x \) representing the level of the node from root \( r \) and \( y \) the number in that level.

Example 6.9 Consider the local trace set in Figure 41 and Figure 42. The local behavior \( B1 = \{V1, V2\}; P2; \{V3, V4\}; P4 \) of \( Ta \) in Figure 41 is represented by the left-most path of the tree. The local behavior \( B2 = \{V1, V4\}; P3 \) of \( Ta \) in Figure 42 is represented by the right-most path of the tree. The root in Figure 42 is a \( V \)-choice: the behavior must choose to have either \( \{V1\} \) or \( \{V1, V4\} \). In other words, the canonical conflict sequence starts with either \( \{V1\} \) or \( \{V1, V4\} \). The label of a node uniquely captures a path in a local behavior tree and we also use a label to refer to a corresponding path or local behavior. So \( B1 \) is also referred as local behavior \( <2.1> \) and \( B2 \) as \( <2.5> \).

Definition 6.3 A path in a behavior tree is \textit{maximal} if it ends at a leaf, otherwise it is \textit{partial}.

A path in a behavior tree is \textit{complete} if it contains every event of the corre-
sponding trace set. A path in a behavior tree is a *failure* if it is maximal but not complete.

In the example of Figure 42, three leaf nodes are marked with 'F' representing failure behaviors.

A local behavior tree is a more concise representation than a set of conflict sequences or partial orders: common prefixes of local behaviors appear only once in a tree. We will use the terms path, canonical conflict sequence, and a local behavior, interchangeably as they represent equivalent entities.

Ta=<\{Va1\}. \{Pa2Va2. Pa3Va3. Pa4Va4\}> with no local failure. Without causing confusion, 'a' is dropped in labels.

![Diagram of a local behavior tree with nodes labeled with paths and failure nodes marked with 'F'.]

Figure 41 An example to illustrate local behavior tree
Figure 42 Another example to illustrate local behavior tree

The global behavior tree BT of a trace set T can be derived from the local behavior trees of T. As an example, suppose some T has two local behavior trees BTa and BTc only. The global behavior tree BT may look like the one in Figure 43 next. Every global behavior is represented by two paths in two different local behavior trees: g1 by a1 and c1, g2 by a2 and c1, and so on. Same as in BTa or BTc, common prefixes of global behaviors appear only once in BT.
Figure 43 A global behavior tree

Even though we may not have to generate the whole BTa in analysis, we present an algorithm to construct BTa from Ta. We introduce some notations first. Given a subsequence of the local thread trace tai, vai is the maximum prefix of tai formed by consecutive V events. (va1, va2, ...) can be viewed as some trace set (of all V events). We call vai the maximum V prefix of tai and vai is empty if 0_tai=P.
Input: Ta=<la, {ta1, ta2, ...}>, a local trace set.

Output: The local behavior tree of Ta, BTA.

Procedure LTG: local_tree_generation(Ta);

push (|, {ta1, ta2, ...}) onto the stack and add the root node;
while the stack is non-empty do
   pop (Av, Sf) from the stack where Av is a set of V and Sf = (sa1, sa2, ...) is a suffix of Ta;
   V-phase:
      if Av is empty then
         Sv:=\{ W | W is a distinct prefix of (vt1, vt2, ...) \} where vti is the maximum V prefix of sai;
         if |Sv| > 1, then add a V choice node;
         for each member C of Sv do
            if Sf' (obtained from Sf by deleting events that appear in C from Sf) is non-empty then push (C, Sf') onto stack;
   P-phase:
      if Av is non-empty then
         Sp := \{ 0sti | 0sti=P for i = 1, 2, ... \};
         if |Sp| > 1, then add a P-choice node;
         for each member C of Sp do
            if Sf' (obtained by deleting events that appear in C from Sf) is non-empty then push (|, Sf') onto stack;
end of while ... do.

Here is some explanation. At initialization, it is assumed that every member of Sv contains I. The deterministic extension continues until either Sv or Sp contains multiple choices, in which case a choice node is added and the corresponding suffix of each choice, if non-empty, is pushed onto stack for further extension. If a corresponding suffix of some choice (either P or V choice) becomes empty, then it means a complete behavior has been
generated. After a V-phase, an non-empty Av will be pushed onto stack together with its non-empty suffix to indicate that V is available in the (partial) behavior. After a P-phase, an empty Av will be pushed onto stack together with its non-empty suffix to indicate that V is unavailable in the (partial) behavior and the next phase must be a V-phase. The algorithm terminates when the stack is empty, i.e., all choices are considered. The correctness of the algorithm is straightforward and its proof is omitted.

Look at the local trace and the local behavior tree in Figure 42 again. Starting from the root, the first Sv would be \{\{V1\}\{V1, V4\}\}. So the root is a V choice node with two branches that are labeled with \{V1\} and \{V1, V4\}. The suffix of Ta after the removal of \{V1\} is Sf1=\{P1V2, V4P2V3, P3\}. The suffix of Ta after the removal of \{V1, V4\} is Sf2=\{P1V2, P2V3, P3\}. Both suffixes are pushed onto stack to be further extended. For the branch labeled with \{V1\}, the P events that can be extended is a set \{P1, P3\}. For the branch labeled with \{V1, V4\}, the P events that can be extended is a set \{P1, P2, P3\}. 
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6.5.2 A Canonical Representation of Partial Order Behaviors

Given a trace set T, every (partial order) behavior B of T can be represented as a set of local behaviors, one per local behavior tree. In other words, B can be represented using a set of paths, one per local behavior tree. There is one to one mapping between local behaviors and paths. We say a path is (in)feasible if its corresponding local behavior is (in)feasible (section 6.2).

Let $B_T (B_{Ta})$ denote the set of all maximal behaviors of T (Ta) or maximal paths in BT (BTa), and Y be the full cross product $B_{Ta} \times B_{Tb} \times B_{Tc} \ldots = \{ <ya, yb, \ldots > | yae \in B_{Ta}, yb \in B_{Tb}, \ldots \}$ for semaphore a,b, ... of T. For every member of $B_T$, there is a corresponding member of Y representing it. The reverse is not necessarily true. In Figure 43, $B_{Ta} = \{a1, a2, a3, a4\}$, $B_{Tc} = \{c1, c2\}$ and $Y = \{ <a1, c1>, <a2, c1>, <a3, c1>, <a4, c1>, <a1, c2>, <a2, c2>, <a3, c2>, <a4, c2> \}$.

Consider the trace set and local behavior trees in Figure 44. $B_{Ta} = \{a1, a2, a3, a4\}$, $B_{Tb} = \{b1, b2\}$, $B_{Tc} = \{c1\}$ and $Y = \{ <a1, b1, c1>, <a1, b2, c1>, <a1, b1, c1>, <a2, b2, c1>, <a3, b1, c1>, <a3, b2, c1>, <a4, b1, c1>, <a4, b2, c1> \}$. H1 \in B_T and is represented by $<a3, b1, c1> \in Y$. It can be verified that local behavior (path) b1 is feasible. However, the
local behavior (path) b2 is infeasible: Vb1 cannot happen before Pb as it depends on Vc
that comes after Pb. Notice that a3 is feasible and a failure.

\[ T = \{ t1, t2, t3 \} \] where
\[ t1 = \{ \text{Val Pa1} \} \]
\[ t2 = \{ \text{Vb2Pb Va2 Pa2 Va2 Vc} \} \]
\[ t3 = \{ \text{Pc Vb1} \} \]

\[ T_a = \{ \{ \text{Val1 Pa1 Va2 Pa2} \} \}
T_b = \{ \{ \text{Vb1 Va2 Pb} \} \}
T_c = \{ \{ \text{Vc Pc} \} \}

![Diagrams]

Figure 44 An example to illustrate feasible and infeasible local behaviors

Y captures every possible combination of local behaviors, and hence global behaviors of T. Therefore, we can check behaviors of T for failure by checking members of Y. We can revise the BBE (section 5.2.3) to check whether \( <y_a, y_b, ...> \in Y \) corresponds to a failure behavior of T.

The BBE can select any V in the beginning of a trace suffix or any Pa event in the beginning of a trace suffix if the input behavior B has available Va. Given \( <y_a, y_b, ...> \), each local behavior \( y_a, y_b, ... \) specifies some program order between synchronization events.

This restricts what can be selected for further extension. One can only select those that satisfy the program order in the suffixes of local behaviors. We present the revised behavior extension algorithm next.
6.5.3 Using Full Cross Product to Detect Synchronization Failure

Given a partial behavior $B$ of $T$, the associated suffix, and some $<ya, yb, ...>$ from $Y$, the new algorithm, called the Guided Behavior Extension (GBE), either extends $B$ with one event from the suffix or terminates and concludes that $B$ cannot be further extended with respect to $<ya, yb, ...>$. The GBE is similar to the BBE except that each extension step maintains consistency with the local behaviors. Unlike the BBE, when the GBE concludes that $B$ cannot be further extended with respect to $<ya, yb, ...>$, it could mean either $B$ is a failure behavior of $T$ or $<ya, yb, ...>$ is infeasible (that is, at least one of $ya$, $yb$, ..., is infeasible) and should be discarded. As long as there exists one member of $Y$ that leads the GBE to terminate with a failure behavior then $T$ can fail, otherwise, $T$ cannot fail.

The GBE terminates when every trace suffix starts with a $P$ for which there is no available $V$ in $B$. Such a $B$ is a failure since it cannot be extended further. It also terminates in two other cases. Case (i), some suffixes start with some $V$ but the $V$ cannot be selected for extension because of the restrictions on program orders that $<ya, yb, ...>$ enforces. A local behavior contains some program orders that may not be consistent with some other local behaviors. Case (ii), every trace suffix starts with $P$, the compatible $V$ for one or more such $P$'s is available in $B$, and these $P$ cannot be selected for extension because of the restrictions on program orders that $<ya, yb, ...>$ enforces. $B$ is not necessarily a failure in either case since it could be extended if another tuple $<ya', yb', ...>$ of $Y$ is used instead of $<ya, yb, ...>$. Therefore, we just discard the tuple $<ya,yb,...>$. 
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Input: A partial order behavior \( B = <Ev, O> \), the associated suffix \( \{st_1, st_2, \ldots\} \) and a set of paths \( y = <ya, yb, \ldots> \in Y \). Symbols \( P_b^0 \) and \( \{V_b\}^0 \) are defined in BBE of section 5.2.3.

Output: \( B' \), a behavior extended from \( B \) by zero or more event from the suffix of \( B \).

Procedure GBE: \text{guided\_behavior\_extension} (B, \{st_1, st_2, \ldots\}, <ya, yb, \ldots>)

\[ B' := <Ev', O'> := B; \]

if possible choose a \( 0^{\text{sti}} \) on some semaphore \( b \) such that \( 0^{\text{sti}} \) is in \( yb \), every event that is ordered before \( 0^{\text{sti}} \) according to \( yb \) is already in \( B \), and \( 0^{\text{sti}} = P_b \Rightarrow \) \( V_b \) is available in the current \( B' \):

\begin{enumerate}
\item \( 0^{\text{sti}} = V_b \) and \( P_b^0 \) exists:
\[ O' := O \cup \{(pti^0, 0^{\text{sti}}), (P_b^0, 0^{\text{sti}})\}; \]
\[ Ev' := Ev \cup \{0^{\text{sti}}\}; \]
\item \( 0^{\text{sti}} = V_b \) and no \( P_b^0 \) exists (there may exist \( \{V_b\}^0 \)):
\[ \text{if no } \{V_b\}^0 \text{ exists, then } Ev' := Ev \cup \{0^{\text{sti}}\}; \]
\[ \text{else } O' := O \cup \{(pti^0, 0^{\text{sti}})\}; \]
\[ Ev' := Ev \cup \{0^{\text{sti}}\}; \]
\item \( 0^{\text{sti}} = P_b \):
\[ O' := O \cup \{(pti^0, 0^{\text{sti}})\} \cup \{(V_b, 0^{\text{sti}}) \mid V_b \in \{V_b\}^0\}; \]
\[ Ev' := Ev \cup \{0^{\text{sti}}\}; \]
\end{enumerate}

if \( B' \) is a complete behavior then return \( B' \) and indicate its completeness;
else return "Continue with \( B' \);"
else if the every \( 0^{\text{sti}} = P \) and there is no available \( V \) that is compatible with \( P \) in \( B \) then return " \( B \) is a failure behavior ";
else return "Discard <ya, yb, \ldots> ".

Like the original BBE, it can be easily checked against the conditions (i) to (iv) of Definition 5.2 that when the algorithm returns \( B' \), \( B' \) is a a behavior of \( T \). The correctness proof is omitted.

As an example, consider the trace set in Figure 44 again. We illustrate how \( B_1 \) is generated step by step from the input \( <a3, b1, c1> \). Suppose the algorithm starts with an empty behavior. The suffixes are \( Va_1Pa_1 \), \( Vb_2Pa_2Pa_2 \), \( PcVb_1 \) respectively. Here is how the GBE generates \( B_1 \) and terminates:

(1) chooses \( Va_1 \) and the suffixes become \( \{Pa_1, Vb_2Pa_2Va_2Vc, PcVb\} \).
(ii) chooses Vb2 and the suffixes become \{Pa, PbVa2Pa2Vc, PcVb1\}. Notice that it cannot choose Pa (as the BBE would do) since that will violate a3 which requires Va2 to be executed before Pa.

(iii) chooses Pb and the suffixes become \{Pa, Va2Pa2Vc, PcVb1\}. So we get

\[ Vb2 \rightarrow Pb \] of B1.

(iv) chooses Va2 and the suffixes are \{Pa, Pa2Vc, PcVb1\}.

(v) chooses Pa and the suffixes become \{Pa2Vc, PcVb1\}, and we get the behavior B1

\[ Val \rightarrow Pa \] and \[ Va2 \rightarrow Pa \]. Notice that the GBE cannot choose Pa2 since that will violate a3 which requires that both Val and Va2 to enable Pa. No more extension is possible, so the algorithm concludes that B1 is a failure and terminates.

Notice that what the GBE returns may not contain every event in the input tuple <ya, yb, ...>. For example, given the input of an empty behavior with <a3, b1, c1> in Figure 44, the algorithm returns the behavior B1 of T as shown in the right side which only contains five events while a3, b1 and c1 contain all events of T.

As another example, if we apply the GBE with input <a3, b2, c1> starting with a behavior B containing Val and Vb2 only, then it will return "Discard <a3, b2, c1>". This is because even though every trace suffix starts with P (Pa, Pb, Pc) and there are compatible V (Va1, Vb2) available in B, the algorithm cannot select Pa or Pb for extension. According to a3, Pa needs to be enabled by both Val and Va2 and according to b2, Pb needs to be enabled by both Vb1 and Vb2.
The input to the GBE need not be a tuple of all maximal paths for the algorithm to work. The GBE works fine for an input \(<ya, yb, \ldots>\) where some of ya, yb, \ldots, are partial. In such a case, the GBE may still terminate with a failure of T or conclude that the input should be discarded, but it will not return a complete behavior.

6.6 Local Failure Validation

6.6.1 Use of Feasible Local Failure to Detect Global Failure

The projection of a behavior B of T onto a semaphore a is a local behavior Ba. If Ba is a local failure, then it is feasible because of such B and obviously such a B is either a global failure or prefix of a global failure of T. Therefore, knowing whether a partial behavior of T contains a local failure can help the GBE to detect a global failure more efficiently. The GBE can stop and say T can fail as soon as it has reached a partial behavior that contains a local failure. We show next how to improve upon the GBE using the above observation.

During the behavior extension by the GBE, some tuple \(<ya, yb, \ldots>\) may be discarded as no further extension is possible. However, this does not mean that B could not be a prefix of some failure behavior that is obtainable from another tuple. For example, consider the trace set of two semaphores in Figure 45. Each local behavior tree has two maximal paths and a1 is a local failure. \(Y = \{ <a1,b1>, <a1,b2>, <a2,b1>, <a2,b2> \}\). If we apply the GBE to the tuple \(<a1, b1>\), we will get the partial behavior B1 that contains a1 (and hence a1 is feasible) as shown on the right in the same figure. If we continue to apply the GBE, the algorithm will then return "Discard the tuple \(<a1,b1>\)" because it cannot extend B1.
according to $a_1$ and $b_1$. It can be verified, however, that $B_1$ is a prefix of a global failure behavior that is obtainable by the same algorithm with another tuple $<a_1, b_2>$ as input.

$T = <\{\}, \{t_1, t_2\}> = <\{\}, \{Va_1Pa_1Vb_1, Vb_2Pa_2Va_2Pb\}>$

$T_a = <\{\}, \{Va_1Pa_1, Pa_2Va_2\}>$

$T_b = <\{\}, \{Vb_1, Vb_2Pb\}>$

**Figure 45** Making use of feasible local failure in the GBE

We modify the GBE to include an additional checking to see whether $B$ contains a local failure behavior and if it does, then the algorithm immediately returns that $T$ can fail. We show the modified GBE in Figure 46.

Input: A partial order $B=\langle E_v, O \rangle$, the associated suffix $\{st_1, st_2, \ldots\}$ and a set of paths $y=\langle y_a, y_b, \ldots \rangle$, a member of $Y$. Symbols $Pb_0$ and $\{Vb\}$ are defined in BBE of section 5.2.3.

Output: $B'$, a behavior extended from $B$ by one more event from the suffix of $B$. 
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Procedure Modified GBE: modified_guided_behavior_extension (B, \{st1, st2, ...\}, <ya, yb, ...>)

B' := <Ev', O'> := B;
if possible, choose a \(0^{sti}\) on some semaphore b such that \(0^{st}\) is in yb, every event that is ordered before \(0^{st}\) according to yb is already in B, and \(0^{st}\)=Pb \(\Rightarrow\) Vb is available in the current B':

  \text{case (1) } 0^{st}\ := Vb \text{ and Pb}^0 \text{ exists:}
  \begin{align*}
    O' & := O \cup ((pti, 0^{st}\), (Pb^0, 0^{st}\)); \text{ Ev'} := Ev \cup \{0^{st}\}; \\
    \text{case (2) } 0^{st}=Vb \text{ and no Pb}^0 \text{ exists (there may exist } \{Vb\}^0):\end{align*}

  \begin{align*}
    \text{if no } \{Vb\}^0 \text{ exists then Ev'} := Ev \cup \{0^{st}\}; \\
    \text{else } O' := O \cup ((pti, 0^{st}\)); \text{ Ev'} := Ev \cup \{0^{st}\}; \\
    \text{case (3) } 0^{st}=Pb:
    O' := O \cup ((pti, 0^{st}\)) \cup ((Vb, 0^{st}\)\{Vb\}^0); \\
    \text{Ev'} := Ev \cup \{0^{st}\}; \\
    \text{if B' is s complete behavior then return B' and indicate its completeness;}
    \text{else return "Continue with B"};\end{align*}

  \begin{align*}
    \text{else if the every } 0^{st}=P \text{ and there is no available V that is compatible with P in B then return "B is a failure behavior";} \\
    \text{else if B contains some local failure, then return "B is a (prefix of some) failure behavior";} \\
    \text{else return "Discard <ya,yb, ...>".}
\end{align*}

Figure 46 The modified GBE algorithm

The last 'else if' clause checks whether there is some local failure that B contains and if so, the algorithm reports that the trace set T can fail. Therefore, in selecting tuples from Y, we should first select those tuples that contain at least one failure to validate whether such local failure is feasible. What remains to be shown is how to find some local failures efficiently.
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6.6.2 Locate Simple Local Failures

The first step to find some local failures of a local trace set is to see whether there is any. This can be done efficiently by using Theorem 6.5. If the answer is yes, we then start to find some local failures. To find every local failure in a single Ta takes time exponential to the size of Ta in the worst case. This is true because a local behavior tree could have an exponential number of leaves and most of the leaves are failures. We only locate a subset of local failures that are “closest” to the root in BTa. Those failures can be generated fast.

Next we use an example to illustrate these failures.

Suppose Ta = \{Va1\}, \{Pa1 Va2 Pa2 Va3, Pa7 Va6 Pa8 Va7 Pa3 Va4 Pa4, Pa9 Va8 Pa10 Va9 Pa5 Pa6 Va5\}. Since there is no Va after Pa4, it is easy to see that BTa contains local failures whose last branch is labeled with Pa4. It is also easy to see that BTa contains another local failure whose last branch is labeled with Pa5. We call such Pa4 or Pa5 failing P of Ta.

Definition 6.4 A failing P of Ta is the first such Pa in a local thread trace tai of Ta that either

(i) tai contains consecutive PaPa', or (ii) after this Pa there is no Va but there is another local thread trace that also contains some Pa'. A local thread trace has at most one failing P.

In BTa, more than one failure may end with a failing P.

Example 6.10 Consider the local behavior tree in Figure 42, there are four failures that end with a branch labeled as Pa3: node <4.4>, node <3.9>, node <3.7>, and node <2.5>. The last one is shortest or closest to the root.
We give a simple procedure to obtain a special local failure $br$ that ends with a failing $P$ for a local trace $tai$:

Input: a failing $P$ of $tai$.

Output: a local failure ends with $P$.

Procedure GLF: $\text{generate\_local\_failure}(P, tai)$.

(i) $br := \text{empty}$;
(ii) $v\_prefix := \text{the maximal prefix of the current Ta that contains } V \text{ only};$ extend $br$ by adding $v\_prefix$ to it; remove $v\_prefix$ from the current $Ta$;
(iii) extend $br$ by adding $^{0}tai$, a $P$ event; remove the $P$ from $tai$.
(iv) repeat (ii) to (iii) until the failing $P$ is in $br$.

Here is some explanation. We assume that the initial $Va$ in $Ia$ is also included in the first $v\_prefix$ generated. All $V$ in $v\_prefix$ are immediately used to enable $^{0}tai$ only. Therefore, the failing $P$ in $tai$ will be enabled at the earliest possible time. We call such a local failure the shortest local failure of $tai$ that ends with the failing $P$. 
6.7 Local Behavior Tree Pruning

In searching for failure behavior, one can enumerate every combination in \( Y \) using the Modified GBE. This brute force approach checks for every combination of all local behaviors until a failure is found. Due to synchronization races, the number of combinations could be exponential and their enumeration could be very time-consuming. In this section, we discuss how some paths in a local behavior tree may be pruned because it is infeasible or it is dominated by another. We define domination next.

6.7.1 Behavior Domination

Definition 6.5 Let \( br_1 \) and \( br_2 \) be two distinct paths of some local behavior tree \( BT_a \). We say that \( br_2 \) is dominated by \( br_1 \) if \( br_1 \) is infeasible \( \Rightarrow \) \( br_2 \) is infeasible.

Example 6.11 \( T=\langle \{ Va_1, Vb_1 \}, \{ Pc_1 Pe_1 Va_2 Vb_2 Pc_2 Pe_2 Va_3, Pa_1 Vc_1 Vd Pa_2 Pf_1 Vc_2 Vd Pa_3 Pf_2, Pb_1 Pd_1 Ve_1 Vf_1 Pb_2 Pd_2 Ve_2 Vf_2 \rangle \), and \( Ta = \langle \{ Va_1 \}, \{ Va_2 Va_3, Pa_1 Pa_2 Pa_3 \} \rangle \). Let \( br_1, br_2, \) and \( br_3 \) are three different paths in \( BT_a \):

\[ br_1 = \{ Va_1 \}; Pa; \{ Va_2 \}, \quad br_2 = \{ Va_2 \}, \quad \text{and} \quad br_3 = \{ Va_1, Va_2 \} \cdot \]

\( br_2 \) is infeasible because \( Va_2 \) cannot be executed according to the trace set \( T \). Because of that, \( br_3 \) must be infeasible too because \( \{ Va_1, Va_2 \} \) is a superset of \( \{ Va_2 \} \). Therefore, \( br_3 \) is dominated by \( br_2 \). The reasoning is simple: since the rest of conditions are the same, if a set of events cannot be executed, then any set containing the set (a superset) cannot be executed either.

Theorem 6.15 Let \( br=br_c; \{ V \} \) be an infeasible path and \( br'=br_c; \{ V \}' \) be another path of
some BTa. If \( \{V\}' \) is a superset of \( \{V\} \), then \( br' \) is dominated by \( br \).

Proof: Assume \( br \) is infeasible. So there is no global behavior that contains every event of \( br \). Suppose \( br' \) is feasible, then there is a global behavior \( B \) that contains every event of \( br' \). Since \( br' \) and \( br \) have a common prefix and \( br \) ends with a branch containing less or equal amount of \( V \) events than that of \( br' \). \( B \) also contains every event of \( br \), which implies that \( br \) is feasible, a contradiction.

Therefore, \( br' \) must be infeasible too. QED.

The checking for dominance is straight-forward. The not so straight-forward task is to find some infeasible path first to be used. There is no efficient way to solve this problem for general local trace sets. However, we will show a special class of trace sets, whose local behavior trees can be checked efficiently.

### 6.7.2 Infeasible Paths

Let \( L = \{T\} \) be a set of the trace sets such that every semaphore \( a \) of \( T \) satisfies the following two conditions:

- **Condition P:** All \( Pa \) appear in one thread trace (say \( t1 \)) only;
- **Condition V:** All \( Va \) appear in another thread trace (say \( t2 \)) only.

It is possible to verify whether some paths of local behavior trees of such \( T \) are infeasible in time proportional to the size of \( T \). The intuition here is:

- (i) program order constraints, that is, for some \( Va \) events to be executed, every \( P \) that is in the same trace and occurs before any of such \( Va \) events must be executed already,
(ii) Semaphore semantics constraints, that is, for a certain number of Pa to be executed, at least the same amount of Va's must be executed.

(iii) All V in a collision set \( \{ V \} \) need to be collided (as if all were executed at the same time), and

(iv) Given a trace set suffix, if all Pa are in \( t_1 \) only and all Va are in \( t_2 \) only, then in the best case (TCF case), the \( i^{th} \) Pa, will be enabled by the \( i^{th} \) Va if there is no initial Va. If there is an initial Va, then the \( i^{th} \) Pa will be enabled by the \( i^{th} \) - 1 Va. When there is at least one token collision, the \( i^{th} \) Pa will be enabled by the \( k^{th} \) Va (\( k > i \) if no initial Va, \( k = i \) otherwise).

Therefore, before extending a path with a branch labeled with a collision set \( \{ Va \} \), we could check whether every Pb that is from the same trace set and is before any V in \( \{ Va \} \) can be executed first. If any of such Pb's could not be executed due to the lack of Vb, then we do not extend the branch further.

Example 6.12 \( T = \langle \{ V_a1, V_b1 \}, \{ P_c1, P_e1, V_a2, V_b2, P_c2, P_e2, V_a3, P_a1, V_c1, V_d, P_a2, P_f1, V_c2, V_d, P_a3, P_f2, P_b1, P_d1, V_e1, V_f1, P_b2, P_d2, V_e2, V_f2 \rangle \), and \( T_a = \langle \{ V_a1 \}, \{ V_a2, V_a3, P_a1, P_a2, P_a3 \} \rangle \). It is easy to verify that \( T \in L \). Let a path \( br_1 = \{ V_a1 \}; P_a1 \). We now try to extend \( br_1 \) with branch \( \{ V_a2, V_a3 \} \).

The following is the reasoning to conclude the extended \( br_1 \) will be infeasible. Suppose it is feasible, then according to program order, for \( V_a2 \) and \( V_a3 \) to collide, \( P_c1 \) and \( P_c2 \) before \( V_a3 \) must be executed already. Since all \( V_c \) are in one thread, the best case is that
Vc1 enabled Pc1 and Vc2 enabled Pc2, which implies that, Vc1 and Vc2 must be executed before the collision. According to program order, for both Vc1 and Vc2 to be executed, Pa1 and Pa2 must be executed already, which is impossible since there is no available Va for Pa2 (Va1 is already used by Pa1). Therefore, two V events in \{Va2, Va3\} can never collide. The extended br is infeasible and we should not extend br1 to include \{Va2, Va3\}. Using a similar reasoning, we can show that the path br2 = \{Va1, Va2\} is infeasible.

Let s1 and s2 are two distinct semaphores and br= br_p;\{Vs1\} be a path of Bs1 where br_p represents the path from the root to the V-choice node inclusive. We formalize the above discussion next.

**Theorem 6.16** The path br = br_p;\{Vs1\} in Bs1 of T\in L is infeasible if in the suffix of br, there is another semaphore s2 in T and N_{s1}>0 where (i) N_{s2} = the total number of distinct Ps2 that is before any V in \{Vs1\}, and (ii) N_{s1} = the total number of distinct Ps1 that is before the k^{th} (k=N_{s2}-1 if there is initial Vs2, k = N_{s2} otherwise) Vs2.

**Proof:** Since T is in L, for any semaphore s, Vs is only in one thread trace and Ps is only in another one. There are altogether N_{s2} Ps2's before any Vs1 in \{Vs1\}.

According to program order, before all Vs1 in \{Vs1\} are executed and collided, each of these Ps2 must be executed already. Even if s2 is TCF, N_{s2} Vs2's are required to enable these Ps2's. According to program order, before these Vs2's are executed, every Ps1 that is before the k^{th} Vs2 must be executed already. But
Ns \geq 0$, which implies that there is at least one such \( P_{s1} \) that has not been executed (not in \( br_p \)). Therefore, one need not consider the \( \{ V_{s1} \} \) in extending path \( br_p \). In other words, the branch \( \{ V_{s1} \} \) can be pruned. QED.

Re-visit \( br_1 = \{ V_{a1} : Pa1 : \{ V_{a2}, V_{a3} \} \) of Example 6.12 above. Let \( s1 = a \) and \( s2 = c \). We have \( N_{s2} = 2 \) and \( N_{s1} = 1 > 0 \). According to the above theorem, \( br_1 \) is infeasible and can be pruned. As for \( br_2 = \{ V_{a1}, V_{a2} \} \), Let \( s1 = a \) and \( s2 = c \). We have \( N_{s2} = 1 \) and \( N_{s1} = 1 > 0 \). According to the above theorem, \( br_2 \) is infeasible and can be pruned too.

### 6.8 Algorithm to Detect Global Failures

We have presented various techniques to shorten the time to detect synchronization failures. In this section, we combine these techniques in an algorithm, named Failure Detection Algorithm (GFD).

#### 6.8.1 The Major Steps of GFD

A natural approach to combine those techniques is to apply them in the following order to a given trace set \( T \).

(i) Application of Short-cuts

The results in section 6.3 are used to see \( T \) can or cannot fail. If it is inconclusive, then we proceed to (ii).

(ii) Application of Reduction rules and Reduction heuristics

The trace reduction rules are used followed by the reduction heuristics as outlined in section 6.4.
(iii) Local Failure Validation

After the trace set is reduced, we then determine whether there exists any local failure. If there is none, then this phase is skipped. If there is some, we find the shortest ones and for each shortest local failure, apply the Modified GBE (section 6.5) to see whether it is feasible. If it is feasible, then $T$ contains synchronization failure and we are done. Otherwise continue checking the next shortest local failure. If none of the shortest local failures is feasible, then we move on to phase (iv).

(iv) Partial Order Checking

Here we apply the Modified GBE for every member of $Y$ (section 6.5) until a synchronization failure is found. The following improvements are made to improve the time efficiency of the algorithm:

(1) on-demand generation/unfolding of local behavior tree.

The algorithm GBE in section 6.5 could be used to generate every maximal path of every local behavior tree of $T$ and hence the complete $Y$. We could then check every combination in $Y$ to see whether it corresponds to a global failure. However, this requires every local behavior tree to be fully generated, which may be wasteful if one could detect synchronization failures with non-maximal inputs or discard some non-maximal inputs.

With that in mind, we start the Modified GBE with a combination of shorter paths: paths that are closer to the root. If such a combination corresponds to a global failure then we are done. If it is infeasible, we throw it away. In both case, we save the time to generate the rest of those paths. However, if the tuple is neither infeasible nor corresponding to some
global failure, then we continue with the extension of one of the paths. This technique of on-demand generation of a local behavior tree enables us to generate a local behavior tree to as far as necessary.

Example 6.13 Figure 47 depicts how a local behavior tree is generated on-demand by expanding one choice node at a time. We first generate the local behavior tree up to the first choice node, say a1. Suppose the Modified GBE cannot decide, we generate every branch of a1 up to the next set of choice nodes or leaves, say (a2, a3, a6). Suppose a2 can be pruned and a3 and a6 are choice nodes. The process continues with the branches of a3 and so on, using depth-first generation of a tree.

With this on-demand generation of local behavior trees, the Modified GBE algorithm still applies except for the interpretation of the return value “Discard ...”. Given an input of a tuple of all maximal paths, the Modified GBE returns “Discard” to indicate that some path of the tuple is infeasible and the tuple can be ignored. When only partial paths are given as input, “Discard” only means that the algorithm cannot extend the partial behavior with the partial paths as the input. However, we may still extend the partial behavior after the partial paths in the input are extended.
(2) pruning of local behavior tree (section 6.7).

During the on-demand generation of a local behavior tree, we will not extend a path if it can be pruned (infeasible or dominated). For example, if path $a_2$ in Figure 47 is infeasible, then we will not extend it.

Example 6.14 Figure 48 illustrates how the synchronization failure detection algorithm works in this phase. A complete description of the algorithm is given in the section following that.
Figure 48 Illustration of synchronization failure detection algorithm

Suppose that the tuple \(<a_5, b_2, c_1>\) is the only synchronization failure. Our detection algorithm starts with \(<a_1, R_b, c_1>\) and finds it does not correspond to a synchronization failure but a partial behavior including \(a_1\). It then extends to \(a_2\) and \(a_3\). Suppose that \(a_2\) is pruned. It continues with tuple \(<a_3, R_b, c_1>\), which does not correspond to a synchronization failure either and does not contain \(a_3\). So the only choice left is to extend to \(b_1\) and \(b_2\) and continue with \(<a_3, b_1, c_1>\). It finds out that the extension containing \(a_3\) is not a synchronization failure. So it continues with \(a_4\) and \(a_5\) using tuple \(<a_4, b_1, c_1>\) followed by \(<a_5, b_1, c_1>\). No synchronization failure is found so it checks \(<a_1, b_2, c_1>\), followed by \(<a_3, b_2, c_1>\) and \(<a_4, b_2, c_1>\). Eventually the algorithm will find a synchronization failure associated with the tuple \(<a_5, b_2, c_1>\).

6.8.2 Synchronization Failure Detection Algorithm

The following is the algorithm to detect global failures in a trace set \(T\). It combines the techniques we have discussed above together.
form and then repeat steps (iii) to (v) of the above algorithm. This is because Reduction

Heuristics work one-way only: ‘the reduced T fails’ ⇒ ‘T fail’, not vice versa.

Input: A trace set T.

Output: FAILURE if T contains failure behavior, NO_FAILURE otherwise.

Procedure GFD: global_failure_detection(T).

(i) apply short-cuts to T. if it is determined that T can fail then return FAILURE, else if it
is determined that T cannot fail. then return NO_FAILURE;
(ii) apply trace set reductions and reduction heuristics T; repeat (i) once;
(iii) if T has local failure then for every shortest local failure do
validate whether it is feasible using the Modified GBE algorithm;
if it is feasible then return FAILURE.
(iv) push (B₀, <Ca,Cb,...>) into stack where Ca (Cb,...) is the path of BTa (BTb,...) of
T that terminates at a choice node or a leaf node and B₀ is the empty behavior;
(v) while stack is non empty do
  pop (B, tp1) from stack;
  apply the Modified GBE to see what it returns:
  case “Failure”: return FAILURE;
  case “Discard”:
    if B contains at least one path of tp1 which ends with a choice node,
    then generate all branches of any of such paths;
    for every such branch br that cannot be pruned do
      push (B, tp2) where tp2 is similar to tp1 except that pa is
      extended with br;
    else discard tp1;
  case “Continue with B”’: push(B’, tp1);
end of while ... do;
(vi) return NO_FAILURE. Here the stack is empty, which implies that every tuple of Y
has been checked and none of them is a synchronization failure.

Figure 49 The algorithm to detect global failures.

The algorithm terminates since the size of the trace set T is finite. As we point out in
section 5.3.2, the worst case time complexity of the algorithm is exponential unless P=NP.
Notice that in case that the algorithm returns NO_FAILURE for a T that is reduced by
applying Reduction Heuristics (section 6.4.2), T needs to be rolled back to its original
Chapter 7  Some Experimental Results

7.1  Introduction

To evaluate the effectiveness of the algorithm GFD, we use four applications: two with producer/consumer type of synchronization, and two with critical sections. Trace sets of successful executions are derived manually from the algorithms. For each application we give (i) a description of the problem, (ii) the correct algorithm that solves the problem, (iii) the modified algorithms that contain errors (but still have a successful execution), and (iv) the effectiveness of the GFD.

To evaluate the effectiveness of the GFD, we take the problem size as a parameter. For example, the problem size for the L-U decomposition problem is the dimension of the matrix under decomposition. For a given algorithm, the problem size depends on the size of the trace set: the number of threads (Nt), the number of semaphores (Ns), and the number of events (Nn).

In particular, we compare the GFD against the GNR. The latter is same as the GFD except that it does not use reductions. The speedup of the GFD over the GNR is the time it takes for the latter to detect synchronization failures (tn) divided by the time the former takes (tf).

For each application, we introduce two errors that may cause synchronization failure and we construct three trace sets with different problem sizes. For each such trace set, the
execution times for the GFD and the GNR to detect synchronization failure are measured.
The time is measured in milliseconds (ms).

7.2 Experiment Results From Application A, Zero Search

7.2.1 Description of Problem
Given a continuous function $f$ having opposite signs at the end points of length $L$, locate a zero of $f$ within a unit interval. That is, given a function $f(x)$ and an interval $[I_1, I_2]$ ($I_2 - I_1 + 1 = L$), $f(I_1) < 0$ and $f(I_2) > 0$, find $[K, K+1]$ so that $f(K) < 0$ and $f(K+1) > 0$ where $I_1 \leq K \leq I_2 - 1$.

7.2.2 Correct Algorithm
Let $N_t$ be the number of threads working together on this problem. Initially, the length $L$ is divided into $N_m$ intervals. Both ends of an interval is checked for signs by one thread. After this first iteration, at least one thread will find opposite signs on the two ends of an interval. Let all threads work on this interval by dividing it into $N_t$ (smaller) intervals and having each thread work on one interval. Repeat $k = \lceil \log_{N_t} L \rceil$ times. Opposite signs will be found for a unit interval.

A detailed algorithm for the case $N_t = 4$ is presented next. Let $l_i$ ($1 \leq i \leq k$) be the interval of the $i^{th}$ iteration. Variable $a$ and $b$ are used to record the two ends of an interval with opposite signs found after each iteration. $s_1$ to $s_8$ are binary semaphores with initial value 1.
The initial length of intervals is \([L/N_i]\) (if \([L/N_i] \neq L/N_i\), the length for the last thread is \([L/N_i] + \text{remainder of } L/N_i\)). Thread T5 is the coordinator for other four threads. It assigns new intervals to them.

```
T1       T2       T3       T4       T5
i1=0;    i2=0;    i3=0;    i4=0;    j=0;
while(i1<k) while(i2<k) while(i3<k) while(i4<k) while(j<k)
{
    P(s1);  
    V(s5);  
    if two ends have opposite sign, record the ends in [a,b];
    i1 := i1+1; }
{
    P(s2);  
    V(s6);  
    if two ends have opposite sign, record the ends in [a,b];
    i2 := i2+1; }
{
    P(s3);  
    V(s7);  
    if two ends have opposite sign, record the ends in [a,b];
    i3 := i3+1; }
{
    P(s4);  
    V(s8);  
    if two ends have opposite sign, record the ends in [a,b];
    i4 := i4+1; }
{
    P(s5);  
    P(s6);  
    P(s7);  
    P(s8);  
    read [a,b] and check if it is from a unit interval
    if yes, stop, otherwise assign new intervals for T1 to T4;
    V(s1);
    V(s2);
    V(s3);
    V(s4);
    j:=j+1;
}
```

### 7.2.3 Algorithms with Errors

1. **Error A_E1**

   An error is injected into the algorithm by inserting an additional V(s1) before V(s5) in thread T1. It is easy to see that the algorithm allows a successful execution but also contains synchronization failure.

2. **Error A_E2**

   A different error is injected into the correct algorithm by replacing P(s5) with V(s5) in thread T5.
7.2.4 Speedup of GFD over GNR

<table>
<thead>
<tr>
<th></th>
<th>Nt</th>
<th>Na</th>
<th>Nn</th>
<th>t_n (ms)</th>
<th>t_l (ms)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_E1</td>
<td>5</td>
<td>8</td>
<td>136</td>
<td>1480</td>
<td>10</td>
<td>148</td>
</tr>
<tr>
<td>A_E1</td>
<td>9</td>
<td>16</td>
<td>264</td>
<td>2970</td>
<td>10</td>
<td>297</td>
</tr>
<tr>
<td>A_E1</td>
<td>17</td>
<td>32</td>
<td>520</td>
<td>7770</td>
<td>10</td>
<td>777</td>
</tr>
<tr>
<td>A_E2</td>
<td>5</td>
<td>8</td>
<td>128</td>
<td>1100</td>
<td>10</td>
<td>110</td>
</tr>
<tr>
<td>A_E2</td>
<td>9</td>
<td>16</td>
<td>256</td>
<td>5350</td>
<td>10</td>
<td>530</td>
</tr>
<tr>
<td>A_E2</td>
<td>17</td>
<td>32</td>
<td>512</td>
<td>33600</td>
<td>10</td>
<td>3360</td>
</tr>
</tbody>
</table>

7.3 Experiment Results From Application B, L-U Decomposition

7.3.1 Description of Problem

Given A which is an N * N matrix, compute matrices L and U such that A=L*U, where L is a N by N matrix with all zero in the upper triangle and U is a N by N matrix with all zero in the lower triangle. The following is an example for N=3.

\[
A = \begin{bmatrix} 1 & 3 & 2 \\ 1 & 2 & 1 \\ 1 & 0 & -1 \end{bmatrix} = L \times U = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 3 & 1 \end{bmatrix} \times \begin{bmatrix} 1 & 3 & 2 \\ 0 & -1 & -1 \\ 0 & 0 & 0 \end{bmatrix}
\]

7.3.2 Correct Algorithm

We give an algorithm that uses four threads (Nt=4) to solve the L-U decomposition. The columns are statically allocated to the threads in an interleaved fashion: thread T1 works on column 1, 5, 9, ...; thread T2 on column 2, 6, 10, ...; thread T3 on column 3, 7, 11, ...; and thread T4 on column 4, 8, 12, ... . Each thread processes its columns from left to right. A column is used to modify all columns to its right. Binary semaphores s1, s2, ... are used to coordinate the accesses to the matrix elements by different threads.
7.3.3 Algorithms with Errors

1. Error B_E1

An error is injected into thread T3 (the second thread to the last) by interchanging each subsequent V operation with the preceding P operation.

2. Error B_E2

An error is injected into thread T2 (the second thread) by interchanging each subsequent V operation with the proceeding P operation.

7.3.4 Speedup of GFD over GNR

<table>
<thead>
<tr>
<th>TABLE 2.</th>
<th>Speedup for Application B</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_1 ) ( T_2 ) ( T_3 ) ( T_4 )</td>
<td>Speedup for Application B</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>( i_1 = 1; )</td>
<td>( i_2 = 1; )</td>
</tr>
<tr>
<td>( V(s_1); )</td>
<td>( P(s_1); )</td>
</tr>
<tr>
<td>( V(s_2); )</td>
<td>( V(s_4); )</td>
</tr>
<tr>
<td>( V(s_3); )</td>
<td>( V(s_5); )</td>
</tr>
<tr>
<td>( V(s_6); )</td>
<td></td>
</tr>
<tr>
<td>( V(s_9); )</td>
<td></td>
</tr>
<tr>
<td>( V(s_{12}); )</td>
<td></td>
</tr>
</tbody>
</table>

| B_E1 | 3  | 6  | 251 | 1250 | 10  | 125 |
| B_E1 | 4  | 12 | 372 | 20810| 10  | 2081|
| B_E1 | 8  | 56 | 861 | 76400| 10  | 7640|
TABLE 2. Speedup for Application B

<table>
<thead>
<tr>
<th></th>
<th>Nt</th>
<th>Ns</th>
<th>Nn</th>
<th>t_n (ms)</th>
<th>t_d (ms)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>B_E2</td>
<td>3</td>
<td>6</td>
<td>122</td>
<td>1250</td>
<td>10</td>
<td>125</td>
</tr>
<tr>
<td>B_E2</td>
<td>4</td>
<td>12</td>
<td>372</td>
<td>28110</td>
<td>10</td>
<td>2811</td>
</tr>
<tr>
<td>B_E2</td>
<td>8</td>
<td>56</td>
<td>861</td>
<td>122530</td>
<td>10</td>
<td>12253</td>
</tr>
</tbody>
</table>

7.4 Experiment Results From Application C, Dining Philosophers

7.4.1 Description of Problem

The well-known Dining Philosophers (Tanenbaum 1992, chapter 2, section 2.3.1, pp.56-59) is used here.

7.4.2 Correct Algorithm

The algorithm described in (Tanenbaum 1992, chapter 2, section 2.3.1, pp.56-59) is adopted but modified so that it terminates by limiting each philosopher to repeat the 'think-eat' cycles a fixed number of times.

7.4.3 Algorithms with Errors

Let Ti, i = 0, 1, ..., N-1, to represent the algorithm for philosopher i. The forks are numbered as 0 to N-1. Philosopher i has fork i as his left fork and fork (i+1) % N, where % is the modulo operation, as its right fork. We use N binary semaphores whose initial values are 1. If the operations of take_fork and put_fork are already guaranteed to be atomic, then there is no need to use the binary semaphores at all.

1. Error C_E1

A classical error is for each philosopher to take the left fork first and then the right one.
while (True)
{
    think();
P(s);  
take_fork(i);  ( take the left fork )
V(s); 
P((s(i+1) % N));  ( take the right fork )
take_fork((i-1) % N);
V(s((i-1) % N));
eat();
P(s);  
put_fork(i);  ( put down the left fork )
V(s); 
P(s((i+1) % N));
put_fork((i-1) % N);  ( put down the right fork )
V(s((i-1) % N));
}

2. Error C_E2

The above algorithm can be modified so that T4 (the 5th philosopher) requests right forks first:

while (True)
{
    think();
P(s0); 
take_fork(0);  ( take the right fork )
V(s0); 
P(s4);  ( take the left fork )
take_fork(4);
V(s4); 
eat();
P(s4); 
put_fork(4);  ( put down the left fork )
V(s4); 
P(s0); 
put_fork(0);  ( put down the right fork )
V(s0); 
}

This modified algorithm has no synchronization failure. But we introduce some error into this algorithm: V(s2) at the end of T1 (the 2nd philosopher) and V(s3) at the end of T2 (the 3rd philosopher) are interchanged.
7.4.4 Speedup of GFD over GNR

<table>
<thead>
<tr>
<th>TABLE 3.</th>
<th>Speedup for Application C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nt</td>
<td>Ns</td>
</tr>
<tr>
<td>C_E1</td>
<td>8</td>
</tr>
<tr>
<td>C_E1</td>
<td>16</td>
</tr>
<tr>
<td>C_E1</td>
<td>32</td>
</tr>
<tr>
<td>C_E2</td>
<td>5</td>
</tr>
<tr>
<td>C_E2</td>
<td>5</td>
</tr>
<tr>
<td>C_E2</td>
<td>8</td>
</tr>
</tbody>
</table>

Notice that trace sets of larger sizes such as (5, 5, 165) or (8, 8, 136) for C_E2. The GNR takes more than an hour CPU time to run but the GFD only needs 10 ms.

7.5 Experiment Results From Application D, Shared Resources

7.5.1 Description of Problem
A collection of resources are shared mutually exclusively by a collection of threads.

There is no other synchronization requirement among the threads, that is, a thread does not have to wait until another thread has done something. A thread can always go ahead and request for some resources. Each thread simply repeats the following: request for resources, make use of resources, and release resources.

7.5.2 Correct Algorithms
Consider the following algorithms for 8 threads that share 8 different numbers of resources of different types, protected by 8 binary semaphores, s1, ..., s8, initially all containing value 1:
T1: while(True) {P(s1) V(s1) P(s2) V(s2);}  
T2: while(True) {P(s1) V(s1) P(s2) V(s2);}  
T3: while(True) {P(s4) V(s4);}  
T4: while(True) {P(s4) P(s3) V(s4) V(s3);}  
T5: while(True) {P(s4) P(s5) V(s4) V(s5);}  
T6: while(True) {P(s6) P(s7) V(s6) V(s7);}  
T7: while(True) {P(s8) V(s8) P(s1) V(s1);}  
T8: while(True) {P(s8) V(s8) P(s8) V(s8);}  

As before, to ensure termination, we limit each thread to execute its while loop a finite number of times.

7.5.3 Algorithm with Errors

1. Error D_E1

A possible error may be introduced by interchanging P(s1) of T7 with P(s8) of T8 as shown next:

T7: while(True) {P(s8) V(s8) P(s8) V(s1);}  
T8: while(True) {P(s2) V(s2) P(s1) V(s8);}  

It is easy to see that V(s8) in T8 and the initially available V(s8) can collide and thus may cause a synchronization failure.

2. Error D_E2

A different error is obtained by interchanging V(s2) of T1 and P(s3) of T2 as shown next:

T1: while(True) {P(s1) V(s1) P(s2) P(s3);}  
T2: while(True) {P(s1) V(s1) V(s2) V(s3);}  

Similarly, V(s2) and V(s3) in T2 can collide and may cause synchronization failures.
7.5.4 Speedup of GFD over GNR

<table>
<thead>
<tr>
<th>TABLE 4.</th>
<th>Speedup for Application D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nt</td>
</tr>
<tr>
<td>D_E1</td>
<td>8</td>
</tr>
<tr>
<td>D_E1</td>
<td>8</td>
</tr>
<tr>
<td>D_E1</td>
<td>8</td>
</tr>
<tr>
<td>D_E2</td>
<td>8</td>
</tr>
<tr>
<td>D_E2</td>
<td>8</td>
</tr>
<tr>
<td>D_E2</td>
<td>8</td>
</tr>
</tbody>
</table>

Notice that for this application, Local Failure Validation is a very effective technique. If running the GFD without Local Failure Validation, then t_n for every row will be more than 1.000 seconds.

7.6 Some Analysis of Experiment Results

In our experiment, the GFD detects the existence of failure behaviors efficiently: in all cases but one, it takes less than 10 ms (the recorded time is at multiples of 10 ms). For the error C_E1 of Application C it takes 30 ms for the problem size of (N_t=8, N_s=8, N_n=520). 100ms for problem size of (N_t=16, N_s=16, N_n=1040) and 400ms for problem size of (N_t=32, N_s=32, N_n=2080). In this case, when N_s and N_t each doubles, the detection time increases approximately by four times. We believe that the upper bound of the detection time for Error C_E1 of Application C is in the order of O(N_t*N_s). Notice that even for the 10 ms cases, it is still necessary to scan through each individual trace set during the reduction phase, an activity that takes a time in the order of O(N_n). Therefore, for all applica-
tions and errors we have experimented, the detection time is in the order of $O(N_n)$ or $O(N_s \times N_t)$. The following are some more specific observations:

(1) Reductions and Reduction Heuristics are in general effective in reducing the behavior tree.

(2) Local Failure Validation is a very effective technique to reduce the behavior space to be searched, such as those in Application D, although it does not help in applications such as Application C which does not have local failure.

(3) ‘Short-cuts’ created by special Failure Rules are effective, especially when they are used together with Reductions and Reduction Heuristics.

(4) Partial Order Checking is an effective technique for behavior checking, when compared with the interleaving based approach, especially when the derived behaviors contains a lot of concurrancies.
Chapter 8  Future Work and Conclusion

8.1  On Memory Consistency Models

8.1.1  Future Works

(1) Link Consistency for parallel programs can also be extended to parallel programs that use Lock and Unlock. One can treat Unlock as V and Lock as P. More over, Link Consistency can be extended to allow parallel programs with both binary and counting semaphores.

We also need to study how to relax sequential program order between such an operation and another operation for parallel programs that include counting semaphores. The validity of our relaxations in Figure 24 has to be checked and there can be new relaxations that work only for counting semaphores. For example, since the notion of token collision is gone for counting semaphores, we conjecture that the relaxation \( V(a) \xrightarrow{P} Q(b) \), where \( Q \) is either a \( P \) or a \( V \) operation, is always valid if semaphore \( a \) is a counting semaphore.

(2) We have assumed the absence of branching operations in program threads in the above discussion. With the presence of branching operations, our machine model has to be extended to include branching operation too. Further work is needed to adopt our machine model to include branching operations. The simplest way is to just apply our result to each contiguous piece of straight-line code segment.

(3) It is interesting to investigate the absence of symmetry between a \( V \) operation and a \( P \) operation in rule R3 and R4. Little is known on how to relax \( P \xrightarrow{P} V \) without other
explicit knowledge of a program.

In the long term, the following issues should be addressed:

(4) Debugging with Link Consistency. Similar to RMrc, RMLs assumes that a parallel program is data race free on BM. In addition RMLs also assumes that a parallel program does not contain synchronization failure on BM. In real life, a program may violate these assumptions. Such violations have to be taken care of by a RM (Adve and Hill 1991) before the execution results can be treated as valid.

(5) We have compared, via some examples, Link Consistency (with or without scope) with existing consistency models such as Release Consistency. It would be instructive to actually run these examples on a real machine, such as the work done for Release Consistency or Processor Consistency (Gharachorloo, Gupta, and Hennessy 1991, Yuanyuan Zhou et al. 1997, Ranganathan, Pai and Adve 1997), and to analyze the performance gains of Link Consistency. Our experiences on working on memory consistency suggests that the problem to relax sequential program orders between synchronization operations to tolerate long memory latency still calls for more investigation, especially on the real functionality of synchronization operations in a parallel program.

8.1.2 Conclusions

We go beyond Release Consistency in exploiting knowledge of actual precedence relationship among synchronization operations and others. This is perhaps as far as one should go in relaxing access order in a sequential thread. If we wish to accomplish more
overlap and thus suffer less from long memory latency. It seems the only avenue left is to relax *Sequential Consistency*. Unfortunately, such existing candidates, such as *Processor Consistency* or *Slow Memory* (Hutto and Ahamad 1990) in programming. The true challenge is to find a program model that is general yet simple enough for a sequential consistency based programmer to express what the programmer requires and to analyze the program easily. Until then, relaxation of operation ordering will be limited by the abstract program semantics involving *Sequential Consistency*.

8.2 On Synchronization Failure Detection

8.2.1 Some Conjecture on Binary Trace Sets

We conjecture that the following general form of failure rule is valid:

A trace set $T$ contains synchronization failure if it contains a thread trace with two $PaAPa$ where $A$ is in $\Delta^*$ and $a \in \text{sem}(\Delta^*)$.

For example, if a trace set $T$ contains $PaPbPa$ or $PaPbVbPa$ as one of its thread trace, then $T$ contains synchronization failure. We have proved the case when $A$ is empty.

8.2.2 Synchronization Failure Detection for Trace Set with Control Variables

8.2.2.1 Definition of Trace Set with Control Variable Accesses (CVA)

A trace set with CVA is a set of local traces, each being a sequence of synchronization events and read or write events to control variables. Suppose $T$ is such a trace set. We use $T_s$ to represent the trace set obtained from $T$ by removing all CVA, and $T_x$ to represent the
trace set obtained from $T$ by removing all operations that do not operate on the control variable $X$.

For example, consider the following program with two threads and one control variable:

Initially control variable $X=0$.
BINARY SEMAPHORE $a=0$, $b=1$.

$T_1$                $T_2$

(1) Va1;            (6) Pb2;            
(2) Pa1;            (7) R(X);            
(3) Pb1;            (8) Vb2;            
(4) W(X, 1);        (9) if $X=1$       
(5) Vb1;            then                 
(12) HALT           (10) Va2;           
                      (11) Pa2;           
                      (13) HALT

This program has more than one execution. One such execution will have $R(X, 0)$, that is $R(X)$ returns 0, in $T_2$. Because of that, $Va2$ and $Pa2$ will not be executed. One trace set of such execution is the following:

$T=\langle\{Vb\}, \{Va1, Pa1, Pb1, W(X, 1), Vb1, Pb2, R(X, 0), Vb2\}\rangle$

The projection of $T$ on to synchronization events is $T_s=\langle\{Vb\}, \{Va1, Pa1, Pb1, Vb1, Pb2, Vb2\}\rangle$, and the projection of $T$ on to the control variable $X$ $T_x$ is $T_x=\langle\{X=0\}, \{W(X, 1), R(X, 0)\}\rangle$.

Another execution will have $R(X, 1)$, that is $R(X)$ returns 1, in $T_2$, and because of that, $Va2$ and $Pa2$ will be executed. One trace set of such execution is the following:

$T'=\langle\{Vb\}, \{Va1, Pa1, Pb1, W(X, 1), Vb1, Pb2, R(X, 1), Vb2, Va2, Pa2\}\rangle$
The projection of $T$ on to synchronization events is $Ts' = \langle Vb \rangle. \{ Va1, Pa1, Pb1, Vb2, Va2, Pa2 \rangle$. and the projection of $T$ on to the control variable $X$ is $Tx' = \langle X=0 \rangle. \{ W(X.1), R(X.1) \rangle$.

8.2.2.2 An Example of Invalid Failure Behavior

We can apply the GFD to detect the synchronization failure behavior of $Ts$. Not every behavior of $Ts$ is valid with respect to $T$, however. For example, the CVA in $T$ may prevent some $V$ from enabling some $P$ even though it is possible with $Ts$.

Therefore, it may not be accurate if we only apply the current GFD to $Ts$ and report whatever the GFD returns as an indication of the existence or absence of synchronization failures in $T$.

Consider the example trace set $T'$ in the above section. $Ts'$ has a failure behavior $B1$ if the initial $Vb$ enables $Pb2$ and then both $Va1$ and $Va2$ enable $Pa1$ as follows.

![Diagram](image.png)

**Figure 50** A failure behavior of $Ts'$.
Now if we add the omitted CVA to the above failure behavior we will get:

![Diagram of failure behavior]

**Figure 51** A failure behavior of Ts' that is invalid with respect to T' due to CVA.

It is easy to see that in the above figure R(X,1) is impossible since the initial value of X is 0 and the W(X,1) is ordered after R(X). In such a case, we say the failure behavior B1 of Ts is *invalid* with respect to T. In general one may or may not be able to augment a behavior of such Ts with the missing CVA and make it a 'valid' derived behavior of T. Further work has to be done to check which rules or algorithms developed in this thesis are valid.

### 8.2.2.3 Complexity of Synchronization Failure Detection

Theorem 6.5 shows that if a trace set contains only one binary semaphore, then presence of synchronization failure can be decided in polynomial time. When such a simple trace
set also contains CVA, the synchronization failure detection problem becomes complicated. The synchronization failure detection problem for a trace set that contains CVA and only one binary semaphore is NP complete as is proved in Appendix D.

To verify whether a behavior of Ts corresponds to some valid behavior of T, there are two things to check: whether the semaphore semantics is satisfied and whether the access semantics is satisfied. Further investigation is needed.

8.2.3 Synchronization Failure Detection for Trace Set with Counting Semaphores

The study of synchronization failure detection so far has been restricted to binary trace sets. A trace set may also contain events on counting semaphores. We call such a trace set General trace sets. Some results that are invalid for binary trace sets may become valid for general trace sets: while the opposite is true for other results.

For example, Theorem 6.1 is not valid for general semaphores. However, our preliminary work shows that the following rules, invalid for binary semaphores, are valid for counting semaphores:

(1) V Permutation Rule: VaVb $\nless$ VbVa if semaphore a and b are counting semaphores, and

(2) Reduction Rule: $A_1A_2A_3 \nless A_1$ where $A_1$ and $A_3$ are all-P sequences. $A_1=A_3$, $A_2$ is a matching V sequence of $A_1$, and sem($A_1$) are all counting semaphores.

According to the above reduction rule, PaVaPa $\nless$ Pa if a is a counting semaphore. This
result is more general than that of Theorem 6.7.

8.2.4 Conclusions

Our experiment result shows that for a binary trace set that contains synchronization failure, the algorithm GFD can efficiently determine the existence of such failure in time approximately proportional to the size of a trace set, measured by $N_n$ or $N_tN_s$. Our algorithm tries to unveil the synchronization failure as early as possible if there is any. It can be a valuable aid for parallel program development. For a trace set that contains no synchronization failure, our algorithm still works, but may take longer time to terminate. Techniques such as reductions, on-demand unfolding of local behavior trees, pruning, and partial order checking are still useful for synchronization failure free trace sets.
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Appendix A  Proofs of Theorems For Link Consistency

A.1  Proof Strategy

Our approach to prove that a machine M1 is a sequentially consistent for programs in Pdsf is to show that for any maximal execution E1 on machine M1, we can construct another execution E2 on a machine M2, which is known to be sequentially consistent for programs from Pdsf, such that result(E1) = result(E2).

Definition of RMlc_0: RMlc_0 is the same as BM except that it uses relaxation R0 to relax sequential program orders among data operations; it does not relax sequential program orders between a data operation and a synchronization operation.

Definition of RMlc_1: RMlc_1 is the same as RMlc_0 except that it also uses relaxations R1 and R2 to relax sequential program orders among some data operations and synchronization operations.

Definition of RMlc_2: RMlc_2 is the same as RMlc_1 except that it also uses relaxation R4 to relax sequential program order among synchronization operations.

Knowing that BM is sequentially consistent for programs in Pdsf, we first use BM to prove that RMlc_0 is sequentially consistent. We then use RMlc_0 to prove that RMlc_1 is sequentially consistent and so on. Figure 52 shows the major steps of ours proofs.
BM is sequentially consistent by definition.

Step 1. RMlc_0 (using R0) is sequentially consistent. 
  Straight forward proof using BM.

Step 2. RMlc_1 (using R0, R1, R2) is sequentially consistent.
  Proof using the results on RMlc_0.

Step 3. RMlc_2 (using R0, R1, R2, R4) is sequentially consistent.
  Proof using the results on RMlc_1.

Step 4. RMlc (using R0, R1, R2, R4, R3) is sequentially consistent.
  Proof using the results on RMlc_2.

Figure 52 Major steps of proofs for RMlc.

A.2 A Lemma

We introduce a lemma that will be used in the later proofs.

Lemma A Let E1 be an execution of a program on some machine. If E1 contains a data
race. race(ev1, ev2, E1), then there exists an execution E2 of that program on
that machine such that ev1 occurs immediately before ev2 (or ev2 occurs
immediately before ev1) in E2.

Proof: By construction. If there exist data event ev1 and ev2 from two different program
threads and ev1 occurs immediately before ev2 in E1, then we are done.

Now suppose this is not true. Since race(ev1, ev2, E1) is true, there is no
path_s(ev1, ev2) in PO(E1). Here are the steps to construct a PO(E2) for some
execution E2 from PO(E1). ‘before’ refers to program order in a thread trace.

(i) Let po be a partial order, initially containing ev2 and all events before it,
together with their program order.

(ii) For every P event that is newly added to po, add the V that enables it and all
events that are before the V, if they are not already in po.

(iii) Repeat (ii) and (iii) until every P in po is enabled. This is allowed since
every P is enabled in PO(E1). Add \( \text{p} \rightarrow \) to po according to program order and
\( \text{c} \rightarrow \) according to PO(E1).

The following is true for po: (1) For any data event ev3 that is in conflict with ev2
and from a thread different from that of ev2, \text{path_s}(ev3, ev2) is true in po, (2) if
\text{path}(ev, ev') in po, then there is \text{path}(ev, ev') in PO(E1), and (3) ev1, or any event
that is after ev1, must not be in po. Otherwise \text{path_s}(ev1, ev2) is true in po and
hence in PO(E1), which contradicts the existence of \text{race}(ev1, ev2, E1).

(iv) Similar to (i), (ii) and (iii), add ev1 and all events before it into po.

(v) At last, add ev1 \( \text{c} \rightarrow \) ev2 (or ev2 \( \text{c} \rightarrow \) ev1) into po.

From its construction, po satisfies the conditions of Definition 3.20. Let E2 be the
projection of E1 onto events in po. Remove ev1 from E2 and insert it
immediately before ev2 in E2. This is possible: there is no event after ev1 and the
execution of ev1, therefore, ev1 can be postponed to the last. E2 contains data
race too. QED.

Example A1. Consider the program in Figure 53 and a PO(E1) from some possible
execution E1 in the top left of Figure 54. The intermediate partial order po after each
step is also shown. The final po is given in the bottom right of the same figure. E2 can be
derived easily from po such that PO(E2) = po.
A.3 Proof of Results on RMlc_0

Lemma A1  Any program from Pdsf is data race free on RMlc_0.
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Proof: Suppose there is an execution $E_1$ with data race on $RMLc_0$. According to Lemma A, $E_1$ contains $D_1:D_2$ ($D_1$ followed immediately by $D_2$). $RMLc_0$ only relaxes program orders between two non-conflicting data operations, say it relaxes $D \xrightarrow{c,1} D'$. We could construct an execution $E_2$ on BM from $E_1$ as follows: (i) each time $RMLc_0$ executes $D'$ before such $D$, BM executes $D$ and then $D'$, (ii) each time $RMLc_0$ executes such $D$ at a later time, BM does nothing, and (iii) in any other case, both machines behave the same way. This is allowed since such $D$ is non-blocking operation. Since $E_1$ contains $D_1:D_2$, $E_2$ will contain either $D_1:D_2$ or $D_1:D:D_2$ ($D_1$ and $D_2$ separated only by data events only). In either case, we see a data race in $E_2$ on BM. A contradiction. QED.

**Lemma A2** If a semaphore in a program from Pdsf is TCF on BM, then it is TCF on $RMLc_0$ too.

Proof: Suppose there is an execution $E_1$ with token collision on $RMLc_0$. Hence PO($E_1$) contains $V_1 \xrightarrow{c,1} P$ and $V_2 \xrightarrow{c,1} P$. The construction of $E_2$ in the preceding proof is an execution on BM that has token collision, which is a contradiction. Thus the claim. QED.

**Lemma A3** Any program from Pdsf is synchronization failure free on $RMLc_0$.

Proof: Suppose $E_1$ is an execution with synchronization failure on $RMLc_0$. This means that at least one $P$ operation of the program is not in $E_1$. $RMLc_0$ only relaxes the program order between two non-conflicting data operations. Given $E_1$, we can construct, same as in Lemma A1, an execution $E_2$ on BM which has the same
sequence of synchronization operations as $E_1$. $E_2$ is an execution on $BM$ and does not contain those $P$ either. Therefore $E_2$ contains token collision on $BM$, a contradiction. QED.

**Theorem A1** $RMlc_0$ is sequentially consistent for programs in $Pdsf$.

**Proof:** We show that for an execution $E_1$ on $RMlc_0$, there is another execution $E_2$ on $BM$ such that $\text{result}(E_1) = \text{result}(E_2)$. As we point out in the proof of Lemma A1, given $E_1$, we can construct another execution $E_2$ which is similar to $E_1$ except that the program order of two non-conflicting data events are not relaxed. $E_2$ is an execution on $BM$. Since both $E_1$ and $E_2$ are data race free, consider the projection of $PO(E_1)$ and $PO(E_2)$ on a same data variable. If $D \rightarrow D'$ is in $\text{result}(E_1)$, then it must exist a path$_s(D_1, D_2)$ in both $E_1$ and $E_2$ or they are program ordered. Therefore $\text{result}(E_2) = \text{result}(E_1)$. QED.

**A.4 Proof of Results on $RMlc_1$**

**Lemma A4** Any program from $Pdsf$ is data race free on $RMlc_1$.

**Proof:** Suppose $E$ is an execution on $RMlc_1$ which contains data race between $D_1$ and $D_2$. According to Lemma A, $E_1$ contains $D_1; D_2$ ($D_1$ followed immediately by $D_2$). $RMlc_1$ only relaxes program orders between a data operation and a synchronization operation (on top of $RMlc_0$), say it relaxes $D \stackrel{c.1}{\rightarrow} P$ and $V \stackrel{c.1}{\rightarrow} D'$. We could construct an execution $E_2$ on $RMlc_0$ from $E_1$ as follows:

(i) each time $RMlc_1$ executes $P$ ($D'$) before such $D$ ($V$), $RMlc_0$ executes $D$ ($V$)
and then P (D'); (ii) each time RMlc_1 executes such D or V at a later time.
RMlc_0 does nothing, and (iii) in any other case, both machines behave the same
way. This is allowed since such D (V) is non-blocking operation. Since E1
contains D1:D2, E2 will contain one of (D1:D2), (D1:V:D2), (D1:P;V:D2) or
(D2:P:D1). The last scenario occurs when the program contains D2 P P and
RMlc_1 executes P before D2, followed by D1 and D2. In such a case, during the
construction of E2, RMlc_0 executes D2 followed by P (using (i) above) and then
D1. In either case, we see a data race in E2 on RMlc_0. A contradiction. QED.

**Lemma A5** If a semaphore in a program from Pdsf is TCF on RMlc_0, then it is TCF on
RMlc_1 too.

**Proof:** Suppose there is an execution E1 with token collision on RMlc_1. PO(E1)
contains V1 P and V2 P. RMlc_1 only relaxes the program order
between a data operation and a synchronization operation (on top of RMlc_0).
Given E1, we can also construct an execution E2 on RMlc_0 which has the same
sequence of synchronization operations as E1. E2 is an execution on RMlc_0 and
PO(E2) contains V1 P and V2 P too. Therefore E2 contains token
collision on RMlc_0, a contradiction. QED.

**Lemma A6** Any program from Pdsf is synchronization failure free on RMlc_1.

**Proof:** RMlc_1 only relaxes the program order between a data operation and a
synchronization operation (on top of RMlc_0) and progress is dependent on only
synchronization operations. As in the proof of Lemma A5, given an execution E1
on RMlc_1, we could construct another execution E2 on RMlc_0. E2 has the same sequence of synchronization operations as E1. Hence synchronization failure freeness in E2 requires synchronization failure freeness in E1 (E1 and E2 differ only in the arrangement of data operations, where E2 preserves program orders between data and synchronization operations). QED.

Theorem A2 RMlc_1 is sequentially consistent for programs in Pdsf.

Proof: We show that for an execution E1 on RMlc_1, there is another execution E2 on RMlc_0 such that result(E1) = result(E2). This is proved by construction. As in the proof of Lemma A4, given E1, we can construct another execution E2 on RMlc_0. Notice that data evens will be constructed by (iii) only. Since both E1 and E2 are data race free, consider the projection of PO(E1) and PO(E2) on a same data variable. If D → D' is in result(E1), then it must exist a path_s(D1,D2) in both E1 and E2 or they are program ordered. Therefore result(E2) = result(E1). QED.

A.5 Proof of Results on RMlc_2

Lemma A7 Any program from Pdsf is data race free on RMlc_2.

Proof: Suppose E is an execution on RMlc_2 which contains data race between D1 and D2. According to Lemma A, E1 contains D1;D2 (D1 followed immediately by D2). RMlc_2 only relaxes program orders between a Ve (exclusive producer) and a synchronization operation (on top of RMlc_1), say it relaxes Ve → Q. We
could construct an execution E2 on RMLc_1 from E1 as follows: (i) each time
RMLc_2 executes Q before such Ve. RMLc_1 executes Ve and then Q; (ii) each
time RMLc_2 executes such Ve at a later time. RMLc_1 does nothing; and (iii) in
any other case, both machines behave the same way. This is allowed since such
Ve is non-blocking operation. E1 contains D1:D2. according to (iii), E2 will
contain D1:D2 too. Therefore, we see a data race in E2 on RMLc_1. A
contradiction. QED.

Lemma A8 If a semaphore in a program from Pdsf is TCF on RMLc_1, then it is TCF on
RMLc_2 too.

Proof: According to the definition of Ve, its semaphore, say a. is TCF. We prove by
contradiction. Suppose there is an execution E1 with token collision on
semaphore a on RMLc_2 and a is TCF on RMLc_1. As in the proof of Lemma A7,
given E1, we could construct an execution E2 on RMLc_1. We show a has token
collision in E2, which contradicts Lemma A5. Let E1' and E2' denote the
executions which are partially constructed from E1 for RMLc_2 and RMLc_1
respectively. After an application of (i) for semaphore-a, a token for semaphore a
will be available in E2' but not in E1'; and subsequently, only after the
application of (ii) for semaphore a, a token for semaphore a will also become
available in E1' (it is impossible to apply (iii) to execute some V(a) since that
will cause a token collision in E2', contradicting to our assumption). But from
the assumption, at some application of (iii), there will be a token collision for
semaphore a in E1′. That implies that there is already a token available for
semaphore a in E1′ just before the application of (iii) and hence available in E2′
too. Therefore there will be a token collision for semaphore a in E2′, a
contradiction. Notice that the token collision for semaphore a could not happen at
some application of (i) or (ii): (i) is impossible since no V(a) is executed and (ii)
is impossible since prior to that no token for semaphore a is available in E1′.

QED.

Lemma A9 Any program from Pdsf is synchronization failure free on RMLc_2.

Proof: We prove by construction. Given an execution E1 with synchronization failure
on RMLc_2, we could construct an execution E2 on RMLc_1 same as in the proof
of Lemma A7. We show E2 contains a synchronization failure too, which
contradicts Lemma A6. Let E1′ and E2′ denote the same as in the preceding
proof. After an application of (i) for Ve, a token for the semaphore of the Ve will
be available in E2′ but not in E1′; and subsequently, only after the application of
(ii) for the Ve, a token for its semaphore will also become available in E1′.

Therefore, after each application of (i), (ii) or (iii), either E1′ and E2′ contain the
same available tokens or E2′ contains some extra tokens available for semaphores
of Ve operations only. By assumption, E1′ will become a synchronization failure,
which means RMLc_2 has executed every possible V using (ii) or not, and
contains no available token for the next P operation in the remaining E1. Since
(ii) is not further applicable, E2′ will contain no extra tokens available for
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semaphore of those Ve, that is, both E1' and E2' will contain the same set of available tokens. Therefore E2' becomes a synchronization failure too, a contradiction. Thus, such E1 cannot exist and RMlc_2 cannot fail. QED.

Theorem A3 RMlc_2 is sequentially consistent for programs in Pdsn.

Proof: The proof is similar to that for Theorem A2. We show that for an execution E1 on RMlc_2, there is another execution E2 on RMlc_1 such that result(E1) = result(E2). This is proved by construction. As in the proof of Lemma A7, given E1, we can construct another execution E2 on RMlc_1. Notice that data evens will be constructed by (iii) only. Since both E1 and E2 are data race free, consider the projection of PO(E1) and PO(E2) on a same data variable. If D → D' is in result(E1), then it must exist a path s(D1,D2) in both E1 and E2 or they are program ordered. Therefore result(E2) = result(E1). QED.

A.6 Proof of Result on RMlc

Lemma A10 Any program from Pdsn is data race free on RMlc (Theorem 4.2).

Proof: Suppose E is an execution on RMlc which contains data race between D1 and D2. According to Lemma A, E1 contains D1:D2 (D1 followed immediately by D2). RMlc only relaxes program orders between a synchronization operation Q and a Pe (exclusive consumer), say it relaxes Q c.l Pe. We could construct an execution E2 on RMlc_2 from E1 as follows: (i) each time RMlc executes Pe before such Q, RMlc_2 does nothing; (ii) each time RMlc executes such Q at a
later time, RMlc_2 executes Q and then Pe; and (iii) in any other case, both
machines behave the same way. This is allowed since such Pe is an exclusive
consumer (there is no P on the same semaphore in other threads): the token that
is available for the semaphore of Pe at (ii) continues to be available until this Pe
is executed. E1 contains D1:D2, according to (iii). E2 will contain D1:D2 too.
Therefore, we see a data race in E2 on RMlc_2. A contradiction. QED.

Lemma A11 If a semaphore in a program from Pdsf is TCF on RMlc_2, then it is TCF on
RMlc too (Theorem 4.3).

Proof: According to the definition of Pe, its semaphore, say a, is TCF. We prove by
contradiction. Suppose there is an execution E1 with token collision on
semaphore a on RMlc and a is TCF on RMlc_2. We could construct an execution
E2 on RMlc_2 that is same as in the proof of Lemma A10. We show semaphore a
has token collision in E2, which contradicts Lemma A8. Let E1' and E2' denote
the executions which are partially constructed from E1 for RMlc and RMlc_2
respectively. After an application of (i) for semaphore a, a token for semaphore a
will be available in E2' but not in E1'. Subsequently, no V(a) or some other P(a)
will be executed by RMlc until after the corresponding Q and the Pe(a) are also
executed by RMlc_2 according to (ii). This is because a token for semaphore a is
still available in E2', and to execute another V(a) will cause a token collision in
E2'. But from the assumption, at some application of (iii), there will be a token
collision for semaphore a in E1'. That implies that there is already a token
available for semaphore a in E1' just before the application of (iii) and RMlc is to execute a V(a). This contradicts what we have pointed out above. Therefore E1' must be TCF. QED.

Lemma A12 Any program from Pdsf is synchronization failure free on RMlc (Theorem 4.4).

Proof: We prove by construction. Given an execution E1 with synchronization failure on RMlc, we could construct an execution E2 on RMlc_2 that is the same as in the proof of Lemma A10. We show E2 would contain a synchronization failure too, which contradicts Lemma A9. Let E1' and E2' denote the same as in the preceding proof. After an application of (i) for Pe, a token for Pe will be available in E2' but not in E1'. Subsequently, only after the application of (ii) for the corresponding Q, will the token for its semaphore become unavailable in E2'. Therefore, after each application of (i), (ii) or (iii), either E1' and E2' contain the same available tokens, or E2' contains some extra tokens available for Pe only. By the initial assumption, E1' will become a synchronization failure, which means RMlc does not contain available token for the next P operation in E1 - E1'. The next P is either a Pe or a non-exclusive consumer P.

Both E1' and E2' contain the same tokens available for non-exclusive consumers. So if the next P is not an exclusive consumer and there is no token available in E1' for the P, then there will be no token available for the P in E2' either, which means E2' is a synchronization failure. But the next P cannot be a Pe: there can
be either (1) $E_1'$ and $E_2'$ does not contain a token available for the $Pe$ just after (ii) is applied, or (2) $E_2'$ but not $E_1'$ contains a token available for the $Pe$ after (i) but not before (ii) is applied. In the case (1), $E_2'$ is a synchronization failure and we are done. In the case (2), we let $RMLc_2$ execute the $Pe$, which is already executed by $RMLc$. $E_2'$ will contain no token for the $Pe$ either and becomes a synchronization failure as well. Therefore, such $E_1$ cannot exist and $RMLc$ cannot fail. QED.

**Theorem A4** $RMLc$ is sequentially consistent for programs in $Pdfs$ (Theorem 4.1).

**Proof:** The proof is similar to that of Theorem A3. We show that for an execution $E_1$ on $RMLc$, there is another execution $E_2$ on $RMLc_2$ such that $result(E_1) = result(E_2)$. This is proved by construction. As in the proof of Lemma A10, given $E_1$, we can construct another execution $E_2$ on $RMLc_2$. Notice that data events will be constructed by (iii) only. Since both $E_1$ and $E_2$ are data race free, consider the projection of $PO(E_1)$ and $PO(E_2)$ on a same data variable. If $D \rightarrow D'$ is in $result(E_1)$, then there must exist a path $s(D_1, D_2)$ in both $E_1$ and $E_2$ or they are program ordered. Therefore $result(E_2) = result(E_1)$. QED.
Appendix B  nsyncL in Release Consistency

The following is an example to show that Release Consistency (Gharachorloo et al. 1990) may not satisfy sequential consistency if it allows nsyncL in the program.

B.1 Introduction

(Gharachorloo et al. 1990) claims that given any properly labeled program, \( P_{PL} \), \( RC \) is sufficient to guarantee that a multiprocessor (\( RMrc \) for short) only produces result which is also obtainable by running the \( P_{PL} \) on some \( M_{SC} \) machine:

The relation \( A=B \) say that for a certain program, (consistency) models \( A \) and \( B \) cannot be distinguished based on the results of the program.

Let us first restrict the programs to \( PL \) programs under sequential consistency (\( SC \)). Given such programs, we have proved the following equivalences: \( SC=RC \).

B.2 A Counter-Example

Unfortunately, the above claim is not true. We give a counter-example in Figure 55.

Consider the program in Figure 55 (a), and its execution result, particularly to our interest, those values returned by read operations to variables \( X \) and \( Y \). For example, if we run the program on an \( M_{SC} \) machine, the result is either \( \{<P2, X=0, Y=0>\} \) or \( \{<P2, X=1, Y=1>\} \), in which \( P2 \) is Processor 2's identifier.

Next we run the program on a \( RMrc \) machine. But first we need to label its statements, specifically for our purpose. we want it to be properly labeled. A possible labeling is given
in Figure 55 (a). Locks are treated as acquire and unlocks as release. And deliberately, accesses to variable $X$ are labeled as ordinary, while accesses to variable $Y$ are labeled as $\text{nsync}_L$. Clearly this labeling makes the program properly labeled since under any legal interleaving, an ordinary access will not conflict with another access: ordinary accesses are perfectly protected by acquires and releases. But run it on an $RMrc$ machine, we may get the result $\{<P2, X=1, Y=0>\}$ from some execution as shown in Figure 55 (b). The execution satisfies release consistency: any ordinary access is performed after the acquire which precedes them has been performed (Condition 1), a release is performed only after all previous ordinary accesses have been performed (Condition 2), and the result concerning special accesses (statement 1, 3, 4, 5, 7, 8) is $\{<P1, a=0>, <P2, a=0>, <P2, Y=0>\}$, which is also obtainable from an execution of them (the corresponding program containing special accesses only is shown in Figure 55 (d)) on some $M_{SC}$ machine as shown in Figure 55 (c) (Condition 3). But the result $\{<P2, X=1, Y=0>\}$ is not possible if the program is run on any $M_{SC}$ machine. This contradicts the above claim about RC's sufficiency for $P_{PL}$ programs.

Initially $a=X=Y=0$;

**Processor 1**

1. Lock(a);
2. $X:=1$;
3. $Y:=1$;
4. Unlock(a);
5. $\text{HALT}$

**Processor 2**

1. Lock(a);
2. $\text{acq}_L$
3. $\text{ordinary}_L$
4. $\text{nsync}_L$
5. Unlock(a);
6. $\text{rel}_L$
7. $\text{HALT}$

(a) A Sample Program

Initially $a=X=Y=0$;

**Processor 1**

1. Lock(a);
2. $X:=1$;
3. $Y:=1$;
4. Unlock(a);
5. $\text{HALT}$

**Processor 2**

1. Lock(a);
2. $\text{acq}_L$
3. $\text{ordinary}_L$
4. Read(X);
5. $\text{nsync}_L$
6. Read(Y);
7. Unlock(a);
8. $\text{rel}_L$
9. $\text{HALT}$

(d) Special accesses in the sample program
(b) An execution of the program on an $RMRC$

(c) An execution of program in (d) on an $M_{SC}$

**Figure 55** A counter-example. A horizontal line to the right of a statement in (b) and (c) indicates the start point and completion point of the statement.

### B.3 Concluding Remarks

Certainly, we have typed the statements in the above program in a very particular way. The necessity to do so may not be seen in most cases. We provide this counter-example only to show the imperfection of an assertion which can be remedied in one way or another. Also notice that the above counter-example is still valid if *Locks* are labeled both as *acquire* and *release* as suggested in (Gharachorloo et al. 1990). Finally it can be easily observed that given a parallel program, there always exists a way to label it using *acquire* and *release* so that the program running on a $RMRC$ machine will produce a result which is also obtainable by running it on some $M_{SC}$ machine. One of the simplest ways is to label every statement as *acquire* or as *release*. Our counter-example obviously has nothing to do with this observation which is somehow a trivial one, also true with *Weak Ordering* (Dubois et al. 1986) or DRF0 or DRF1 (Adve and Hill, 1990, 1993).
Appendix C  Some Negative Results

Our research starts by many conjectures, some of which are provably correct, some are provably incorrect and some remain un-resolved. In this section, we report some other key conjectures are against our intuition. Knowing exactly why the intuition fails may help one to improve the understanding of some of difficulties of the problems we are tackling in this thesis.

C.1 Memory Consistency

We give two examples that explain the risk of further relaxing the conditions of Link Consistency. Such relaxation may lead to either data race or synchronization failure.

Example MC1. The program order between Va and Vb is important and should not be relaxed. Consider the following program:

\[
\begin{array}{ccc}
T1 & T2 & T3 \\
1) & Va & 3) & Va & 9) & X:= \ldots \\
2) & Vb & 4) & Pb & 10) & Pce \\
5) & Pa & 11) & Va \\
6) & Vc & \\
7) & Pa & \\
8) & X:= \ldots & \\
\end{array}
\]

On BM, the program contains no data race since operation 6 must be executed before operation 10 and operation 11 before 7. If we allow RMlc to further relax the program order between operation 1 and 2 then operation 2 can be executed before operation 1 and the following execution contains data race:

2;3;4;5;6;1;7;8;9; \ldots \text{ or } (Vb;Va;Pb;Pa;Vc;Va;Pa:X:=; X:=; \ldots ).
Example MC2. The program order between PaPb is important if Pb is not an exclusive consumer. Consider the following program:

<table>
<thead>
<tr>
<th>T1</th>
<th>T2</th>
<th>T3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Vb</td>
<td>3) Pb</td>
<td>7) Pa</td>
</tr>
<tr>
<td>2) Vc</td>
<td>4) Pc</td>
<td>8) Pb</td>
</tr>
<tr>
<td>5) Va</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6) Vb</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is easy to verify that the program contains no synchronization failure on BM. If we allow RMlc to relax the program order operations 7 and 8, then the same program contains synchronization failure in the following execution:

1: 8 2 or (Vb:Pb:Vc). No more progress is possible.

C.2 Synchronization Failure Detection

Here we give several examples to show some erroneous intuitions in reasoning about a binary trace sets. These counter examples concern some incorrect intuitions about the state dominance, the token collision, the PV pruning, permutation or decomposition. Notice that every example next has a successful execution.

Example FD1. Incorrect State Dominance.

Let $T = (\{t_1, t_2, \ldots\})$ and $T' = (\{t_1, t_2, \ldots\}), l_1 \subseteq l'$. A possible state dominance lemma says that $T' \not\preceq T$. Unfortunately it is untrue in general.

Consider the following trace sets: $T = (\{Vb\}, \{PbVbVb, PaPb\})$ and $T' = (\{Va, Vb\}, \{PbVbVb, PaPb\})$. It is not difficult to verify that $T'$ contains synchronization failure while $T$ does not.
Example FD2. Incorrect Token Collision, that is "A Va Va B \not\Rightarrow A Va B" is false.

Consider the following trace sets:

\[ T = \langle \{ Vb \} \rangle, \{ VaVa, PcPbVbVa, PdPaPb, PaVcVd \} \rangle \] and

\[ T' = \langle \{ Vb \} \rangle, \{ Va, PcPbVbVa, PdPaPb, PaVcVd \} \rangle. \]

It is not difficult to verify that \( T \) contains synchronization failure but \( T' \) does not.

Example FD3. Incorrect Pruning, that is, "A PaVaPaVa B \not\Rightarrow A PaVa B" is false.

Consider the following trace sets:

\[ T = \langle \{ Vd1, Pd1, Vd2, Pb1, Va2, Vd3, Vd4, Pd2, Vc1, Pd3, Vd5, Pa2, Vb2, Pd4 \} \rangle, \]

\[ T' = \langle \{ Va1Pa1Vb1, Pd1Vd6, Pa2Vb2, Pd5Pa2Vb2, Pd4 \} \rangle. \]

\( T \) contains synchronization failures in the following scenario of execution order:

Vd3, Pd1, Vd4, Pd2, Vd6, Vc1, Pd3, Vd5, Va1, Pa2, Vb2, Pd4. The failure suffix is \( \langle \{ Pa1Vb1, Pd1Vd6, Pa2Vb2, Pd5Pa2Vb2, Pd4 \} \rangle. \) It can be shown that \( T' \) contains no synchronization failure.

Example FD4. False Permutation, that is, "A Pa Va Pb Vb B \not\Rightarrow \sim A Pb Vb Pa Va B" is false.

Consider the following trace sets:

\[ T = \langle \{ Vb1 \} \rangle, \{ Pa1ValPb1Vb2, Vc1, Pc1, Pb2, Vc2, Va2, Pd2 \rangle \] and

\[ T' = \langle \{ Vb1 \} \rangle, \{ Pb1Vb2, Pa1Val, Vc1, Pc1, Pb2, Vc2, Va2, Pd2 \rangle \] in which Pb1Vb2 is moved before Pa1Val.
T' contains synchronization failures in the following scenario of execution order:
Vb1, Pb1, Vb2, Pb2, Vc2, Va2, Pa1, Va1, Vc1, Pc1. The failure suffix is
<(Pc2Vb3)>.

It is easy to show that T contains no synchronization failure.

Example FD5. Incorrect Decomposition: “A PaVaPbVb B ̸∈ (APaVaB or APbVbB)” is
false.

This can be shown using the result of Example FD4. Suppose the Decomposition
rule is true then we will have APaVaPbVb B ̸∈ (A PaVaB or APbVb B) ̸∈ A
PbVbPaVa B. which implies that the Permutation rule is true, contradicting what
we have described in Example FD4 above.

Notice that in examples FD4 and FD5 we do not make assumptions on semaphores such
as whether they are TCF, binary , or persistent (a term borrowed from Petri Net (Peterson,
J. L. 1981). meaning that when there is a partial behavior with some Va available and a
ready Pa in the behavior’s suffix, no matter how the partial behavior is extended, there will
always exist an available Va’ (Va’ = Va or not) for this P until it is enabled).
Appendix D  Proof of a Theorem For Synchronization Failure Detection

Here we prove that the synchronization failure detection problem for a trace set that contains CVA and one binary semaphore only is NP complete. The proof is by constructing a reduction from the 3SAT problem (Garey and Johnson 1979).

Let $C = \{C_1, C_2, \ldots, C_n\}$, a set of clauses. $C_i = \{c_{i1}, c_{i2}, c_{i3}\}$, where $c_{i1} (c_{i2}, c_{i3})$ is an instance of some variable or its negation, $x \text{ or } \bar{x}$, $x \in U$ which is a set of variables, $\{u_1, u_2, \ldots, u_m\}$.

1. Reduction from 3SAT to the synchronization failure detection problem

We use the following simple set of clauses to illustrate how to construct a trace set from a given set of clauses. Consider $C = \{C_1, C_2\}$ where $C_1 = \{a + b + \bar{c}\}, C_2 = \{a + b + d\}$, and $a, b, c$ and $d$ are four different variables.

The following construction rules specify how to construct a trace set from a set of clauses given for a 3SAT problem:

(1) For each variable $a$, use three unique control variables: $a, A$ and $\bar{A}$.

Similarly for variable $b, c$ and $d$.

(2) For each clause, use a unique control variable. $X_1$ for $C_1$ and $X_2$ for $C_2$ in our case.

(3) For each occurrence in $C_i$ use a unique control variables $A_i$, $i=1$ or $2$ for our case.

(4) Construct the following four special threads involving four unique control variables $S_1$.
S2, S3 and S4, plus one binary semaphore s:

Thread 0: Initialization

\[
\begin{align*}
W(S1,0); \\
W(S2,0); \\
W(S3,0); \\
W(S4,0); \\
W(X1,0); \\
W(X2,0); \\
W(A,0); \\
W(A',0); \\
W(B,0); \\
W(B',0); \\
W(C,0); \\
W(C',0); \\
W(D,0); \\
W(D',0); \\
W(A1,0); \\
W(A2,0); \\
W(B1,0); \\
W(B2,0); \\
W(C1,0); \\
W(D2,0); \\
W(S1,1);
\end{align*}
\]

Thread 1: \(R(S1, 1);\)

\[
\begin{align*}
V(s); \\
P(s); \\
W(S4,1); \\
W(S2,1);
\end{align*}
\]

Thread 2: \(R(S1, 1);\)

\[
\begin{align*}
R(S4,1); \\
V(s); \\
P(s); \\
W(S2,1);
\end{align*}
\]

Thread 3: \(R(S1, 1);\)

\[
\begin{align*}
R(X1,1); \\
R(X2,1); \\
W(S4,1);
\end{align*}
\]

(5) For each literal in a clause construct a thread in the way specified next (simulation of clauses):

Thread 4: \(R(S3,1); R(a,1); W(X1,1); W(A1,1)\) for literal \(a\) in \(C_1\)

Thread 5: \(R(S3,1); R(b,1); W(X1,1); W(B1,1)\) for literal \(b\) in \(C_1\)

Thread 6: \(R(S3,1); R(c,0); W(X1,1); W(C1,2^*)\) for literal \(\overline{c}\) in \(C_1\)

Thread 7: \(R(S3,1); R(a,0); W(X2,1); W(A2,2)\) for literal \(\overline{a}\) in \(C_2\)

Thread 8: \(R(S3,1); R(b,1); W(X2,1); W(B2,1)\) for literal \(b\) in \(C_2\)

Thread 9: \(R(S3,1); R(d,1); W(X2,1); W(D2,1)\) for literal \(d\) in \(C_2\)

(6) Construct two special threads as follows:

Thread 10: To allow Thread 4 through Thread 9 to proceed when there is no satisfiable assignment for the clause set \(C\) so the corresponding trace set will not fail.

\[
\begin{align*}
R(S1,1); \\
R(S2,1);
\end{align*}
\]

4. Use value 1 if the literal is not in negative form. Use value 2 otherwise.
R(S3, 1);
W(S4, 1);
W(a, 1);
W(b, 1);
W(d, 1);
R(A1, 1);
R(B1, 1);
R(B2, 1);
R(D2, 1);
W(a, 0);
W(c, 0);
R(A2, 2);
R(C1, 2);

Thread 11: Wait until assignment is simulated.

R(S1, 1);
R(A, 1);
R(A, 1);
R(B, 1);
R(B, 1);
R(C, 1);
R(D, 1);
R(D, 1);
W(S3, 1);

(7) For each variable construct two threads as follows (simulation of variable assignments):

Thread 12: R(S1, 1);
W(a, 1);
W(A, 1);

Thread 13: R(S1, 1);
W(a, 0);
W(A, 1);

Thread 14: R(S1, 1);
W(b, 1);
W(B, 1);

Thread 15: R(S1, 1);
W(b, 0);
W(B, 1);

Thread 16: R(S1, 1);
W(c, 1);
W(C, 1);

Thread 17: R(S1, 1);
W(c, 0);
W(C, 1);

Thread 18: R(S1, 1);
W(d, 1);
W(D, 1);

Thread 19: R(S1, 1);
W(d, 0);
\[ W(5, 1) \]

So the trace set \( T = \{, \{ t_1 \}\} \) where \( i \) ranges from 0 to 29 inclusive in this case.

In general, there will be \( 3m \) (construction rule 1) + \( n \) (construction rule 2) + \( 3n \) (construction rule 3) + 4 (construction rule 4), or equivalently, \( 3m + 4n + 4 \) control variables used, and \( 6 \) (construction rule 4 and 6) + \( 3n \) (construction rule 5) + \( m \) (construction rule 7), or equivalently, \( 3n + m + 6 \) threads. Using the above trace set, we now prove the theorem.

2. The Proof

(i) The problem is in NP.

Since it takes only polynomial time to construct an interleaving of events in trace set \( T \) and to verify whether the interleaving corresponds a synchronization failure, the problem is in NP.

(ii) The construction takes polynomial time.

This is easy to see from construction rules (1) to (7). In fact the construction takes \( O(\max(m, n)) \) time only. What remains to be shown is the following:

(iii) The trace set from above construction contains synchronization failure iff \( C \) is satisfiable.

'if' part: \( C \) is satisfiable with some assignment of true and false for every variable. That implies that at least one of three \( W(X1, 1) \) and at least one of three \( W(X2, 1) \) (see construction rule 5) must be able to be executed, which further implies that \( W(S4, 1) \) in Thread 3 must be able to be executed before \( R(S4, 1) \) in Thread 2 and \( V(s) \) in Thread 1, which implies that \( V(s) \) in Thread 1 and \( V(s) \) in Thread 2 can collide and the trace set \( T \) has a failure behavior.
'only if' part: C is not satisfiable with any assignment of true and false for every variable. That implies that there is at least one Ci whose components are all assigned a false value. That is, if not both, either none of three W(X1, 1) or none of three W(X2, 1) (see construction rule 5) can be executed before Thread 10 can be started. Therefore Thread 3 cannot be completed before R(S2, 1) is complete, which implies its W(S4, 1) can only be executed after W(S2, 1) of Thread 1 or Thread 2. Since the R(S4, 1) that Thread 2 contains must wait until after some W(S4, 1) is executed and there is only one other W(S4, 1) in Thread 1, W(S4, 1) in Thread 1 must be executed before R(S4, 1) of Thread 2. That implies then V(s) of Thread 1 must be consumed by P(s) of the same thread, and V(s) of Thread 2 must be consumed by the P(s) in Thread 2. No more token collision is possible. Also notice that when either W(S2, 1) (in Thread 1 or Thread 2) is executed, Thread 10 will be able to proceed. As one can see Thread 10 will enable Thread 4 through Thread 9 to complete if they are not completed yet. When Thread 4 through Thread 9 are all completed, Thread 3 will complete and every event of the trace set T will be executed eventually. Thus T cannot fail. QED.
Appendix E  Experiment Environment

The experiments for running synchronization failure detection algorithms use the SPARC 2 workstation from Sun Microsystems. The software consists of the following five projects:

Project 1 includes the algorithm GFD and the related algorithms: the algorithm for on-demand unfolding of semaphore trees, the Modified GBE and GNR.

Project 2 includes the interleaving-based simulation algorithm IL.

Project 3 includes the algorithm FC, which uses full-cross product Y to detect global failures.

Project 4 estimates the number of leaves of a local behavior tree for Project 3 so that we can control the memory space and CPU time for Project 3 to run.

Project 5 is a user interface for the conversion of trace set from its external representation to its internal representation required by the above projects.

The software is written using OSF GNU C++ language and consists of about 2000 lines C++ code.
Glossary of Arrows

$ev1 \xrightarrow{p.l} ev2$ (or $ev1 \xrightarrow{\_} ev2$): Program order in an execution. $ev1$ and $ev2$ are from the same program thread and $ev1$ is ordered immediately before $ev2$ in an partial order execution or a partial order representation of a total order execution.

$ev1 \xrightarrow{c.l} ev2$ (or $ev1 \xrightarrow{\_} ev2$): $ev1$ is the last event that is executed before $ev2$ and in conflict with $ev2$ in an execution.

\[ \xrightarrow{p} : \text{Transitive closure of } \xrightarrow{p.l}. \]
\[ \xrightarrow{l} : \text{Either } \xrightarrow{p.l} \text{ or } \xrightarrow{c.l}. \]
\[ \xrightarrow{} : \text{Transitive closure of } \xrightarrow{l}. \]

$ev1 \xrightarrow{a.l} ev2$: if $ev1 \xrightarrow{c.l} ev2$ but not $ev1 \xrightarrow{p} ev2$.

$op1 \xrightarrow{} op2$: Represents inter-processor data dependency between data operation $op1$ and $op2$. 

196