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ABSTRACT

Structural Classification and Relaxation Matching of Totally Unconstrained Handwritten Numerals

Louisa Lam

In this thesis, the design and implementation of a system to classify unconstrained handwritten numerals are described. The system comprises a feature extractor and two classification algorithms functioning in sequence.

In the feature extraction process, the skeleton of a character pattern is decomposed into geometrical primitives consisting of line segments and convex polygons. A set of features is then extracted from each primitive, and these features provide the criteria for classifying the pattern.

The recognition process contains a structural classifier to identify the easily recognizable samples, and a relaxation algorithm to classify the rest of the data. The structural classifier is fast and processes the majority of the samples, while the relaxation method is robust enough to correctly recognize most of the distorted patterns.

The system was trained and tested on real-life ZIP codes obtained from the U.S. Postal Services. For the training set of 4000 samples, a recognition rate of 97.38% was obtained, while the recognition rate for the 2000 samples in
the testing data was 96%.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Machine recognition of handwritten characters has been intensively and extensively studied during recent years. It is an intrinsically interesting problem, and satisfactory solutions to this problem would be very useful in various applications where it is necessary to process large volumes of handwritten data. A variety of approaches have been proposed and tested in research work on this subject ([23], [38]). The approaches have included the use of heuristics ([13] for example), structural and syntactic classifiers ([1], [8], [26] and [40] for example), and statistical descriptors ([11], [13], [22], [39] and [42] among others).

In particular, automatic recognition of totally unconstrained handwritten characters proves to be an even more challenging problem due to the geometric diversity of characters produced by writers with different habits and styles. Given the almost continuous spectrum of handwritten characters produced in the absence of constraints, any classification of them into a limited number of discrete
classes would inevitably contain a margin of error. It is interesting to note that even human beings, who have been trained to a greater extent than any computer, make about 4 percent mistakes when reading in the absence of context [37].

In research work on machine recognition of unconstrained handwritten characters, the result obtained would naturally be highly dependent on the quality and variability of the data used. It would depend, for example, on the number of authors producing the data, the conditions under which the samples are written, the sizes of the training and testing sets, and even on the methodologies employed in the calculation and reporting of the result itself. All these are in addition to the more fundamental issue of the particular pattern recognition system being used. So it is not surprising that recent research on automatic recognition of unconstrained handwritten numerals (for example, [1], [5], [7], [36] and [35]) has resulted in diverse recognition rates ranging from 93% to 99.5% on testing data.

1.2 General Pattern Recognition Systems

While many different approaches have been used by numerous researchers for the recognition of patterns, a general pattern recognition system can be considered, with vast oversimplification, to contain 3 basic components: a
preprocessor, a feature extractor, and a pattern classifier. A simple block diagram of such a system is given in Figure 1.2.1.

![Block Diagram](image)

**Figure 1.2.1 A General Pattern Recognition System**

Under this general scheme, an input pattern, usually in the form of a matrix, is first passed through a preprocessor for smoothing and image enhancement. Significant and characterizing features are then extracted, and finally a classification is made of the pattern on the basis of the extracted features. Extraction of features is usually highly problem dependent, since what constitutes distinguishing features would depend strongly on the patterns to be classified. This process reduces an input pattern to its essential features, so it reduces the amount of memory required for storing the pattern, and at the same time it minimizes certain local distortions present in the pattern. Once the features have been extracted, a great variety of techniques can be used to classify the pattern according to its features.
1.3 The Proposed Recognition System

In this work, a character pattern is first decomposed into certain basic geometric subpatterns or primitives, after which the pattern is classified according to the features of these subpatterns and the connectivity between them. This is accomplished by the following procedure:

1. Preprocessing. An input character pattern is smoothed and skeletonized. The skeleton is then traced, and the curves obtained are approximated by line segments.

2. Feature extraction. The character is normalized in size and decomposed into its basis subpatterns or primitives which consist of convex polygons and line segments. Features are extracted from each primitive.

3. Structural classification. Based on the configuration of primitives, certain patterns with simple structures are classified in this phase by decision trees according to their primitives and the features extracted from these primitives.

4. Relaxation matching. The patterns not recognized by the structural classifier are matched against a set of templates using a relaxation process, and the distance between the pattern and each template is calculated. The
pattern is then classified according to the minimum distance criterion.

A block diagram of this recognition system is given in Figure 1.3.1.
1.4 An Outline of this Thesis

In this work, a character pattern is decomposed into its basic primitives, and features are extracted from each primitive. The character is then classified according to the features extracted, either by the structural classifier or by relaxation matching against a set of stored masks. This recognition system is trained and tested on different sets of totally unconstrained handwritten numerals obtained from ZIP codes in the U.S.

In Chapter 2, the preprocessing of the input pattern is discussed. The input pattern is skeletonized and the skeleton is traced.

Chapter 3 contains a description of the primitives and of the process whereby these primitives are determined. The features to be extracted from the primitives are then described.

In Chapter 4, the first phase of the recognition process, that of structural classification, is described. The more easily recognizable samples can generally be classified in this phase by the use of decision trees, and only the more difficult patterns are processed through the heavy computational demands of relaxation matching.

In Chapter 5, the relaxation method is considered, and details are given of the method as it is applied in this
work.

Chapter 6 contains the results obtained by this recognition system as well as analyses of these results, and we conclude with some observations and possible directions for further work in Chapter 7.
CHAPTER 2

PREPROCESSING

2.1 Introduction

The input patterns used in this work have already been binarized. These binary patterns are skeletonized, and condition codes are assigned to the pixels of the resulting skeleton. The use of these condition codes helps to determine the starting and end points of each portion of the skeleton to be traced, and it also facilitates the tracing process itself. The skeleton is then traced in sections.

2.2 Skeletonization

In this work, the skeletonization package used is that of [2]. This package contains two main phases: thinning and adjusting. In the thinning process, the pattern is smoothed, the contour is traced, and the trace-points are stripped. This is performed repeatedly, with the tracing done in alternately clockwise and counterclockwise directions on the outside as well as the inside of the contours in order to obtain a balanced, thinned image.
Adjustments are then made of the skeleton when necessary in order to obtain a curve that is close to the medial axis of the pattern.

While the benefits of using skeletonization in pattern recognition are not universally agreed upon, there are certain distinct advantages to using a thinned image rather than the contour of the pattern. By using skeletons, the outline of each character is traced once instead of twice (once for each of the inside and outside contours). So the number of curves, and hence the number of primitives obtained, would be reduced by about a factor of two. This results in a simpler structural classification scheme, and the advantage is even more significant in relaxation matching, where both memory and time requirements would be reduced by the use of skeletons. The memory required for storing the masks would be halved when skeletons are used, and in relaxation matching, where each primitive of each template is matched against each primitive of the input pattern, a similar reduction in computational time is obtained.

However, it must be noted that skeletonization by the use of software is a time-consuming process; the package used here requires an average of 0.35 seconds to process a character. Besides, any skeletonization package, however well designed, would create certain distortions and accentuate some local irregularities such as noise spurs.
Cross points are always a problem; lines frequently become discontinuous when they pass through these points. Sometimes, as a result of skeletonization, a sample of the character '8' would become a 'typical' sample of the character '9' when the inside opening of the bottom loop is very small in the original pattern, thus resulting in an understandable misclassification.

It would appear that some of the distortions caused by skeletonization may be diminished if the skeletonization process were designed to be problem dependent, and the type of primitives to be extracted are taken into consideration during the thinning of the patterns. This point of view has been considered and implemented [24] for the strokes of Chinese characters.

2.3 Coding of the Thinned Pattern

In order to decompose a thinned character into primitives while preserving the connectivity of the primitives, it is important to trace each section of the skeleton from an end point to a junction point, or vice versa. To obtain the intersection and end points for the tracing, and to facilitate the tracing process, each point in the skeleton is assigned a condition code according to the configuration of pixels in the 3x3 window centered at the given point. The coding scheme used here is an
adaptation of that in [24], and it has been used in [20], so it will only be briefly mentioned here.

A skeletonized character is represented by a binary matrix. Suppose the pixel $P_{i,j}$ has the 3x3 window shown in Figure 2.3.1.

<table>
<thead>
<tr>
<th></th>
<th>$P_{i-1,j-1}$</th>
<th>$P_{i-1,j}$</th>
<th>$P_{i-1,j+1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{i,j-1}$</td>
<td>$P_{i,j}$</td>
<td>$P_{i,j+1}$</td>
<td></td>
</tr>
<tr>
<td>$P_{i+1,j-1}$</td>
<td>$P_{i+1,j}$</td>
<td>$P_{i+1,j+1}$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.3.1 3x3 Window of Pixel $P_{i,j}$

Let $S$ be the sum of the 8 neighboring entries of $P_{i,j}$. The condition code $C_{i,j}$ of $P_{i,j}$ is assigned a value in the set $\{-9,-8,\ldots,0,1,\ldots,9\}$ according to the following rules:

**Rule 1:** If $S \geq 3$, then $P_{i,j}$ is a junction point and $C_{i,j} = -9$.

**Rule 2:** If $S = 1$, then $P_{i,j}$ is an end point and $C_{i,j}$ is assigned a value in $\{-8,-7,\ldots,-1\}$ as shown in [24].
Figure 2.3.2(a).

Rule 3: If $S=2$, then $C_{i,j}$ is assigned a value in $\{0,1,\ldots,9\}$, as shown in Figure 2.3.2(b).

(a) Negative Condition Codes from $-1$ to $-8$

(b) Positive Condition Codes from $0$ to $9$

Figure 2.3.2 Condition Codes
There is one significant difference, however, between [20] and this work in the way the condition codes are used. In the previous work, the codes in \{0, 5, 6, 7, 8, 9\} are considered to denote possible turning points, and these points are tested accordingly. In this work, only the negative condition codes have topological significance since they represent end points and junction points. The non-negative condition codes, however, are used to speed up the tracing process when considered in conjunction with the coordinates of the preceding pixel.

For example, if \( C_{i,j} = 5 \) and the predecessor of \( P_{i,j} \) is \( P_{i-1,j} \), then the next pixel to be traversed would be \( P_{n_{i},n_{j}} \), where

\[
(n_{i},n_{j}) = \begin{cases} 
(i-j+p_j, 2*j-p_j) & \text{if } i=pi, \\
(i, 2*j-p_j) & \text{otherwise.}
\end{cases}
\]

Similar formulas are derived to determine the location of the next pixel for the other positive condition codes. In this way, a curve is traced until a pixel with a negative code is encountered, indicating that the end of a section of the skeleton is reached.
2.4 Tracing of the Skeleton

The tracing of each curve starts, in the order of preference, from

(1) an end point,

(2) a junction point, and

(3) the upper left hand corner for characters such as a closed 'O' in which there are no end or junction points.

The tracing proceeds, whenever possible, in the order in which the characters are usually written, from the top of the character downwards. When a curve is traced from an end point of the skeleton to a junction point, the tracing will next resume from this junction and proceed outwards. This was designed to preserve the connectivity of the character.

Each pixel encountered in the tracing process is stored in an array while the pixel is 'switched off'. This ensures that pixels are traversed only once, and it also enables the procedure to determine when a skeleton has been completely traced in the case of characters containing disjoint strokes.

The non-negative condition codes serve to indicate the location of the next pixel, while encountering a negative condition code indicates that the tracing is complete for a section of the skeleton. If tracing ends at a junction
point, then the locations of all the adjoining junction points are averaged to give the end point of this section of the skeleton. This end point would also be the starting point of all other branches originating from this junction, so it is stored accordingly. An example of this is given in Figure 2.3.3, where the branch points to be averaged are denoted by '−', and the end points of curves are denoted by letters of the alphabet.

![Figure 2.3.3 End Points of Traced Curves](image)

After a curve has been traced, it is approximated by line segments. The line segments are then grouped into primitives.
CHAPTER 3

DESCRIPTION AND EXTRACTION OF FEATURES

3.1 Introduction

In the feature extraction phase of pattern recognition, the features to be extracted are naturally dependent on the recognition algorithm to be used. In this work, the ultimate aim is to study the applicability of the relaxation method to the recognition of handwritten numeric characters, so the primitives and features are designed in accordance with this objective.

The relaxation method has been applied to the recognition of handwritten Chinese characters [43]. Since Chinese characters are composed mostly of linear strokes, it is natural to use line segments as their primitives. So in [43], character patterns are approximated by line segments, and features are extracted from these line segments for relaxation matching.

However, the number of approximating line segments per character obtained by the above-mentioned process is relatively large, due partly to the complexity of Chinese
characters and partly to the fact that the contour of the character is used rather than the skeleton. In this work, the skeletons of the characters are used. In addition, it was felt that, in the case of handwritten numeric characters, curves occur with equal or greater frequency than linear strokes, so the use of line segments alone as primitives might not have been the best approach for the character patterns to be classified here. While curves can always be approximated by line segments, the number of line segments used would be highly dependent on the shape of the particular curve. The use of line segments as primitives may therefore result in curves of the same basic type being represented by different numbers of primitives, thus adding another variable to the matching process.

As a result, it was decided to use convex polygons and line segments as primitives, with the polygons approximating curves. Apart from adhering more to the nature of the characters, the use of polygons also resulted in curves of the same type being represented by a more consistent number of primitives independently of their curvatures. Some of the practical advantages of using polygons are reduced storage requirements and more rapid classification. The majority of primitives are composed of several line segments, so the number of primitives per character is significantly reduced. (On the average, each primitive contains 3 line segments). Consequently, less memory is
required for storing the masks, and relaxation matching is performed on a smaller feature set, hence it can operate more quickly. In addition, this choice of primitives has made possible the use of a fast, structural classifier to process the more easily recognizable characters.

The curves traced are thus approximated by convex polygons and line segments. Since the character patterns have very different sizes ranging from about 7x12 to 53x53, they are normalized in size for matching. This is easily accomplished since normalization is necessary only for the vertices of the polygons and the end points of the line segments. Features are then extracted from each primitive.

3.2 Description of the Primitives

As stated above, the primitives are convex polygons and line segments. It should be noted, however, that the convex polygons may be 'open', or that the polygonal convex regions may be unbounded. (A polygonal region is unbounded if and only if it contains a ray). The polygons are classified as east, north, west, and south as shown in Figure 3.2.1.
Figure 3.2.1 Classification of Polygons

The polygons shown have four sides each, but in this work no distinction is made between polygons having different numbers of sides as long as they have the same orientation, even though a polygon must have at least two sides for obvious reasons.

Due to the continuous rotation that polygons can undergo, the border lines between east and north polygons, east and south polygons etc. are necessarily fuzzy. In the structural classification phase, a polygon is considered to be north or south if the starting and end points of the polygon are at most three rows apart, and they are considered to be east or west otherwise. The direction of the opening then determines the rest. In the relaxation matching of the primitives, polygons are considered to be either east or west only, since at that stage the features extracted from the primitives are used in the calculations,
and these features would also act as distinguishing characteristics.

In both phases of classification, closed polygons or loops are considered to be a different type of primitive. So three types of primitives are used:

1. loops,

2. convex polygons with unbounded regions; these can be east, west, north, or south, and

3. line segments.

3.3 Decomposition into Primitives

When the skeleton of a character has been traced, the curves obtained are decomposed into a set of primitives of the types described above. This decomposition of a pattern is achieved in several steps. The traced curves are first approximated by sequences of line segments, after which the end points of the line segments are normalized so that all the resulting patterns would have the same size for relaxation matching. Some sequences of approximating line segments would already form primitives of the required types, while others may have to be regrouped into appropriate primitives.
3.3.1 Polygonal Approximation of Curves

In the approximation of a curve by a polygon, various approaches have been proposed (for example, [16], [25], and [31]). In this work, the curves to be approximated are relatively short, since tracing of a curve must terminate when an end point or a junction point of the skeleton is reached.

The polygonal approximation algorithm used here is adapted from that in [29]. Using this method, the beginning and end points of a curve are first determined. This is obvious if the curve is not closed; in the case of a closed curve, two points that are extreme in opposite directions can be used. A line segment is then drawn to connect these two points, and the point on the curve that is farthest away from this line is added as a vertex of the polygon, provided this maximum distance exceeds a certain threshold value. This process is performed iteratively, using a stack, until no more vertices can be added.

Due to the diverse sizes of the characters being considered, it was found that no constant threshold value would yield satisfactory approximations in all cases. Consequently a piecewise linear thresholding function was decided upon for flexibility and ease of computation.
For any character, the threshold value $T$ used is defined by

$$
T = \begin{cases} 
1.2 & \text{if } X \leq 30, \\
X \times 0.04 & \text{if } 30 < X < 50, \\
2 & \text{otherwise},
\end{cases}
$$

where $X = m + n$ if the character has dimensions $m \times n$.

The upper limit for $T$ was established in order that small subpatterns in a large character are not overly simplified. At the same time, a lower limit was set to avoid approximating a small character by an excessive number of line segments. The thresholding function is graphed in Figure 3.3.1.
Figure 3.3.1 Graph of Thresholding Function in Polygonal Approximation

Figure 3.3.2 illustrates the polygonal approximation of some skeletons. In this figure, letters of the alphabet in the traced skeleton denote the end points of approximating line segments.

When the end points of all approximating line segments have been determined, these points are transformed so that all resulting patterns would have the same dimensions.
Figure 3.3.2 Polygonal Approximation of Characters

3.3.2 Normalization of Patterns

In order to accurately match character patterns against templates using features (to be described in Section 3.4) which include the coordinates of the starting and end points of primitives as well as the distance between these points, it is important that all patterns should have the same size. So size normalization is required.

For the rest of the feature extraction process, only the end points of the approximating line segments are significant. Consequently, normalization should be performed when these points have been determined, and only these points would have to be transformed. This requires a
smaller number of computations, and it also circumvents the problem of normalizing the skeleton itself, where breaks may be created. On the average, a character contains 55 pixels in its skeleton, and normalization is required for only 7 points.

Each character is normalized so that the resulting character has dimensions 25x20, the average dimensions of the data set. This is achieved by using the affine transformation

\[ P(x,y) = \frac{19*(x-1)}{(n-1)}+1, \frac{24*(y-1)}{(m-1)}+1 \]

when the matrix has dimensions mxn. It is well known that the image of a convex set (in euclidean n-space) under an affine transformation is also convex [12], so the types of the primitives are invariant under this transformation.

After normalization, characters have dimensions 25x20. It is obvious that the normalization process does change the appearance of some characters, especially those whose original dimensions are far from the ratio 5:4. This distortion is problematic in some samples of the character 'l', where the presence of a weak cavity may result in an approximation that is closer to a '7'. This problem has been eliminated here by the use of a repeated approximation for certain characters, and this will be discussed in Section 4.3. In other characters, the distortion introduced
does not pose serious problems, and normalization is necessary for the application of relaxation matching.

3.3.3 Determination of Primitives

When each curve of a character skeleton has been approximated by a sequence of line segments, the line segments are rearranged into primitives when necessary. This rearrangement may be required for the following reasons:

(1) A very short line segment that is connected at only one end is assumed to be caused by noise and discarded, thus necessitating the merging of the line segment sequences to which this segment was connected. This is illustrated in Figure 3.3.3, where the deletion of the short segment results in a merging of its neighboring line segments shown in (b). A line segment is discarded this way when it contains at most \( k \) pixels, where

\[
k = \min\{0.08*(m+n), 4\}
\]

for a character with dimensions \( mn \).
(a) Original Approximation  (b) New Approximation

Figure 3.3.3 Discard of Short Line Segment

(2) An approximating polygon is not convex. In this case it would be decomposed into two or more convex polygons or line segments.

It should be noted at the outset that this second consideration is necessary only for open polygons. Closed polygons occur from the approximation of loops, and loops are identified immediately from the fact that the starting and end points of the traced curves coincide.

The decomposition of open polygons into convex polygons is described in the next subsection.
3.3.4 Convexity of Polygons

To determine whether a polygon is convex, it is sufficient in the majority of cases to consider the direction of rotation as the sides of the polygon are traversed in order. If the rotations measured by the interior angles of the polygon do not have the same (clockwise or counterclockwise) direction, then the polygon is not convex. For example, the 6-sided polygon in Figure 3.3.4 has 5 interior angles $\theta_1 - \theta_5$. Since $\theta_1$ and $\theta_2$ represent clockwise rotation while $\theta_3$ is counterclockwise, the polygon should be segmented at the vertex of $\theta_3$.

![Diagram of polygon with angles $\theta_1$, $\theta_2$, $\theta_3$]

Figure 3.3.4 Decomposition into Convex Polygons

However, the above condition, while sufficient, is not necessary. This is illustrated by the polygons in Figure 3.3.5, where the direction of rotation remains the same in each case even though the polygon is not convex.
These are referred to as 'eddy-type' shapes in [22].

(a) Clockwise Rotation    (b) Counterclockwise Rotation

Figure 3.3.5 'Eddy-type' Shapes

As a result, the sum of the interior angles of a polygon is used here to determine its convexity, while the direction of rotation is used to determine the direction of its opening, that is, the type of the polygon.

It is well known that the sum of the interior angles of an $n$-sided convex polygon is $(n-2)\pi$ radians. (These polygons are closed). To determine if an $n$-sided open polygon is convex, it can be assumed that $n \geq 2$, since an open polygon having only 2 sides must be convex. By joining the starting and end points of the polygon, a closed polygon having $(n+1)$ sides is obtained. In the polygon shown in Figure 3.3.6(a), for example, the polygon having vertices A,
B, C, and D is convex since \( \theta_0 + \theta_1 + \theta_2 + \theta_3 = 2\pi \) radians. This polygon, however, cannot be extended to include vertex E since a calculation of the newly formed angles \( \theta_0', \theta_1', \) and \( \theta_4' \) shown in Figure 3.3.6(b) results in \( \theta_0' + \theta_1' + \theta_2' + \theta_3' + \theta_4' \neq 3\pi \) radians. In fact, the sum of these angles equals \( 3\pi \) if and only if \( \theta_3' = \pi \), which would be a contradiction since it implies that the vertices C, D, and E are collinear. So the first convex polygon cannot contain vertex E, and point D must be the junction of the two convex polygons.

![Figure 3.3.6 Angles of a Polygon](image)

When the approximating line segments have been grouped into primitives, the type of each polygon is determined by the procedure described in the next subsection.
3.3.5 Types of Polygons

For a convex polygon, its type is determined by the direction of rotation of its interior angles when the sides of the polygon are traversed in order. Since the polygon is convex, the direction of rotation must remain the same for all interior angles as previously stated, so it is necessary to determine the direction of rotation for only one such angle.

The direction of rotation of an angle is determined here by the vector product of the vectors that form the arms of the angle. Since the vectors are on the xy-plane, they can also be considered as vectors in 3-dimensional space, and the vector product of two such vectors is easily calculated. It is an elementary result that the vector product of two vectors is a vector in the direction of the positive z-axis when the rotation from the first vector to the second is counterclockwise, and it is a vector in the direction of the negative z-axis when the rotation is clockwise.

At this stage of the feature extraction process, the coordinates of the vertices of the polygon are known, so the vectors and their vector products are easily calculated, thus the direction of rotation is determined.

As previously stated, a polygon is classified as north or south when its starting and end points are located at most three rows apart, and it is classified as east or west
otherwise.

A west polygon is obtained if

(i) the rotation is counterclockwise when the polygon is traced downwards (that is, the end point of the polygon is below the starting point), or

(ii) the rotation is clockwise when the polygon is traced upwards.

This is illustrated in Figure 3.3.7(a), where the two west polygons shown are obtained from the above conditions.

A south polygon is obtained if the starting and end points are located at most three rows apart, and

(i) the rotation is counterclockwise when the polygon is traced from left to right, or

(ii) the rotation is clockwise when the polygon is traced from right to left.

East and north polygons are defined analogously. Figure 3.3.7(b) shows two east polygons obtained from clockwise and counterclockwise rotations respectively, and Figure 3.3.7(c) shows a south and a north polygon that together constitute a sample of the character '8'.

(a) Two West Polygons  (b) Two East Polygons

(c) North and South Polygons

Figure 3.3.7 Types of Polygons
After the type of each primitive has been determined, the primitives are numbered. Figures 3.3.8 and 3.3.9 illustrate the process through which a binary character is decomposed into primitives. The binary character is shown in (a) and its skeleton is shown in (b); the polygonal approximation is shown in (c), and the resulting primitives are shown in (d). In this and subsequent figures, letters of the alphabet in the approximations denote the end points of line segments, while numerals represent the numbers of the primitives.
Figure 3.3.8 Decomposition of a Character '2'
Figure 3.3.9 Decomposition of a Character '8'
3.4 Features extracted from Primitives

When all the primitives of a character have been determined, the following features are extracted from each primitive:

(1) The coordinates of its starting point.

(2) The coordinates of its end point.

(3) The coordinates of its center. This is obtained by averaging the maximum and minimum row and column numbers of the vertices in the primitive.

(4) The length. This is the distance between the starting and end points. If the primitive is a line segment, this feature is its length; if the primitive is a polygon, this represents the width of its opening.

(5) The type of the feature; this is represented by a number as follows:

<table>
<thead>
<tr>
<th>Type of Feature</th>
<th>Type Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line segment</td>
<td>-2</td>
</tr>
<tr>
<td>Loop</td>
<td>0</td>
</tr>
<tr>
<td>'Near' loop</td>
<td>1, 2, 3, 4</td>
</tr>
<tr>
<td>Polygon</td>
<td>5, 6, 7, 8</td>
</tr>
</tbody>
</table>

for west, south, east, and north respectively.
A polygon is assumed to be a loop if its length is at most 4.5 units; otherwise it is designated a 'near' loop if its length is at most 8. The criterion for loops was designed to deal with the frequent occurrence of broken loops in the data set. 'Near' loops are used only in structural classification; in this phase, not all the extracted features are used, and so a finer partition among the primitives is useful.

(6) The direction; this is the angle from the horizontal axis to the line joining the starting and end points. If the primitive is a line segment, this obviously measures its slope; if the primitive is a polygon, this indicates the angle of its opening, which is useful in some cases.

(7) The starting point primitives. These are the primitives that end at the starting point of the primitive being considered.

(8) The end point primitives. These are the primitives that start at the end point of the primitive being considered.

The features (7) and (8) are significant since they define the connectivity of the primitives, and this provides the contextual information used in relaxation matching. This information is not used in structural classification.
In order to reduce the structure of a character to its essential components, primitives which are very short line segments (with length less than 1.5 units) are ignored. Since this would create gaps between some primitives, two primitives are considered to be adjoining if the starting point of one is located within 1.5 units of the end point of the other. So the starting and end point primitives are determined accordingly.

The feature extraction process, from reading and tracing of the skeleton to obtaining all the features, requires on the average 0.08 seconds per character.

Figure 3.4.1 shows a character and its approximating primitives, and Table 3.4.1 lists the features extracted from these primitives.
Figure 3.4.1 A Skeleton and its Primitives

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Starting Point</th>
<th>End Point</th>
<th>Center</th>
<th>Length</th>
<th>Type</th>
<th>Dir</th>
<th>SPP</th>
<th>EPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A(1,20)</td>
<td>B(12,13)</td>
<td>6,16</td>
<td>13.06</td>
<td>-2</td>
<td>58</td>
<td>2,5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>B(12,13)</td>
<td>C(14,8)</td>
<td>13,10</td>
<td>5.39</td>
<td>-2</td>
<td>22</td>
<td>1</td>
<td>3,4</td>
</tr>
<tr>
<td>3</td>
<td>C(14,8)</td>
<td>E(6,7)</td>
<td>10,5</td>
<td>8.06</td>
<td>7</td>
<td>97</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>C(14,8)</td>
<td>G(25,1)</td>
<td>19,4</td>
<td>13.04</td>
<td>5</td>
<td>58</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>B(12,13)</td>
<td>H(14,17)</td>
<td>13,15</td>
<td>4.47</td>
<td>-2</td>
<td>153</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Dir = Direction

SPP = Starting Point Primitives

EPP = End Point Primitives

Table 3.4.1 Features extracted from Primitives
CHAPTER 4

STRUCTURAL CLASSIFICATION

4.1 Introduction

When all features have been extracted from each primitive of a character, the classification process begins. While the aim was to classify handwritten numerals by the use of relaxation matching, and the features were extracted accordingly, it was felt at the same time that using relaxation matching alone would be very time-consuming. This algorithm requires the matching of every primitive of an input pattern against every primitive of a selected subset of masks, and heavy computations are involved. Even though the number of necessary comparisons has been significantly reduced through the added use of polygons (instead of line segments alone) as primitives, it would still be expedient to have an alternative classification scheme for the easily recognizable characters.

Consequently, a structural classification scheme was designed. This process was made possible by the choice of primitives, and these primitives together with some of their
features are the parameters used in the classification.

It is recognized at the same time that a structural classification scheme that can reliably identify all unconstrained handwritten numerals would have to be considerably more complicated than what is presented here. It may have to use more types of primitives [22] and/or more extracted features. The classification process may have to be more sophisticated ([1], [34], and [35] for example). Such was not the intention here.

Instead, the intention was to design a structural classifier that uses the features already extracted to classify the easily recognizable characters rapidly. Only the characters that cannot be classified in this phase are passed off to the heavy computational demands of relaxation matching. In the results given in Chapter 6, it can be seen that the use of this structural classifier does expedite the classification process significantly.

4.2 Use of Structural Classification

Generally, only characters having at most two primitives are processed through the structural classifier. Exceptions are made for certain samples of '4' and '8' whose distinctive structures make them easily recognizable. These are samples of '4' that are composed exclusively of at least five line segment primitives, and samples of '8' that
contain two loops joined by a line segment. In these samples of '8', the line segment between the loops is often the result of skeletonization.

Apart from these samples of '4' and '8', characters having at least three primitives are not considered in this phase. Characters having two primitives are considered if the primitives are aligned vertically so that the center of one primitive is at least 5 rows above the center of the other. All other characters are passed to relaxation matching, and the same is true of characters that the structural classifier cannot identify uniquely. About 80% of the samples are classified in this phase, and the other 20% are passed to relaxation matching.

4.2.1 Merging of Primitives

In certain input characters, a merging of the primitives is performed before structural classification. That this is desirable is illustrated by the samples in Figure 4.2.1
Figure 4.2.1 Samples with Primitives to be merged

Since tracing of the skeleton and determination of primitives always stop at end or junction points of curves, each of the samples in Figure 4.2.1 contains 3 primitives as shown. This means that the samples cannot be classified structurally (without increasing the complexity of the structural classifier) even though the samples are easily recognizable.

In view of the above, a criterion for merging primitives was established: two primitives are merged to form a new primitive if the merging results in a primitive, i.e., the result is a convex polygon or a line segment. Determination of this condition is by use of the same procedure described in Subsection 3.3.3.
As a result of merging, each of the samples in Figure 4.2.1 has 2 primitives as shown in Figure 4.2.2.

![Diagram showing the result of merging primitives](image)

Figure 4.2.2 Result of merging Primitives

It should be noted that merging primitives destroys the connectivity information: in each sample of Figure 4.2.2, the two primitives are no longer adjoining because the end point of the first primitive has been changed in merging. Since connections among the primitives are important parameters for relaxation matching, the merged primitives are used only for structural classification. In relaxation matching, the features used are those already described in Section 3.4.

In this way, each input character is represented by two slightly different sets of features. The second set of
features is easily obtained from the first. This also does not increase the memory requirements to any extent, since each character contains on the average only 2.3 primitives before merging and 2 primitives after merging. For the masks, of course, only one set of features would be required since they are used only for relaxation matching.

4.2.2 Features used in Structural Classification

In the structural classification of a character, the following features of each primitive are considered:

1. The type.

2. The center.

3. The length.

4. The direction.

The above are the parameters most often used. In addition, the following features are sometimes useful, and they are available from the feature extraction process.

5. The number of sides in a polygon; this measures how 'curved' a polygon is.

6. The direction of rotation: clockwise or counterclockwise.

7. The row and column displacements of the primitive:
these are the differences between the maximum and minimum row and column numbers of the vertices in the primitive. These values are obtained in the process of determining the center of the primitive, and they indicate the size of the primitive.

(8) The direction of the first line segment in the first primitive.

Use of these features in the classification process will be illustrated in Section 4.4.

Characters having at most two primitives are processed through the structural classifier using decision trees. The rules used in the decisions are derived from considerations of the characters not only as they are expected to be written, but also as they are actually written. In the process of defining this classification procedure, an initial set of rules were established through theoretical considerations of the structures of these characters. These rules were then gradually refined in the training process by their application to about 3000 characters in the training set.
4.3 Classification of Characters with One Primitive

The only numeric characters which can consist of only one primitive are some samples of the characters '0', '1', '6', and '7'. Naturally, these characters can also be written in a variety of ways consisting of more primitives. In fact, when the character '6' is more or less correctly written, it should contain at least two primitives. Nevertheless, given a character having only one primitive, the task is to determine the class (among the four noted above) to which this character can most reasonably be assigned. Some samples of such characters are shown in Figure 4.3.1.

Figure 4.3.1 Some Characters with one Primitive
These characters are classified according to the following rules:

(1) If the primitive is a loop or a polygon that is close enough to a loop, i.e., the opening is small, then the character is classified as '0'.

(2) If the primitive is a north or south polygon, the character is rejected since any classification of such would involve a high degree of uncertainty. These rejected characters are not passed on to relaxation matching.

(3) If the primitive is a west polygon, the character is classified as '7'; otherwise it is a '6'.

(4) If the primitive is a single line segment, the character is '1'.

In the application of Rule (1), the frequent occurrence of handwritten zeros with broken loops has to be taken into consideration. So it is necessary to determine when a polygon can be reasonably considered to be a loop. An empirically established condition is that the length of its opening should be at most 12.5. Of course this condition was used only for characters with one primitive.

In the application of Rule (3), it was found that samples of '1' that are written with weak cavities are sometimes approximated by polygons as a result of normalization. In order to avoid misclassifying these
characters, characters having only one primitive that is a polygon with at most three sides are approximated again using a larger threshold value in the polygonal approximation. This results in a coarser approximation which preserves only the broad outline of the character, and this new approximation is used in the classification. This procedure was very effective in distinguishing between samples of '1' and '7', and it does not affect the classification of other characters since these other characters would not have such simple structures.

Structural classification of characters having two primitives is considered in the next section.

4.4 Classification of Other Characters

For characters having two primitives, their structural classification is considerably more complicated, and the features of the primitives often have to be used as parameters in the decision-making process. Decision trees are used, with the top primitive as root and the assigned classes as leaves. It is well known that the geometric diversity of shapes for handwritten numerals makes linear separation difficult, so there is more than one leaf for each class.

As an example, the decision tree in Figure 4.4.1 might be considered.
Figure 4.4.1 Example of Decision Tree

The majority of the samples of the character '3' are classified according to the left branch of the tree in Figure 4.4.1. However, some samples of the characters '2' and '5' have the same two primitives; examples of these are shown in Figure 4.4.2.

In this and subsequent figures and discussion in this chapter, the primitives considered are those used in structural classification, so they are the result of merging primitives whenever this process is appropriate, and the numeric characters in the approximations represent the numbers of these primitives.
Figure 4.4.2 Samples of '2' and '5' with two West Polygons

As a result, features of the second primitive (its row displacement and direction of rotation) would have to be used to distinguish between samples of '2' and '3'. When the row displacement of the second primitive is small, or when its direction of rotation is clockwise, then the sample is classified as '2'; otherwise, it is a '3'.

The sample of '5' shown occurs due to the fact that the top horizontal stroke is sometimes lost in the preparation of the data. To distinguish between such samples of '5' and samples of '3', the number of line segments in the first primitive and the direction of the first line segment was considered. If the first primitive has only two line segments of which the first is between 60 and 90 degrees from the horizontal, then the sample is classified as '5';
otherwise it is a '3'.

The center branch of the tree in Figure 4.4.1 is a result of samples of '2', '4', and '7' shown in Figure 4.4.3.

Figure 4.4.3  Samples of '2', '4', and '7'

with same Primitives

The above sample of '4' is easily identified by considering the direction of the first primitive, since this angle is usually small. Distinguishing between the '2' and '7' is much more difficult, and the criteria used here (the direction and length of the second primitive) is not entirely successful.

The right branch of the tree in Figure 4.4.1 is a result of samples illustrated in Figure 4.4.4, and the feature used
to distinguish between them is the direction of the second primitive.

Figure 4.4.4 Samples of '2' and '4' with same Primitives

It must be admitted that in this structural classification, the distinguishing features selected are not entirely foolproof, and they do fail in some cases. However, this method does provide an efficient means for classifying 80% of the characters, and the recognition rate obtained is 98.08%.
4.5 Observations on Structural Classification

The structural classifier presented here is not a complete classification scheme for all handwritten numerals, and its efficacy depends on the particular character class. In this section, the effectiveness of this method is considered.

It is worth noting that there is very little difference between the results obtained from the training and testing sets when this method is used. There are essentially two reasons for this. First of all, this method deals with the general structures of the characters and their possible variations rather than with the particular samples themselves; no effort was made to modify the rules in order to accommodate highly unusual samples since that would inevitably lead to misclassifications elsewhere. Secondly, when the classification rules were refined during the training process, a large enough set of data (about 3000 samples) was classified so that the resulting rules can probably be applied with generality and consistency.

The applicability of this method to the classification of these characters is considered below. The results given here are the combined results from the training and testing data, so there are altogether 6000 characters, with 600 characters per class. As previously stated, not all the characters are classified in this phase; out of these 6000
characters, 4783 were classified, and a confusion matrix is given at the end of this section. Separate results for the training and testing sets are given in Chapter 6.

As might be expected, this classification scheme is most effective for the character classes '0', '1', and '7', which have the simplest structures. Samples of the character '9', however, usually contain only two primitives, and most of them are also classified in this phase.

For the character '1', no problems were encountered after the introduction of a coarser polygonal approximation for samples having only one primitive with at most three line segments. All samples of this character were classified correctly in this phase.

Almost all samples of the character '0' were classified structurally, and substitutions are due to extensions of the samples above the loop, causing them to be misclassified as '6' or '8'. (At the same time, some samples of '6' and '8' are misclassified as '0' when the top primitives of the samples are very small.)

Misclassifications of '7' are usually due to similarities between these samples and some samples of '4' and '9'. Substitutions of samples of '9' are due mainly to the fact that samples of this character can be continuously transformed to samples of '5', and vice versa. Some of the samples of '9' are visually ambiguous, and it is difficult
to distinguish them from certain samples of '5'. An example of this is given in Figure 4.5.2(f).

Samples of '3', '5', and '6' are also easy to classify structurally. Samples of '3' consist mostly of two west polygons, while those of '5' would contain a east polygon above a west polygon when the top horizontal stroke is not missing. Samples of '6' are classified by a loop topped by a line segment or a east polygon with a wide opening. In this scheme, an 'eddy-type' shape with clockwise rotation and a wide opening is also assigned to the class '6'; this seems reasonable since no other character can have this type of structure.

The structural classifier is not as widely applicable to samples of the characters '2', '4', and '8' because a large number of these samples contain at least three primitives. The character '2' has the lowest percentage (47%) of samples classified structurally. For the character '4', the problem is due partly to discontinuities at the cross point caused by skeletonization. It should also be noted that capturing the essence of this character in terms of the primitives selected has proved to be rather elusive; the top primitive, for example, can be a north, east, or west polygon depending on the way the character is written. The class '8' contains more samples with at least three primitives than any other character, partly as a result of broken loops and partly as a result of skeletonization (when a line segment is created.
between the two loops). Some common samples of '2', '4', and '8' with at least three primitives are shown in Figure 4.5.1.

Figure 4.5.1  Samples of '2', '4', and '8' with at least three Primitives

Since structural classification is highly geometric in nature, it also conforms to the human viewpoint. With very few exceptions, samples that appear easily recognizable are correctly classified, and substitutions occur among the visually ambiguous samples.

Out of 6000 samples, 4783 were classified in this phase, and 4691 samples were correctly classified, with recognition and substitution rates of 98.08% and 1.88% respectively. Only 2 samples were rejected in this phase since most
ambiguous samples are passed on to the next phase of the classification process. Some of the substitutions are shown in Figure 4.5.2, and the confusion matrix is given in Table 4.5.1.

Other decision trees are given in the Appendix.
(a) '0' classified as '2'  
(b) '2' classified as '3'

(c) '5' classified as '3'  
(d) '7' classified as '2'

(e) '7' classified as '9'  
(f) '9' classified as '5'

Figure 4.5.2 Substitutions in Structural Classification
<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>REJECTED</th>
<th>SUBSTITUTED</th>
<th>CORRECT</th>
<th>TOTAL</th>
<th>RECOGNITION RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>569</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>16</td>
<td>569</td>
<td>586</td>
<td>97.10%</td>
</tr>
<tr>
<td>600</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>600</td>
<td>600</td>
<td>100.00%</td>
</tr>
<tr>
<td>274</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>8</td>
<td>274</td>
<td>282</td>
<td>97.16%</td>
<td></td>
</tr>
<tr>
<td>491</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>13</td>
<td>314</td>
<td>328</td>
<td>95.73%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>482</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>482</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>11</td>
<td>482</td>
<td>493</td>
<td>97.77%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>536</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>536</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>17</td>
<td>536</td>
<td>553</td>
<td>96.93%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>274</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>559</td>
<td>571</td>
<td>97.90%</td>
<td></td>
</tr>
<tr>
<td>574</td>
<td>602</td>
<td>277</td>
<td>501</td>
<td>320</td>
<td>511</td>
<td>491</td>
<td>540</td>
<td>387</td>
<td>578</td>
<td>2</td>
<td>90</td>
<td>4691</td>
<td>4783</td>
<td>98.08%</td>
</tr>
</tbody>
</table>

**RECOGNITION RATE = 98.08%**

**SUBSTITUTION RATE = 1.88%**

**REJECTION RATE = 0.04%**

**TABLE 4.5.1 CONFUSION MATRIX FOR STRUCTURAL CLASSIFICATION**
CHAPTER 5

RELAXATION MATCHING

5.1 Introduction

A classical approach to the problem of scene and image analysis is that of template matching. It is based on the view that an image or scene can be represented by a vector or matrix of features, and that the features of an input pattern can be matched against those of the stored templates. Matching can be performed on several different levels, from comparisons of very precise corresponding locations to the higher level matching of regions. Some examples of the former are [10] and [33], and of the latter are [9] and [3].

In the template matching of features, one often overlooks the relation of a segment or subpattern to the whole. The relaxation method overcomes this neglect to some extent by considering contextual information in the matching process.

Many relaxation schemes have been proposed for image analysis tasks, different representations of the image as
well as different matching procedures have been devised. Some features used are corners of the images ([21] and [40]), edges or region boundaries of images [3], approximating ellipsoids [9], and pattern points [30]. Various relaxation matching algorithms have been proposed in [4], [15], [18], [27], and [32], for example. A comprehensive review of relaxation algorithms and their applications is given in [19].

In using the relaxation method, the features of each segment or subpattern M of a template is matched against the features of each segment I of an input or object pattern. The likelihood of the match is based on the proximity of the features, and the initial probability of this match is defined by this local information.

This initial probability is then revised according to the similarity of the context in which each segment appears. This is achieved by considering the probability of a match between the neighboring segments of M and I. The probabilities are adjusted iteratively in this manner, and associations between template and object segments are established by the highest probabilities obtained. Using this association function, a distance between the template and object patterns can be determined, and the object pattern is then classified according to the minimum distance criterion.
In this work the pattern segments used are the primitives described in Section 3.2, and the features used in the matching process are those described in Section 3.7. The relaxation matching algorithm used will be discussed in the following section. While this procedure is adapted from [43], it contains many modifications; apart from using different primitives, the matching process itself also has been adjusted according to the nature of the patterns considered here.

5.2 Relaxation Process

In this work, the basic subpatterns or primitives used in the matching process are line segments and convex polygons, and every character pattern is decomposed into a set of these primitives. Each primitive is represented by a set of features.

5.2.1 Feature Set of Primitives

Each primitive is represented by a set of features which consists of eight characteristic measurements of the primitive itself together with two lists of primitives.

The set of characteristic measurements are

\[(x_s, y_s, x_e, y_e, x_c, y_c, l, t, \theta)\], where
(x_s, y_s) are the coordinates of its starting point,
(x_e, y_e) are the coordinates of its end point,
(x_c, y_c) are the coordinates of its center,
1 is the length of the line segment L joining the starting and end points,
t is the type of the primitive, and
θ is the angle from the horizontal axis to L.

The two lists of primitives are the starting and end point primitives, i.e., the primitives with end point (x_s, y_s) and the primitives with starting point (x_e, y_e) respectively.

5.2.2 Initial Probabilities

In matching primitive Mᵢ of a mask character against primitive Iₓ of an input character, suppose that Mᵢ has characteristic measurements

\[(x_{s₁}, y_{s₁}, x_{e₁}, y_{e₁}, x_{c₁}, y_{c₁}, 1₁, t₁, θ₁)\]

while Iₓ has corresponding measurements

\[(x_{sᵢ}, y_{sᵢ}, x_{eᵢ}, y_{eᵢ}, x_{cᵢ}, y_{cᵢ}, 1ᵢ, tᵢ, θᵢ)\].
Then $I_k$ is considered to be associated with $M_i$ if the following initial conditions are satisfied:

1. $|\theta_i - \theta_k| < a_2$
2. $|l_i - l_k| < a_3$
3. $d_{si_k}, d_{ei_k}, d_{ik} < a_4$, where $d_{si_k}$, $d_{ei_k}$, and $d_{ik}$ are, respectively, the distances between the starting points, end points, and centers of $M_i$ and $I_k$. The constants $a_2$, $a_3$, and $a_4$ are parameters used to establish possible associations.

4. $t_i = t_k$. This condition is imposed to ensure that only primitives of the same type can be associated. The types of primitives are line segments, loops, and polygons.

If $I_k$ is associated with $M_i$, then the initial probability of the match is determined by the similarities in these measurements as follows:

Let $d_1 = \max(|\theta_i - \theta_k| - a_{22}, 0)$,

$d_2 = \max(|l_i - l_k| - a_{23}, 0)$,

$d_3 = \max(d_{si_k} - a_{24}, 0)$,

$d_4 = \max(d_{ei_k} - a_{24}, 0)$, and

$d_5 = \max(d_{ik} - a_{24}, 0)$. 
The parameters $a_{22}$, $a_{23}$, and $a_{24}$ are the permissible thresholds for small variations. The quantities $d_1 - d_5$ thus measure the differences between $M_1$ and $I_k$, and the initial probability of the association of $I_k$ to $M_1$ is defined by

$$P^0_1(k) = \max\{1 - w_1 * (w_2 * d_1 + d_2 + d_3 + d_4 + d_5), 0\}$$

where $w_1$ and $w_2$ are assigned weights.

The values of the parameters used in this work are given below:

$$a_2 = 30, a_3 = 7, a_4 = 6,$$

$$a_{22} = 20, a_{23} = 6, a_{24} = 2,$$

$$w_1 = 0.011, w_2 = 0.2.$$

It should be noted that in [43], which deals with relaxation matching of Chinese characters, $P^0_1(k)$ is defined in the following way:

$$P'_1(k) = 1 - w_1 * (w_2 * d_1 + d_2 + d_3 + d_4),$$

and

$$P^0_1(k) = \frac{P'_1(k)}{\sum_{k = 1} P'_1(k)}$$

where the summation is over all the input line segments $I_k$. 
associated with \( M_1 \).

The modification made here is in accordance with the structure of the characters considered and the primitives used. In general, Chinese characters contain many strokes, and many line segments are used in their approximations. So a mask segment \( M_i \) usually has several associated segments, and \( p_{i(k)}^0 \) can be obtained from the above ratio.

In the case of numeric characters and with the primitives used, a mask primitive \( M_i \) usually has at most one associated primitive \( I_k \) in the input character. The use of the above ratio would generally result in \( p_{i(k)}^0 \) having a value of either 0 (when \( M_i \) and \( I_k \) are not associated), or 1 (when they are associated). This would obliterate the information already obtained on the degree of similarity between \( M_i \) and \( I_k \) when they are associated. The computation was therefore modified in the manner stated above in order to preserve this information.

Different values were also used here for the parameters to compensate for the more variable quality of the data set considered; some permissible thresholds were assigned larger values for this reason.
5.2.3 Iteration

Suppose primitive \( I_k \) of an input pattern is associated with mask primitive \( M_i \), and the initial probability \( P_i^0(k) \) of the association has been established according to the local compatibility of the primitives described above. The relaxation process then revises this probability according to the contexts in which these primitives occur. This is an iterative process during which the starting and end point primitives of \( M_i \) are considered. In iteration \( t \), the revised probability \( P_i^t(k) \), with \( t \geq 1 \), is obtained.

Suppose \( M_j \) is a starting point primitive of \( M_i \) and \( I_n \) is an input primitive associated with \( M_j \). This would require that \( I_n \) and \( M_j \) be of the same type. A function \( r_{ij}^n(k,n) \) can be defined that would indicate the degree to which the matching of \( M_i \) to \( I_k \) is compatible with the matching of \( M_j \) to \( I_n \). It has sometimes been assumed that there are spring connections between the starting point of the pair \((M_i, I_k)\) and the end point of the pair \((M_j, I_n)\) [6], and that \( r_{ij}^n(k,n) \) is the starting point tension. This is illustrated in Figure 5.2.1.
The value of \( r_{ij}^s(k,n) \) is determined by the proximity of the end point of \( I_n \) to the starting point of \( I_k \). If this distance is denoted by \( d_{nk} \), then

\[
\frac{c}{r_{ij}^s(k,n)} = \max\{\min(1-w_3^* d_{nk} + a_{25}, 1), 0\},
\]

where \( a_{25} \) is the threshold for small variations and \( w_3 \) is the assigned weight. The fact that \( r_{ij}^s(k,n) \) can be nonzero even when \( I_k \) and \( I_n \) are not neighboring primitives allows for the possible matching of characters with different numbers of primitives, or for 'missing' primitives. In this work, \( w_3 = 0.3 \) and \( a_{25} = 0.45 \); using these values, the graph of \( r_{ij}^s(k,n) \) as a function of \( d_{nk} \) is shown in Figure 5.2.2.
Figure 5.2.2 Graph of $r_{ij}^s(k,n)$

Analogously, if $M_j$ is an end point primitive of $M_i$, and $I_n$ is an input primitive associated with $M_j$, then the end point tension of the spring connection is defined by

$$r_{ij}^e(k,n) = \max\{1 - w_3 \cdot d_{kn} + \delta_{25}, 1\}, 0\}$$

where $d_{kn}$ is the distance between the end point of $I_k$ and the starting point of $I_n$.

Unlike [43], when $M_j$ is a starting point primitive of $M_i$, the distance between the starting point of $M_i$ and the end point of $M_j$ is not used here in the definition of $r_{ij}^s(k,n)$. This is due to a difference between handwritten numeric and Chinese characters. Numeric characters are
usually connected, whereas Chinese characters are not. So if \( M_i \) and \( M_j \) are neighboring primitives in a numeric character, the distance between them can be assumed to be negligible. The same consideration was used in the definition of \( r_{ij}^s(k,n) \).

For \( t \geq 0 \), the probability \( \bar{p}_{i(k)}^{t+1} \) is obtained from the following calculations:

\[
\bar{p}_{i(k)}^{t+1} = q_{i(k)}^{s} \cdot \bar{p}_{i(k)}^{t} \quad (5-1), \quad \text{where}
\]

\[
q_{i(k)}^{s} = \frac{q_{s}^{i(k)} + q_{e}^{i(k)}}{n_s + n_e} \quad (5-2),
\]

\[
q_{i(k)}^{s} = \max_{j=1}^{n_s} \{ r_{ij}^s(k,n) \cdot \bar{p}_{j(n)}^{t} \} \quad (5-3), \quad \text{and}
\]

\[
q_{i(k)}^{e} = \max_{j=1}^{n_e} \{ r_{ij}^e(k,n) \cdot \bar{p}_{j(n)}^{t} \} \quad (5-4).
\]

In Formula (5-2), \( n_s \) and \( n_e \) are, respectively, the numbers of the starting and end point primitives of \( M_i \). In Formula (5-3), each summand is the maximum value of \( r_{ij}^s(k,n) \cdot \bar{p}_{j(n)}^{t} \), where the maximum is taken over all the primitives \( i_n \) associated with the mask primitive \( M_j \). The summation in Formula (5-4) is analogous.

While the calculations of the probabilities can be repeated for a desired number of iterations, no noticeable...
difference was observed between the correct classification rates obtained from using one or more iterations. So only one iteration was used. A similar observation was made in [18], where a relaxation method was used for point-pattern matching.

In Figure 5.2.3, a mask and an input character are shown, and the probabilities obtained in relaxation matching are given in Table 5.2.1.
(a) Mask  (b) Input Character

Figure 5.2.3: Mask and Input Character

<table>
<thead>
<tr>
<th>M</th>
<th>I</th>
<th>$P_0^{i(k)}$</th>
<th>$P_1^{i(k)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.978</td>
<td>0.946</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.967</td>
<td>1.000</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

All other values are equal to zero

$F(1) = 1, F(3) = 4, F(4) = 5$

Table 5.2.1: Probability $P_i^{t(k)}$. 
5.2.4 Distance Computation

To determine the distance $D$ between a mask and an input character, it is necessary to calculate, for every mask primitive $M_i$ and every input primitive $I_k$ associated with $M_i$, the probability $P_{i(k)}^t$, where $t$ is the desired number of iterations. Using these probabilities, an association function $F$ can be defined so that $F(i)=i'$ denotes the input primitive that is associated with the mask primitive $M_i$ with the maximum probability. The distance $D$ is obtained by using the function $F$. Let $m$ be the number of mask primitives of which $m_1$ have associated primitives defined by $F$. Let $m_2$ be the number of unmatched input primitives.

For any mask primitive $M_i$ such that $F(i)=i'$ is defined, the following quantity $R_{i}(i')$ measures a degree of correlation between $M_i$ and $I_{i'}$, where

$$ R_{i}(i') = \frac{\sum_{j=1}^{ne} r_{i,j} \cdot P_{i,j}^{t} + \sum_{j=1}^{ne} e_{i,j} \cdot P_{i,j}^{t}}{ns + ne} $$

where $ns$ and $ne$ are the numbers of starting and end point primitives respectively of $M_i$, and $F(j)=j'$. 
The distance $D$ between the mask and input characters is then given by

$$D = \frac{\sum_{i=1}^{m_1} [1 - R_1(i')] + (m - m_1) + m_2}{m}$$

Since $(m - m_1)$ and $m_2$ are the numbers of unmatched mask and input primitives, they represent additions to the distance measurement caused by 'missing' primitives.

5.2.5 Classification Criteria

For any input character, its distance from each mask can be calculated according to the procedure described in this section. However, due to the 'penalty' imposed by missing primitives in the distance measurement, it is very unlikely for the closest mask to contain a significantly different number of primitives from the input. For this reason, and also to reduce the computations involved, an input character with $n$ primitives is only matched against masks having between $(n-1)$ and $(n+1)$ primitives.

The distance of the input character from each such mask is calculated, and the two closest masks are determined. The input character is assigned to the class of the mask of minimum distance $D_{\text{min}}$ provided that one of the following conditions is satisfied:
(1) The two masks belong to the same class and $D_{\text{min}}$ does not exceed a certain upper bound $U_1$.

(2) The two masks belong to different classes, the distances of the input from the two masks differ by more than a minimum value $d$, and $D_{\text{min}}$ does not exceed an upper limit $U_2$.

In this work, the values established through analyses of the results are: $U_1 = 1.5$, $U_2 = 1.3$, and $d = 0.005$.

Figure 5.2.4 shows some substitutions that result from relaxation matching, and Figure 5.2.5 shows some of the samples rejected when the above criteria were applied.
Figure 5.2.4 Substitutions in Relaxation Matching
Figure 5.2.5  Samples Rejected in Relaxation Matching
5.3 Mask Generation and Training

In the training phase of relaxation matching, masks were selected and the values of the parameters were established.

In the mask selection process, a set of 165 masks were initially chosen to represent the different combinations of primitives that could constitute each character class. However, any such preliminary selection would obviously be far from complete. So, during the training process, misclassified characters in the training set were examined and some of them were added to the mask set. At the same time, masks which resulted in too many misclassifications were replaced. About 1000 characters were processed through relaxation matching in this phase, and a set of 242 masks was eventually obtained.

No fixed number of masks per character class was set in the training process; a mask was added if it was considered useful. Since relaxation matching was used here to complement structural classification, the character classes that are mostly classified by structural analysis might need fewer masks, and vice versa. This has been the case, and the number of masks per class range from 0 for the class '1' (where relaxation matching was unnecessary) to 44 for the class '2' (where, as previously explained, structural classification could only identify about 47% of the samples). The number of masks per class is given in
<table>
<thead>
<tr>
<th>Character</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td># Masks</td>
<td>4</td>
<td>0</td>
<td>44</td>
<td>22</td>
<td>44</td>
<td>31</td>
<td>33</td>
<td>15</td>
<td>41</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 5.3.1 Number of Masks per Class

Due to the distortions present in some of the samples in the training set, it was not expected that the classification would be completely correct. The use of seriously distorted samples for masks was also considered inadvisable since other misclassifications might result. The recognition rate for the training set of 819 samples was 94.02%, and the substitution and rejection rates were 3.91% and 2.07% respectively. Confusion matrices are given in Chapter 6.
5.4 Conclusion

In this work it has been observed that relaxation matching is, in most respects, a robust process. The correct recognition rate is fairly independent of small variations in the values of the weights and parameters, and it remains almost constant regardless of the number of iterations used.

Nevertheless, the essence of this method is mask selection, especially in highly variable data sets, as is the case here. For this process to function with a high degree of reliability, it is essential to have a mask set that is representative of the entire spectrum of the patterns. This is not easy to achieve when the data set can be distorted in many different ways. In such cases, it is obvious that repeated training with large sets of data would be required. The generation of masks is itself a simple process, since features are extracted by the same procedure and stored.

However, the use of a large set of masks would require a corresponding amount of storage as well as a proportional amount of computing time. The latter problem can be alleviated by taking advantage of the highly parallel nature of the relaxation process. Since all the local compatibility computations for a given iteration are independent, they can be performed simultaneously on a
suitable multiprocessor computer.

If these practical considerations are not problematic, and a comprehensive mask set is obtained, then the relaxation process should provide a consistent and reliable means of recognizing highly variable patterns. This would be especially true of the approach considered here, where primitives are selected also to preserve geometric and topological properties of the patterns.
CHAPTER 6

EXPERIMENTAL RESULTS

6.1 Experimental Data

The data used in this work is a set of totally unconstrained handwritten ZIP codes collected from dead letter envelopes by the U.S. Postal Services. For this reason, the number of authors is unknown, but it can be assumed to approach the number of samples itself. The data had been digitized and binarized. The prepared character samples are accompanied by identifying labels, some of which are obviously wrong and some others are ambiguous or open to interpretation. The definitely erroneous labels were corrected, but no effort was made to eliminate any ambiguity since this was considered to be part of the nature of the data.

The samples were skeletonized, and only the skeletons were used in the recognition process. Some typical data samples and their skeletons are shown in Figures 6.1.1 and 6.1.2.
Sample of '0'   Sample of '1'   Sample of '2'   Sample of '3'

Sample of '4'   Sample of '5'   Sample of '6'

Sample of '7'   Sample of '8'   Sample of '9'

Figure 6.1.1 Typical Data Samples and Skeletons
Figure 6.1.2 Additional Data Samples and Skeletons
In the training process about 5000 samples were used. Of these, about 1000 were used initially to select a set of 165 masks for relaxation matching, and the other 4000 (400 samples per class) were processed repeatedly to revise the rules for structural classification and at the same time to advance the mask selection process.

The testing set consists of 2000 samples (200 per class) not used in the training process. The assignment of samples to the training and testing data was completely random.

6.2 Results of Structural Classification

An analysis of the performance of this classifier has been presented in Section 4.5, where it was observed that the recognition rates obtained from the training and testing data are almost identical. This is probably due to the randomness of the characters, the large number of samples used in training, and the fact that the classification rules were designed to account for many possible variations in the structure of each class.

Out of 4000 samples in the training set, 3181 were classified in this phase, with recognition and substitution rates of 98.24% and 1.7% respectively. The confusion matrix is given in Table 6.2.1.
For the 2000 samples in the testing set, 1602 were classified in this phase, with recognition and substitution rates of 97.75% and 2.25% respectively. The confusion matrix is given in Table 6.2.2.
<table>
<thead>
<tr>
<th></th>
<th>REJECTED</th>
<th>SUBSTITUTED</th>
<th>CORRECT</th>
<th>TOTAL</th>
<th>RECOGNITION RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>383</td>
<td>1</td>
<td>9</td>
<td>393</td>
<td>97.46%</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>400</td>
<td>400</td>
<td>100.00%</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>182</td>
<td>182</td>
<td>97.33%</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>328</td>
<td>328</td>
<td>99.09%</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>6</td>
<td>215</td>
<td>222</td>
<td>96.85%</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>6</td>
<td>318</td>
<td>324</td>
<td>98.15%</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>8</td>
<td>309</td>
<td>317</td>
<td>97.48%</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>9</td>
<td>361</td>
<td>370</td>
<td>97.57%</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
<td>252</td>
<td>253</td>
<td>99.60%</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>7</td>
<td>377</td>
<td>384</td>
<td>98.18%</td>
</tr>
<tr>
<td>TOTAL</td>
<td>385</td>
<td>54</td>
<td>3125</td>
<td>3181</td>
<td>98.24%</td>
</tr>
</tbody>
</table>

RECOGNITION RATE = 98.24%
SUBSTITUTION RATE = 1.70%
REJECTION RATE = 0.06%

TABLE 6.2.1 CONFUSION MATRIX FOR STRUCTURAL CLASSIFICATION OF TRAINING DATA
<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>REJECTED</th>
<th>SUBSTITUTE</th>
<th>CORRECT</th>
<th>TOTAL</th>
<th>RECOGNITION RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>186</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>186</td>
<td>193</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>200</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>92</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>92</td>
<td>95</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>163</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>163</td>
<td>164</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>99</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>7</td>
<td>99</td>
<td>106</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>174</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>174</td>
<td>175</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>173</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>173</td>
<td>176</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>175</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>8</td>
<td>175</td>
<td>183</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>122</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>122</td>
<td>123</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>182</td>
<td>0</td>
<td>5</td>
<td>182</td>
<td>187</td>
</tr>
<tr>
<td>TOTAL</td>
<td>189</td>
<td>201</td>
<td>95</td>
<td>168</td>
<td>101</td>
<td>178</td>
<td>176</td>
<td>177</td>
<td>127</td>
<td>190</td>
<td></td>
<td>0</td>
<td>36</td>
<td>1566</td>
<td>1602</td>
</tr>
</tbody>
</table>

RECOGNITION RATE = 97.75%
SUBSTITUTION RATE = 2.25%

TABLE 6.2.2 CONFUSION MATRIX FOR STRUCTURAL CLASSIFICATION OF TESTING DATA
6.3 Results of Relaxation Matching

With the use of relaxation matching, there is a difference of 5.08% between the correct recognition rates obtained from the training and testing data. Of the 819 samples processed in the training set, the recognition rate is 94.02%, and the substitution and rejection rates are 3.91% and 2.07% respectively, while the corresponding rates are 88.94%, 6.78%, and 4.27% for the 398 samples processed in the testing set.

The difference in the recognition rates may be partly explained by the fact that some of the training samples were used as masks, but there may also be differences among the data sets.

The training data was processed through relaxation matching in two parts. The first set consists of 415 samples, of which 83 were eventually selected as masks, while among 404 samples in the second set, 45 were selected as masks. The recognition rates obtained from the two sets, however, are not noticeably different, as shown in the confusion matrices given in Table 6.3.1 and Table 6.3.2. In addition, the inclusion of more masks was attempted, but was found to be inconsequential. So the conclusion was that the relaxation process had largely stabilized when the testing data was processed, and that the difference in the results was due partly to the variable quality of the data sets. It
is also possible that continued training with a larger data set would improve the final results.

The confusion matrix for the testing data is given in Table 6.3.3.
<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>REJECTED</th>
<th>SUBSTITUTED</th>
<th>CORRECT</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>93</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>97</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>29</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>29</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>97</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>97</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>35</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>35</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>44</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>44</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>75</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>75</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>TOTAL</td>
<td>5</td>
<td>0</td>
<td>97</td>
<td>32</td>
<td>100</td>
<td>36</td>
<td>45</td>
<td>10</td>
<td>81</td>
<td>2</td>
<td>7</td>
<td>19</td>
<td>389</td>
</tr>
</tbody>
</table>

RECOGNITION RATE = 93.73%
SUBSTITUTION RATE = 4.58%
REJECTION RATE = 1.69%

TABLE 6.3.1 CONFLUSION MATRIX FOR RELAXATION MATCHING OF TRAINING SET 1
<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>REJECTED</th>
<th>SUBSTITUTED</th>
<th>CORRECT</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>115</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>115</td>
<td>116</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>32</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>32</td>
<td>38</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>24</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>74</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>39</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>39</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>36</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>67</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>TOTAL</td>
<td>2</td>
<td>0</td>
<td>118</td>
<td>32</td>
<td>75</td>
<td>43</td>
<td>33</td>
<td>15</td>
<td>69</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>381</td>
</tr>
</tbody>
</table>

RECOGNITION RATE = 94.31%
SUBSTITUTION RATE = 3.22%
REJECTION RATE = 2.47%

TABLE 6.3.2. CONFUSION MATRIX FOR RELAXATION MATCHING OF TRAINING SET 2
<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>REJECTED</th>
<th>SUBSTITUTED</th>
<th>CORRECT</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>100</td>
<td>105</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>33</td>
<td>36</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>88</td>
<td>94</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>22</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>70</td>
<td>77</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>TOTAL</td>
<td>3</td>
<td>0</td>
<td>103</td>
<td>39</td>
<td>83</td>
<td>24</td>
<td>25</td>
<td>15</td>
<td>73</td>
<td>6</td>
<td>17</td>
<td>27</td>
<td>354</td>
</tr>
</tbody>
</table>

RECOGNITION RATE = 88.94%

SUBSTITUTION RATE = 6.78%

REJECTION RATE = 4.27%

TABLE 6.3.3 CONFLUSION MATRIX FOR RELAXATION MATCHING OF TESTING DATA.
6.4 Overall Results

In using a combination of the two methods of structural classification and relaxation matching to classify handwritten numerals, each method is not applied to the same extent. In general, about 80% of the samples are classified structurally, and the rest by relaxation matching. This would seem to be a logical approach given the vast disparity in the computing time required by the two methods.

When implemented on a Cyber 835 computer, structural classification requires on the average 0.24 milliseconds per character, while relaxation matching requires about 662 milliseconds per character. In each case the time given is that of the recognition process alone; feature extraction (excluding skeletonization) requires approximately 80 milliseconds per character. Table 6.4.1 gives a summary of the time requirements.
<table>
<thead>
<tr>
<th>Process</th>
<th>Time (milliseconds/character)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skeletonization</td>
<td>350</td>
</tr>
<tr>
<td>Feature extraction</td>
<td>80</td>
</tr>
<tr>
<td>Structural classification</td>
<td>0.24</td>
</tr>
<tr>
<td>Relaxation matching</td>
<td>662</td>
</tr>
</tbody>
</table>

Table 6.4.1 "Summary of Time Requirements"

It should be noted that structural classification is used only for samples having simpler structures (at most two primitives), and that even among these samples, the samples that are more difficult to classify are passed on to the second method for recognition. So it should be expected that the second recognition phase would require more computing time. In addition, the time required by the relaxation process is directly related to the number of masks compared and the number of primitives in the input pattern. This is shown in Tables 6.4.2 and 6.4.3.

Table 6.4.2 gives the frequency distribution of the masks according to the number of primitives in the masks, and Table 6.4.3 gives the average time distribution of relaxation matching by the number of primitives in the input.
Table 6.4.2 Frequency Distribution of Masks by Number of Primitives

<table>
<thead>
<tr>
<th># Primitives</th>
<th># Masks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>39</td>
</tr>
<tr>
<td>3</td>
<td>116</td>
</tr>
<tr>
<td>4</td>
<td>61</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
</tr>
</tbody>
</table>

In Table 6.4.3, the number of masks compared is determined from the fact that a character with n primitives is compared to masks having between (n-1) and (n+1) primitives.
<table>
<thead>
<tr>
<th>Primitives</th>
<th># Masks compared</th>
<th>Average Time (msecs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>158</td>
<td>289</td>
</tr>
<tr>
<td>3</td>
<td>216</td>
<td>649</td>
</tr>
<tr>
<td>4</td>
<td>195</td>
<td>870</td>
</tr>
<tr>
<td>5</td>
<td>83</td>
<td>568</td>
</tr>
<tr>
<td>6</td>
<td>22</td>
<td>222</td>
</tr>
</tbody>
</table>

Table 6.4.3 Time Distribution of Relaxation Matching

An examination of the raw data shows that the time required for relaxation matching of a character is approximately the product of its number of primitives and the number of masks compared. As shown in Table 6.4.2, a predominant number of masks contain two to four primitives, and this is also true of the samples processed by relaxation matching. So a large majority of the characters have to be compared to most of the masks, thus compounding the time required.

In light of the above observations, it is apparent that a more rapid scheme should be used to classify the easily recognizable samples, and this was achieved here by considering the same structural features that are used by
the relaxation process itself.

While each method was not utilized to the same extent across the character classes, and some classes are more amenable to structural classification than others, the use of the two methods in conjunction has resulted in generally consistent recognition rates across the character classes. For the training set of 4000 samples, the recognition rates range from 96% for the class '7' to 100% for the class '1', while in the testing set of 2000 samples the range is from 93.5% (for the classes '4', '7', and '9') to 100% for the class '1'.

In both the training and testing data, the recognition rates are lowest for the classes '7', '9', and '4'. The problems encountered in classifying samples of '4' have already been described. For the classes '7' and '9', it would appear that certain samples are written in ways lacking distinguishing characteristics. For example, it is difficult to separate some samples of '7' from those of '4' or '9', while some samples of '9' can resemble those of '5'.

For the training data, the overall recognition rate was 97.38%, and the substitution and rejection rejection rates were 2.15% and 0.47% respectively. For the testing data, the corresponding rates were 96%, 3.15%, and 0.85%. The overall confusion matrices for the training and testing data are given in Tables 6.4.4 and 6.4.5 respectively.
Since the substitution rates appear to be rather high, new rejection thresholds were also tested in relaxation matching. By using smaller values for $U_1$ and $U_2$ (see Subsection 5.2.5), the substitution rate can be reduced and the rejection rate increased at the expense of the recognition rate.

When $U_1 = 1.1$ and $U_2 = 0.5$, the overall recognition rate for the testing data was 93.15%, while the substitution and rejection rates were 2.25% and 4.6% respectively. The confusion matrix is given in Table 6.4.6.

It is a logical consequence that the reduction of the substitution rate by 0.9% should be accompanied by a reduction of 2.85% in the recognition rate, since the method described here, when performing at its lowest level, correctly recognizes about 3 characters out of 4. Naturally, it can also be argued that the use of the new thresholds has resulted in a reliability rate of 97.64% (when the rejected samples are excluded from consideration) versus 96.82% for the original thresholds, and that in this sense the new results are preferable. Ultimately, this is one of the areas where adjustments can be made according to practical considerations.

When the same new thresholds were applied to the training data, the recognition, substitution, and rejection rates were 95.58%, 1.45%, and 2.97% respectively, and the
reliability increased from 97.84% to 98.51%. In this respect, the use of the new thresholds was more effective in reducing the substitution rate in the training set. This last result is only to be expected given the nature of the training process. Perhaps a logical next step would be to continue the training process until the diverse structures of every character class has been taken into consideration. If this were achieved, the results obtained from processing unknown data may be made to approach those of the training data itself.
<table>
<thead>
<tr>
<th></th>
<th>REJECTED</th>
<th>SUBSTITUTED</th>
<th>CORRECT</th>
<th>TOTAL</th>
<th>RECOGNITION RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>9</td>
<td>390</td>
<td>400</td>
<td>97.50%</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>400</td>
<td>400</td>
<td>100.00%</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>9</td>
<td>390</td>
<td>400</td>
<td>97.50%</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>9</td>
<td>389</td>
<td>400</td>
<td>97.25%</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>10</td>
<td>386</td>
<td>400</td>
<td>96.50%</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>8</td>
<td>392</td>
<td>400</td>
<td>98.00%</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>13</td>
<td>385</td>
<td>400</td>
<td>96.25%</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>11</td>
<td>384</td>
<td>400</td>
<td>96.00%</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>4</td>
<td>394</td>
<td>400</td>
<td>98.50%</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>13</td>
<td>385</td>
<td>400</td>
<td>96.25%</td>
</tr>
</tbody>
</table>

**TOTAL**

392 401 397 397 394 412 393 388 410 397

19 86 3895 4000 97.38%

**RECOGNITION RATE = 97.38%**
**SUBSTITUTION RATE = 2.15%**
**REJECTION RATE = 0.57%**

**TABLE 6.4.4** OVERALL CONFUSION MATRIX FOR TRAINING DATA
<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>REJECTED</th>
<th>SUBSTITUTED</th>
<th>CORRECT</th>
<th>TOTAL</th>
<th>RECOGNITION RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>189</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>189</td>
<td>2</td>
<td>9</td>
<td>200</td>
<td>94.50%</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>200</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>200</td>
<td>0</td>
<td>0</td>
<td>200</td>
<td>100.00%</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>192</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>192</td>
<td>2</td>
<td>6</td>
<td>200</td>
<td>96.00%</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>196</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>196</td>
<td>1</td>
<td>3</td>
<td>200</td>
<td>98.00%</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-187</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>187</td>
<td>3</td>
<td>10</td>
<td>200</td>
<td>93.50%</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>196</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>196</td>
<td>0</td>
<td>4</td>
<td>200</td>
<td>98.00%</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>194</td>
<td>0</td>
<td>1</td>
<td>194</td>
<td>3</td>
<td>3</td>
<td>200</td>
<td>97.00%</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>187</td>
<td>0</td>
<td>1</td>
<td>187</td>
<td>3</td>
<td>10</td>
<td>200</td>
<td>93.50%</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>192</td>
<td>1</td>
<td>192</td>
<td>2</td>
<td>6</td>
<td>200</td>
<td>96.00%</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>187</td>
<td>187</td>
<td>1</td>
<td>12</td>
<td>1920</td>
<td>96.00%</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>192</td>
<td>201</td>
<td>198</td>
<td>207</td>
<td>194</td>
<td>202</td>
<td>201</td>
<td>192</td>
<td>200</td>
<td>196</td>
<td>17</td>
<td>63</td>
<td>1920</td>
<td>2000</td>
<td></td>
</tr>
</tbody>
</table>

RECOGNITION RATE = 96.00%
SUBSTITUTION RATE = 3.15%
REJECTION RATE = 0.85%

TABLE 6.4.5 OVERALL CONFUSION MATRIX FOR TESTING DATA
<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>REJECTED</th>
<th>SUBSTITUTED</th>
<th>CORRECT</th>
<th>TOTAL</th>
<th>RECOGNITION RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>187</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>187</td>
<td>200</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>200</td>
<td>100.00%</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>179</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>3</td>
<td>179</td>
<td>200</td>
<td>89.50%</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>186</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td>11</td>
<td>3</td>
<td>166</td>
<td>200</td>
<td>83.00%</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>174</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>19</td>
<td>7</td>
<td>174</td>
<td>200</td>
<td>87.00%</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>191</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>7</td>
<td>2</td>
<td>191</td>
<td>200</td>
<td>95.50%</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>192</td>
<td>200</td>
<td>96.00%</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>192</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>8</td>
<td>8</td>
<td>184</td>
<td>200</td>
<td>92.00%</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>185</td>
<td>13</td>
<td>2</td>
<td>185</td>
<td>200</td>
<td>92.50%</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>185</td>
<td>5</td>
<td>10</td>
<td>185</td>
<td>2000</td>
<td>93.15%</td>
</tr>
</tbody>
</table>

TOTAL 190 201 184 193 178 196 195 187 191 193

RECOGNITION RATE = 93.15%
SUBSTITUTION RATE = 2.25%
REJECTION RATE = 4.60%

TABLE 6.4.6 OVERALL CONFUSION MATRIX FOR TESTING DATA (ALTERNATE REJECTION CRITERIA)
<table>
<thead>
<tr>
<th></th>
<th>REJECTED</th>
<th>SUBSTITUTED</th>
<th>CORRECT</th>
<th>TOTAL</th>
<th>RECOGNITION RATE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>9</td>
<td>390</td>
<td>400</td>
<td>97.50%</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>400</td>
<td>100.00%</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>4</td>
<td>378</td>
<td>400</td>
<td>94.50%</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>5</td>
<td>361</td>
<td>400</td>
<td>95.25%</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>4</td>
<td>366</td>
<td>400</td>
<td>91.50%</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>8</td>
<td>379</td>
<td>400</td>
<td>94.75%</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>10</td>
<td>381</td>
<td>400</td>
<td>95.25%</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>9</td>
<td>380</td>
<td>400</td>
<td>95.00%</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>2</td>
<td>383</td>
<td>400</td>
<td>95.75%</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>7</td>
<td>385</td>
<td>400</td>
<td>96.25%</td>
</tr>
<tr>
<td>TOTAL</td>
<td>119</td>
<td>58</td>
<td>3823</td>
<td>4000</td>
<td>95.58%</td>
</tr>
</tbody>
</table>

RECOGNITION RATE = 95.58%
SUBSTITUTION RATE = 1.45%
REJECTION RATE = 2.97%

TABLE 6.4.7 OVERALL CONFUSION MATRIX FOR TRAINING DATA (ALTERNATE REJECTION CRITERIA)
CHAPTER 7

CONCLUSIONS AND FUTURE DIRECTIONS

It was the purpose of this work to design and implement a system to classify totally unconstrained handwritten numerals, and this aim has been largely met.

Using skeletons obtained from binarized characters, features are extracted, and the characters are classified in two phases. There is a fast structural classifier to process the easily recognizable characters, and a robust relaxation process to complete the task when no unique identification is obtained from the first phase. Essentially the same features are used in the two classification schemes, so feature extraction is performed only once and without redundancy.

The system has been tested on real-life samples of handwritten ZIP codes obtained from the U.S., and the performance is consistent. The results obtained, while not perfect, are at least on the level achieved by the human eye in deciphering handwritten characters in the absence of context, and is comparable to other results obtained in
current research on the subject (for example, [1], [5], and [7]).

Naturally, while most of the problem has been solved by these means, some of the challenge remains. Several suggestions for improvement and future research are discussed below:

(1) More types of primitives can be used to ensure a finer separation of the character classes. It is also possible to extract more features from each primitive, even though the feature set used here does contain a considerable amount of information which has not been fully utilized.

(2) Refinements and improvements can be made on the decision trees used in structural classification. They can also be extended so that more characters can be classified, or,

(3) Structural classification can be used to give a preliminary classification of an input character. If no unique identification can be obtained in this phase, perhaps the character can be assigned to a subset of possible classes. This is more complicated than it may appear because of the large number of possible variations in each character class. For example, it has been found that any character except 'l' can contain a loop, so any reliable
preliminary classification would have to use finer partitions. If an effective procedure can be designed for this task, it would narrow the scope for the next phase of the classification process.

(4) The relaxation process can be expedited by taking advantage of its essentially parallel nature, perhaps through the use of hardware.
APPENDIX

Other Decision Trees

East Polygon

West Polygon

\{4,5,8,9\}

Loop

\{6,8\}

East Polygon

\{4,9\}

North Polygon

Line Segment

\{4,5,7,9\}

South Polygon

Loop

\{8\}

West Polygon

\{2,3,9\}

Loop

\{8\}
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