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Abstract

Tabu Search Heuristics for Hypercube Embedding

Jiawei Guo

The performance of a parallel program on a parallel computer depends heavily on the quality of program mapping: how to map the processes to the processors to minimize the communication overhead. Since all the processors perform communications asynchronously for MIMD parallel machines, the interprocessor communication time can be modeled by the total communication cost. Similarly, since all the processors perform communications synchronously for SIMD parallel machines, the interprocessor communication time can be modeled by the maximal communication cost between any pair of communicating processes. In this thesis we present two new hypercube program embedding strategies for the above two models.

We use tabu search as the main tool to search for optimized hypercube embeddings. Tabu search is a new general technique for solving combinatorial optimization problems. Different from other approaches, tabu search adopts an aggressive, deterministic search strategy. We studied the following issues for our tabu search heuristics: (1) neighborhood design; (2) gain functions and their updates; (3) tabu list length control; (4) the choice of tabu list contents; and (5) use of efficient data structure.

We generate a large set of random, geometric, and perturbed regular graphs and compare the performance of our tabu search heuristics with the most competitive heuristics reported in the literature - simulated annealing and Kernighan-Lin heuristics. Experiments show that our new proposed heuristics can significantly improve the solution quality and reduce the execution time.
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Chapter 1

Introduction

The performance of a parallel program on a parallel machine with distributed memory depends heavily on the mapping of the processes to the processors. Since the parallel machine usually has a fixed topology and each program usually has different communication patterns, the interprocess messages usually have to go through some intermediate processors before reaching their destinations. To minimize such communication overhead, we should map (load) processes into processors so that each pair of communicating processes are as close as possible, and each pair of communicating processes with heavy communication load are at a distance no longer than that for a pair of communicating processes with light communication load.

We can model the above program mapping problem with the following graph mapping problem. We abstract the communication pattern of a parallel program into a task graph (communication graph) \( G = (V, E) \) in which each vertex represents a process, each edge represents a logical communication channel, and the weight on each edge represents the communication load between the two incident processes. We can also abstract the parallel machine into a system graph \( H = (V_h, E_h) \) in which each vertex represents a processor and each edge represents a physical link. Any function \( \pi : V \rightarrow V_h \) represents a program mapping scheme. Given any pair of adjacent vertices \( x, y \in V \), we use the term mapped distance between \( x \) and \( y \) to denote the product of the edge weight between \( x \) and \( y \) and the distance between
\(\pi(x)\) and \(\pi(y)\) in \(H\). If the machine is working under the MIMD mode, since the computation and communication of different processes can be conducted in parallel asynchronously, the interprocessor communication time can be modeled by the summation of mapped distances between all pairs of communicating processes [10]. If the machine is working under the SIMD mode, since all the processors perform communications synchronously, the interprocessor communication time can be modeled by the maximal mapped distance between any pair of communicating processes [10, 11].

### 1.2 The hypercube embedding problem

Due to its high regularity, small diameter, and high efficiency for diverse applications, hypercube interconnection pattern is becoming very popular for commercial and experimental parallel machines. This attracts the study of the *hypercube embedding problem*, which is a restricted version of the above graph mapping problem.

A \(d\)-dimensional hypercube, also called \(d\)-cube, is an undirected graph consisting of \(n = 2^d\) vertices labeled from 0 to \(2^d - 1\) such that there is an edge between any pair of vertices if and only if the binary representations of their labels differ at exactly one bit position. Figure 1.1 shows a 3-cube with 8 vertices and a 4-cube with 16 vertices. In a \(d\)-cube, according to the definition, each vertex has exactly \(d\) neighbors (degree \(d\)); there are a total of \(nd/2\) edges; the diameter is \(d\); and the average distance between pairs of vertices is \(\frac{dn}{2(d+1)}\). In addition, a \(d\)-cube is bipartite; the two bipartitions are the set of vertices whose labels have an even number of 1's and the set of vertices whose labels have an odd number of 1's. A graph \(G\) is said to be \(d\)-embeddable if \(G\) is isomorphic to a subgraph of a \(d\)-cube.

Let \(H = (V_h, E_h)\) be a \(d\)-cube. Given any two vertices \(u\) and \(v\) in \(V_h\), we use \(\delta(u, v)\) to denote the length of the shortest paths between \(u\) and \(v\) (Hamming distance). Let \(G = (V, E)\) be an undirected graph where \(|V| = |V_h|\), and \(w : E \rightarrow I\) (\(I\) is the set of positive integers) a weight function. An embedding of \(G\) into \(H\) is a bijection \(\pi : V \rightarrow V_h\). For any pair of vertices \(u, v \in V\), \(\delta(\pi(u), \pi(v)) \cdot w(u, v)\) is the mapped
distance between \( u \) and \( v \).

We use two different objective functions to abstract the program embedding problem under two different computation modes. We define the following average mapped distance

\[
D(\pi) = \frac{1}{\sum_{(u,v) \in E} w(u,v)} \cdot \sum_{(u,v) \in E} \delta(\pi(u), \pi(v)) \cdot w(u,v)
\]

to model the program embedding problem on MIMD machines. This objective function gives us a special case of the Quadratic Assignment Problem [42, 33]. For any embedding \( \pi \), \( D(\pi) \geq 1 \). If \( \pi \) preserves the neighborship in \( G \), we have \( D(\pi) = 1 \). In our performance comparisons in the following chapters, we also use the total mapped distance \( T(\pi) = \sum_{(u,v) \in E} \delta(\pi(u), \pi(v)) \cdot w(u,v) \) for reference.

We also define the following maximal mapped distance

\[
D(\pi) = \max_{(u,v) \in E} \delta(\pi(u), \pi(v)) \cdot w(u,v)
\]

to model the program embedding problem on SIMD machines. If all edge weights are constant 1, \( D(\pi) \) reduces to the dilation cost [44].

The hypercube embedding problem can thus be defined as follows: Given a task
graph $G = (V, E)$ and a $d$-cube $H = (V_h, E_h)$ where $|V| = |V_h|$, find a bijection $\pi : V \rightarrow V_h$ to minimize the objective function $D(\pi)$ or $D(\pi)$.

Unfortunately, the problem of identifying whether a given graph $G$ is a subgraph of a hypercube has been shown to be NP-complete [12]. We can reduce the hypercube subgraph problem into our hypercube embedding problem. Let $w(e) = 1$ for all $e \in E$. If $G$ has less vertices than $H$, we introduce isolated dummy vertices so that $G$ and $H$ have the same number of vertices. Then $G$ is a subgraph of a hypercube $H$ if and only if $G$ can be embedded into $H$ with $D(\pi) = 1$ or $D(\pi) = 1$. Therefore our hypercube embedding problem is NP-hard no matter which objective function is used.

Many heuristics have been proposed for solving the hypercube embedding problem. Lee and Aggarwal [38] proposed a constructive greedy embedding heuristic and an iterative local search embedding heuristic. Simulated annealing heuristics have been studied by Ramamujam, Ercal, and Sadayappan [10], Bollinger and Mekieff [5] and Chen [11, 10]. Chen made a comprehensive comparative study of different hypercube embedding heuristics, proposed a new greedy heuristic, and further improved the local search and Kernighan-Lin heuristics [10]. In this thesis, we propose two new efficient tabu search heuristics for hypercube embedding.

1.2 Tabu search technique

Tabu search, recently introduced by Glover [19], is a new strategy for solving general combinatorial optimization problems. Unlike simulated annealing which is a totally randomized heuristic, tabu search looks more like an intelligent search which may in some sense imitate a human behavior or apply some rules based on artificial intelligence principles. It is an adaptive metaheuristic with the ability to make use of many other methods, such as linear programming and specialized heuristics, which it directs to overcome the limitations of local optimality. Tabu search has been successfully applied to solving many NP-hard problems including character recognition [31], computer channel balancing problem [20], quadratic assignment problems [33,
Figure 1.2: Tabu search

[42], graph coloring [30], graph partitioning [45], and maximum stable set problems [16, 17].

Tabu search can be viewed as an improved variant of local search. It differs from simulated annealing at two main aspects:

- It is more aggressive. For each iteration the whole neighborhood of the current solution is usually searched exhaustively to find the best candidate move.

- It is deterministic. Each iteration repeats the above exhaustive search for best candidate moves. The best candidate move which does not cause cycling in the solution space will be used no matter whether it improves on the current solution or not. A tabu list is usually used to record the recent move history to avoid solution cycling, so comes the name of the approach.

Figure 1.2 outlines a generic tabu search heuristic using $t$ to represent the length of the tabu list. Given a random initial solution, the heuristic repeats the loop at Step 2 until some stop criterion is met. During each iteration, the heuristic makes an exhaustive search of the solutions in the neighborhood of the current solution which have not been traversed in the last $t$ ($t > 1$) iterations. The neighboring solution with the best cost found in the above process will be used to replace the current solution. The main design issues for a tabu search heuristic include:
1. The design of the neighborhood (moves) of the current solution. Let $S$ be the move-set consisting of all defined moves and $\pi$ the current solution. The neighborhood of $\pi$, denoted by $\mathcal{N}(\pi)$, is the set of solutions which can be reached from $\pi$ by one move in $S$. The neighborhood design is basically to make the trade-off between the aggressiveness and the CPU time for the neighborhood search. For a large neighborhood size, the heuristic is more aggressive at each iteration and less efficient. If the neighborhood size is too small, the aggressive property of tabu search will be lost.

2. The design of the contents of the tabu list. Tabu list is basically used to avoid cycling due to up-list moves. The contents of the tabu list can be any attributes of the current solution. If we record a more abstract set of attributes of a solution in the tabu list, more restrictions will be applied to the search at each iteration, and more moves will be tabued. If we use a more detailed set of attributes of a solution in each cell of the tabu list, however, more memory space and checking time will be incurred during the solution space search, and the searches will be less restrictive since less solutions (in addition to the ones visited in the last $t$ iterations) will be tabued.

3. The design of the length $t$ of the tabu list. In general, the longer the tabu list is, the more time tabu status checking takes for each move, and the more restrictive the search process will be. On the other hand, a too short tabu list risks to introduce cycling in the solution space. For many applications, the best tabu list length is both instance-dependent and time-dependent.

4. The design of the aspiration level function. Since most tabu lists only store some attributes (moves, for example) of the solutions, these attributes can tabu too many moves not causing solution cycling. To prevent this case from occurring, an aspiration level function can be defined. For each move $s$ and each solution $\pi$, we define an aspiration level $A(s, \pi)$. Let $\pi$ be the current solution. For any move $s$ which is in the tabu list, we say that the aspiration level is attained if $cost(s(\pi)) < A(s, \pi)$. The role of $A(s, \pi)$ is to provide added flexibility to
choose good moves by allowing the tabu status of a move to be overridden if the aspiration level is attained. The goal is to do this in a manner that retains the ability to avoid solution cycling.

5. The design of the intermediate and long term memory. Intermediate and long term memory functions are employed within tabu search to achieve regional intensification and global diversification of the search. Combined with the short term memory function fulfilled by the tabu list, the intermediate and long term functions work alternatively. Intermediate term memory operates by recording and comparing features of a selected number of best trial solutions generated during a particular period of search. Features that are common to all or a compelling majority of these solutions are taken to be a regional attribute of good solutions. The method then seeks new solutions that exhibit these features, by correspondingly restricting or penalizing available moves during a subsequent period of regional search intensification. The long term memory function, whose goal is to diversify the search, employs principles that are roughly the reverse of those for intermediate term memory. Instead of inducing the search to focus more intensively on regions that contain good solutions found previously, the long term memory function guides the process to regions that markedly contrast with those examined thus far. The approach differs from those methods that seek diversity by generating a series of random starting points, and hence which afford no opportunity to learn from the past. The objective is to create evaluation criteria that can be used by heuristic search process which is specifically designed to produce a new better than random starting point.

1.3 Thesis outline

According to our literature survey on hypercube embedding problems, we found that Chen's recent Ph.D thesis [10] made the most extensive comparative study of various hypercube embedding techniques. Chen claimed that the combination of a
greedy heuristic (FG) and a Kernighan-Lin heuristic with cube neighbor neighborhood (KLC) search strategy gave the best performance over other heuristics (greedy, local search, Kernighan-Lin, and simulated annealing) for various types of task graphs. Chen used unweighted total mapped distance as his objective function [11, 10]. Our main objective in this thesis is to generalize Chen’s embedding model and propose new efficient tabu search embedding heuristics to outperform the best heuristics claimed by Chen in both solution quality and running time.

In Chapter 2, we give a concise literature survey on hypercube embedding problem and tabu search technique.

The problem-specific design and implementation issues (heuristic independent) are discussed in Chapter 3. These issues include move-set design, gain function and its update, a bucket-list priority queue data structure, benchmark graphs used for performance comparisons, and the test bed.

In Chapter 1, we introduce the established hypercube embedding approaches including greedy, Kernighan-Lin, and simulated annealing. We summarize these approaches in the context of Chen’s adaptations of them to hypercube embedding. We also introduce our improvement on Chen’s simulated annealing heuristic. The related performance comparisons are reported at the end of this Chapter.

Chapter 5 presents the details of our tabu search heuristic (TSC) with the objective function $D(\pi)$. We investigate the effects of neighborhood selection on solution quality and CPU efficiency. We successfully introduce an adaptive tabu list to our tabu search heuristic to capture the dynamic properties of the hypercube embedding process. The relevant performance comparisons between tabu search heuristics with static and adaptive tabu lists are presented. The experiments show that the iteration number and running time using adaptive tabu list are 18% and 22% less than those based on static tabu list respectively while the solution quality of the former is better than that of the latter. We also present both extensive and intensive performance comparisons between Chen’s most competitive heuristics and our new tabu search heuristic.
A new tabu search heuristic (TSD) for objective function $D(\pi)$ is introduced in Chapter 6. We discuss the special difficulties in minimizing $D(\pi)$, and present the $qnm$ related design based on $D(\pi)$ and the other implementation issues. We also describe a $heap$ priority queue data structure used in TSD to facilitate the evaluation of $D(\pi)$. The performance comparisons for $D(\pi)$ are made between TSD and TSC for all of our benchmark graphs. The experiments show that TSD cannot be replaced by TSC.

Chapter 7 concludes the thesis with a summary of our main observations, our contributions to this research, and future work.
Chapter 2

Literature Survey

In this chapter we review the literatres on hypercube embedding and tabu search. Based on our survey, we found that Chen’s study [10] on hypercube embedding is most extensive in both embedding approaches and performance comparisons among different approaches; and tabu search is a new promising search technique still under development.

2.1 Hypercube embedding

Many heuristics have been proposed based on different optimization models. In this section, we only survey those previous work related to us.

Bokhari proposed a local search heuristic with pairwise exchange for mapping task graphs to a Finite Element Machine (FEM) ("eight nearest neighbor" interconnection) [1]. Bokhari’s objective function maximizes the number of edges in the task graph that are mapped to single edges in FEM, which is also used by the greedy heuristic in [10] (referred to as FG) for hypercube embedding. He tested about 20 structural problems of 9 to 19 vertices for FEM’s of size 1 x 4 to 7 x 7. To avoid local optima traps, probabilistic jumps were used in the local search to improve performance.

Lee and Aggarwal formulated a set of objective functions which quantify communication overhead for different applications (e.g., asynchronous communication,
synchronous communication, and parallel image-processing model) [38]. The edges in $G$ are divided into some subsets such that the edges in the same subset represent the inter-process communications which occur simultaneously and the edges in different subsets represent the inter-process communications which occur sequentially. The two objective functions, $\sum_i \left( \max_j (\tilde{c}_{ij}) \right)$ and $\max_i \left( \max_j (\tilde{c}_{ij}) \right)$, were formulated, where $i$ is the subset number, $j$ is edge number in subset $i$, and $\tilde{c}_{ij}$ is the mapped distance of the $j$th edge in subset $i$. A greedy heuristic in combination with a local search (pairwise exchange) was proposed to solve the mapping problem. The heuristic was tested for 9 task graphs on hypercubes of 8 and 16 vertices respectively using the second objective function.

A simulated annealing heuristic was studied and reported by Ramanujam, Ercal, and Sadayappan [40]. To formulate the communication overhead, the total mapped distance $T(\pi)$ was used as the objective function subject to a constraint on a load-unbalance factor. Two strategies, namely simulated annealing with scaling and simulated annealing with exchange, were investigated to prevent the load-unbalance factor from trapping the annealing process at local optima. Experiments were done for 5 structured and 3 random graphs with 144 to 602 vertices.

Ercal, Ramanujam, and Sadayappan further proposed a recursive mapping strategy [13] based on repeated applications of the Kernihan-Lin graph partitioning heuristic [35]. This heuristic was compared with simulated annealing for the same set of test graphs in [40]. Results showed that this heuristic obtained costs slightly worse than those for simulated annealing, but the cost difference was always less than 10% and the computation time of this recursive strategy was much less.

A processor and link assignment heuristic using simulated annealing was developed by Bollinger and Midkiff [5]. Since each link in the multiprocessor may be contended by several processes at the same time (causing traffic congestion on the link), the objective function considers communication costs and the load on each link. The heuristic employs two optimization phases. Process annealing is first used to assign processes to processors (processor assignment), and connection annealing is
then used to further reduce the communication cost by routing traffic over data paths (link assignment). Two different objective functions were used for the two different phases. The performance of the heuristic was evaluated by mapping hypercubes with 8 to 512 vertices onto themselves and mapping binary trees to hypercubes. Experiments showed that this simulated annealing heuristic was able to consistently map hypercubes of size $\leq 128$ into themselves perfectly.

A greedy heuristic embedding strategy was proposed by Chen and Gehring in [9]. They chose the average distance (the total mapped distance divided by number of edges in $G$) without edge weight as the objective function. The performance of embedding fully connected task graphs, almost fully connected task graphs, hypercubes, and rings into hypercube were presented.

The performance of several different mapping heuristics for the hypercube embedding problem was compared by André, Pazat, and Priol [2]. They adopted the quadratic assignment model for their objective function and compared four different heuristics including Bokhari’s local search heuristic [4], Chen’s greedy heuristic [9], a simulated annealing heuristic, and Pazat’s “friendly greedy” heuristic [39]. The comparison was based on mapping $4 \times 4$ meshes to 4-cubes and mapping a parallel ray-tracing algorithm to 4- and 5-cubes.

Based on the same objective function as used in [9], Chen’s recent thesis studied three greedy heuristics, a local search heuristic with flat moves, a Kernighan Lin heuristic with uphill moves, and a simulated annealing heuristic [10]. An efficient bucket-list data structure (see Section 3.3) proposed by Fiduccia and Mattheyses [15] was employed to implement a priority queue. We will describe these heuristics in Chapter 1.

### 2.2 Tabu search

Tabu search was first proposed for the integer programming problem [19] and then developed in a general framework by Glover. Independently, Hansen proposed a
Steepest Ascent/Mostest Descent technique based on similar ideas and used it to solve maximum satisfiability problem [28]. Research on tabu search has been focused on the following issues [30, 6, 16, 50, 48, 29, 42, 32, 18, 17, 33, 43, 41].

1. Neighborhood design

Given a solution \( \pi \), its neighborhood \( \mathcal{N}(\pi) \) is defined as the set of all possible solutions which can be found from \( \pi \) by one move or modification. A large neighborhood size will result in a long computation time for neighborhood search. To reduce the time for neighborhood search, Hertz and Werra [30] proposed to stop the search as soon as a better neighbor solution \( \pi' \) is found in the neighborhood of the current solution \( \pi \), and the move is performed directly from \( \pi \) to \( \pi' \). In [10] Chen chose the cube-neighborhood, hypercubic embedding, and demonstrated that the heuristics with cube-neighborhood performs better than those with all-swap neighborhood.

2. Tabu list size

The choice of tabu list size is critical for many applications. If tabu list is too short, cycling may occur in the search process; if tabu list is too long, appealing moves may be forbidden and leading to the exploration of lower quality solutions. It is, however, difficult to give a general rule for finding the best tabu list size. In most references, the tabu list size was fixed. Taillard proposed a scheme to change the tabu list size randomly during the search for Quadratic Assignment Problem [12]. The tabu list size \( k \) will be chosen between \( k_{\text{min}} \) and \( k_{\text{max}} = k_{\text{min}} + \Delta \), where both \( k_{\text{min}} \) and \( \Delta \) are given positive integers. For every \( 2 \cdot k_{\text{max}} \) iterations, a random number \( r \) uniformly distributed over interval \([0, \Delta]\) is used to change the tabu list size to \( k_{\text{min}} + r \). In this way Taillard claimed that one can find better solutions in a more reliable way and reduce 30% iterations than for a fixed tabu list size.

3. Aspiration level function
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(a) Skorin-Kapov used the best cost, \( \text{best.cost} \), obtained thus far as the aspiration level function [33]. If a move transforming solution from \( \pi \) to \( \pi' \) is in tabu status and \( \text{cost}(\pi') < \text{best.cost} \), then the tabu status can be overridden. While this aspiration level function is simple, its ability to override the tabu status is very limited.

(b) Hertz et al. proposed that the tabu status of a move from \( \pi \) to \( \pi' \) be dropped if \( \text{cost}(\pi') \) is smaller than the best cost obtained earlier by leaving a solution \( \pi'' \) where \( \text{cost}(\pi'') = \text{cost}(\pi) \) [30, 29, 32].

1. Long term memory

Skorin-Kapov incorporated long term memory in her tabu search heuristic for the Quadratic Assignment Problem (QAP) [33]. The heuristic has two phases — construction and improvement. The former provides an initial solution based on the flow and distance matrices, and the latter improves the initial solution using tabu search. An \( n \times n \) matrix LTM is used to record the move statistics of each facility for the QAP of size \( n \). At the end of the improvement phase, the recent move history stored in LTM is used to modify the distance matrix and the above process is repeated with a new initial solution. The experiments show that tabu search with LTM takes much more time than that without LTM and the improvement on solution quality is very limited.

2.3 Summary

For most research on hypercube embedding, the total communication cost (with or without edge weight) is employed as the objective function. The techniques that are used to solve the hypercube embedding problem can be classified into two categories: constructive approach and iterative improvement approach. The former includes the variants of various greedy heuristics, and the latter includes local search, Kemeny's Lin, and simulated annealing heuristics. Chen made extensive performance comparisons for most of these heuristics [10].
Tabu search is a new general search strategy still under development. It has been successfully applied to a wide range of problem domains with superior performance. The major design issues are focused on neighborhood, tabu list, aspiration level function, and intermediate/long-term memory functions.
Chapter 3

Problem-Specific Design Issues

Let \( X \) be the set of all bijections \( \pi : V \to V_k \), and \( cost(\pi) \) denote either \( D(\pi) \) or \( D(\pi) \). Our hypercube embedding problem can be presented in the following form:

Minimize \( cost(\pi) : \pi \in X \).

We call \( X \) the solution space.

A wide range of heuristics for solving problems capable of being written in the above form can be characterized conveniently by reference to sequences of moves that lead from one trial solution (selected \( \pi \in X \)) to another. A move is a mapping from a subset \( X(s) \) of \( X \) to \( X \). Let \( S \) be the move-set containing all defined moves.

We use \( S(\pi) (\pi \in X) \) to denote the subset of moves in \( S \) applicable to \( \pi \), and \( S(\pi, Y) \) \((\pi \in X, Y \subseteq V) \) the subset of moves in \( S(\pi) \) that only redefines \( \pi(v) \) for \( v \in Y \). For any \( s \in S(\pi), s(\pi) \), the new solution obtained by applying \( s \) to \( \pi \), is called a neighbor of \( \pi \). We use \( \mathcal{N}(\pi) \), called neighborhood of \( \pi \), to denote the set of all neighbors of \( \pi \), and \( |\mathcal{N}(\pi)| \) the neighborhood size of \( \pi \). Since all of the moves which we use are bijections, we have \( |S(\pi)| = |\mathcal{N}(\pi)| \).

3.1 Move-set and neighborhood design

From an abstract point of view, all the heuristics (except greedy heuristics) in this thesis perform a series of iterations. At each iteration, a subset of the neighborhood
\( A(\pi) \) of the current solution \( \pi \) in the solution space \( X \) is investigated and the current solution \( \pi \) is updated accordingly (making a move \( s \in S(\pi) \)). To make these heuristics efficient and effective, the move-set \( S \) should be defined with the following properties:

- **Reachability:** Given any two solutions \( \pi \) and \( \pi' \) in \( X \), it should be possible to apply a sequence of moves in \( S \) to reach \( \pi' \) from \( \pi \). This property will greatly increase the probability for an heuristic to converge to the global optimum.

- **Efficiency:** Given any solution \( \pi \in X \) and \( s \in S(\pi) \), the cost of \( s(\pi) \) can be easily evaluated by incrementally updating the cost of \( \pi \). This will allow us to avoid evaluating the cost function during each iteration.

- **Injectiveness:** For any \( \pi \in X \) and any two different moves \( s, s' \in S(\pi) \), \( s(\pi) \neq s'(\pi) \). This will make sure that each neighbor of the current solution will be checked only once for the current neighborhood search.

Let \( \pi \in X \) be the current solution. Given a vertex \( u \in V \), we use \( \eta(\pi, u, i) \) to denote a vertex \( v \in V \) such that \( \pi(v) \) is the \( i \)-th \((1 \leq i \leq d)\) dimensional neighbor of \( \pi(u) \) in the \( d \)-cube. The following are two popular move-set designs for hypercube embedding:

**Cube-neighbor move-set:** \( S_1(\pi) = \{\{u, v\}|u, v \in V; \delta(\pi(u), \pi(v)) = 1\} \);

**All-swap move-set:** \( S_2(\pi) = \{\{u, v\}|u, v \in V; u \neq v;\} \).

For a move \( s = \{u, v\} \), \( s(\pi) \) is obtained by exchanging the values of \( \pi(u) \) and \( \pi(v) \). We let \( \mathcal{N}_1(\pi) = \{s(\pi)|s \in S_1\} \) and \( \mathcal{N}_2(\pi) = \{s(\pi)|s \in S_2\} \). We call \( \mathcal{N}_1(\pi) \) the **cube-neighborhood neighborhood**, and \( \mathcal{N}_2(\pi) \) the **all-swap neighborhood**. For all-swap neighborhood, the neighborhood size \( |\mathcal{N}_2(\pi)| = |S_2(\pi)| = n(n - 1)/2 \). For cube-neighborhood neighborhood, however, the neighborhood size is reduced to \( |\mathcal{N}_1(\pi)| = |S_1(\pi)| = (n \log n)/2 \) by allowing swaps only between vertices in \( G \) that are mapped to adjacent hypercube vertices.
For both objective functions \( D(\pi) \) and \( D(\pi) \), both \( S_1 \) and \( S_2 \) enjoy the reachability and the injectiveness properties. For objective function \( D(\pi) \), the efficiency is acquired for both of the two move-sets by incrementally updating the current solution cost \( D(\pi) \) to get its neighbor's solution cost. To be more specific, for any \( \pi \in \mathcal{X} \) and \( s \in S \), we define a gain \( Gain(\pi, s) \) such that \( \bar{D}(s(\pi)) = D(\pi) + Gain(\pi, s) \). We will introduce the gain function for \( \bar{D}(\pi) \) in the next section. For objective function \( D(\pi) \), however, the property of efficiency is not easily available. We will describe the gain function for \( D(\pi) \) in Chapter 6.

### 3.2 Gain function and its update

In this section, we only discuss the gain function and its update for objective function \( D(\pi) \). For objective function \( D(\pi) \), the corresponding discussion will be made in Chapter 6.

A gain function should be defined to measure the effectiveness of each potential move, and this gain function should be easily updated following each move to minimize the computational overhead introduced by reevaluating the gain function. We assume that a data structure is used to store the gain value for each move; and for any move \( s \), it takes constant time to find the gain associated with it.

Given any current solution \( \pi \in \mathcal{X} \) and any move \( s \in S(\pi) \), we define the gain of \( s \) related to \( \pi \) as \( Gain(s) = \bar{D}(\pi) - \bar{D}(s(\pi)) \). Because a move \( s \) (swapping two vertices) only affects part of the total mapped distance, and our neighborhoods have special properties, the gain function can be refined. In the following, for any vertex \( u \in V \), we use \( \beta(u) \) to denote the set of all the neighboring vertices of \( u \) in \( G \).

#### 3.2.1 Gain function for all-swap neighborhood

For any vertices \( u, v \in V \), the exchange of \( u \) and \( v \) will only affect the mapped distances between vertex \( u \) and its neighbors and between vertex \( v \) and its neighbors.
The gain function can thus be refined as

\[
\text{gain}(u, v) = \sum_{x \in \beta(u)} \delta(\pi(u), \pi(x)) \cdot w(u, x) + \sum_{y \in \beta(v)} \delta(\pi(v), \pi(y)) \cdot w(v, y) - \\
\sum_{x \in \beta(u)} \delta(\pi(v), \pi(x)) \cdot w(u, x) - \sum_{y \in \beta(v)} \delta(\pi(u), \pi(y)) \cdot w(v, y).
\]

The time complexity of function gain(u, v) is \(O(d\text{deg}(u) + d\text{deg}(v)) = O(d)\), where \(d = (2m) / n\) is the average degree of the vertices in \(G\), and \(m = |E|\) is the number of edges in \(G\).

Given a specific embedding, the values of gain(u, v) for all combinations of \(u\) and \(v\) can be initialized in time \(O(n^2 \cdot d) = O(n^2 \cdot \frac{2m}{n}) = O(2mn) = O(mn)\). Given any \(u, v \in V\), whenever a swap \(\{u, v\}\) is performed, it is sufficient to update the gains for the following pairs:

- \(\{u, x\}\) and \(\{v, x\}\) for all \(x \in V\): a reevaluation of the gain for each of these swaps can be done in time \(O(d)\); there are \(O(n)\) such pairs, the total time for the reevaluation for all these pairs is thus \(O(n d) = O(n(2m/n)) = O(m)\);
- \(\{x, y\}\) for \(x \in \beta(u) \cup \beta(v)\), all \(y \in V - \{u, v\}\): these gains need only be adjusted according to the new distances between \(x\) and \(u\) and between \(x\) and \(v\). The gain can be updated by the following formula: \(\text{gain}(x, y) = \text{gain}(x, y) + \Delta(x, y) \cdot w(x, y)\), where

\[
\Delta(x, y) = \begin{cases} 
(b(x, u) - b(y, u)) - (b(x, v) - b(y, v)), & \text{if } x \in \beta(u) \\
(b(x, v) - b(y, v)) - (b(x, u) - b(y, u)), & \text{if } x \in \beta(v).
\end{cases}
\]

The time complexity is \(O((d\text{deg}(u) + d\text{deg}(v))n) = O((d + d)n) = O(m)\).

The time complexity for updating the gain function for each move is thus \(O(m)\).
3.2.2 Gain function for cube-neighbor neighborhood

Let $\gamma(u, i)$, $1 \leq i \leq d$, be the decrease in cost that would result from moving $u$ to the $i$th dimensional neighbor of $\pi(u)$ (without moving any other vertices). We have

$$\gamma(u, i) = \sum_{x \in \beta(u)} \alpha(x, u, i) \cdot w(u, x)$$

where $\alpha(x, u, d)$ equals 1 if the $i$th bit of $\pi(x)$ in cube is the same as the $i$th bit of $\pi(u)$, -1 otherwise. The gain $(u, v)$ for a move $s = \{u, v\}$, $v = \eta(\pi, u, i), 1 \leq i \leq d$, is thus

$$gain(u, v) = \gamma(u, i) + \gamma(v, i) - 2 \times adj(u, v)$$

where $adj(u, v)$ is 1 if $u$ and $v$ are adjacent in $G$, 0 otherwise. The time complexity of function $gain(u, v)$ is thus $O(deg(u) + deg(v)) = O(d)$.

Given a specific embedding, the values of $gain(u, v)$ for all combinations of $u$ and $v$ can be initialized in time $O(n \cdot \log n \cdot \tilde{d}) = O(n \cdot \log n \cdot \frac{2m}{n}) = O(2m \log n) - O(m \log n)$.

Given any $u \in V$ and $1 \leq i \leq d$, let $v = \eta(\pi, u, i)$. Assume that move $s = \{u, v\}$ has just been performed.

- For each dimension $j$, $1 \leq j \leq d$, let $x = \eta(s(\pi), u, j)$ and $y = \eta(s(\pi), v, j)$. The values of $gain(u, x)$ and $gain(v, y)$ are reevaluated. The corresponding time complexity is thus $O(\tilde{d} \log n)$;

- For all $x \in \beta(u) \cup \beta(v)$, let $y = \eta(s(\pi), x, i)$. Since the swap of vertices $u$ and $v$ only affects the value of gain related to the $i$th dimensional cube neighbor of $\pi(x)$, only $gain(x, y)$ needs to be reevaluated. The corresponding time complexity is thus $O(\tilde{d}^2)$.

The total time complexity of gain update for each move is thus $O(\tilde{d} \tilde{d} \log n))$.

We implemented each heuristic in this thesis for both all-swap and cube neighbor neighborhoods. For each heuristic, the all-swap version always has inferior performance to the cube-neighbor version since the former can only afford very limited number of iterations due to its large neighborhood size. This confirms a similar claim
made by Chen in [10]. Therefore, this thesis will focus on the performance comparisons of heuristics based on the cube-neighbor neighborhood design.

3.3 Bucket-list priority queue data structure

For most heuristics, we need a priority queue to support our implementations. The general setting for this queue is as follows. There is a finite set \( Y \) of items, an integer \( g_{\text{max}} \geq 0 \), and an integer function \( g : Y \rightarrow \{-g_{\text{max}}, \ldots, g_{\text{max}}\} \). The priority queue should support the following operations:

- \( \text{Insert}(Q, y, g) \) insert item \( y \) with gain \( g \) into \( Q \)
- \( \text{Delete}(Q, y) \) remove item \( y \) from the queue \( Q \)
- \( \text{Max}(Q) \) return \( y \), the item with the largest gain in \( Q \)
- \( \text{Move}(Q, y, g) \) revise item \( y \)'s position in the queue \( Q \) in accordance with its new gain \( g \)

Fiduccia and Mattheyses introduced a bucket-list data structure to implement this priority queue in their Kernighan-Lin heuristic for graph partition [15]. This data structure was also employed by Chen in his implementation of hypercube embedding [10]. The implementation is based on an array \( \text{bucket}[-g_{\text{max}}, \ldots, g_{\text{max}}] \), whose \( k \)th entry is a pointer to a doubly-linked list, called a bucket, of cells each containing an item with gain currently equal to \( k \). Each cell has a field to keep its current bucket number. A separate array of pointers, indexed by moves, allow us to have direct access to each item in the buckets. An integer typed variable \( \text{best.gain} \) always points to the first (from top) non-empty bucket. Figure 3.1 shows the bucket-list implementation of the priority queue used in our heuristics.

The following lemma is a restatement of the time bound found in [15], presented in more general terms.

**Lemma 1** Let \( Q_t \) be the number of times that the priority-queue operations \( \text{Insert}() \), \( \text{Delete}() \), and \( \text{Move}() \) are called, \( Q_M \) the number of calls to \( \text{Max}() \), \( M \) the maximum gain of any item, and \( \Delta_{\text{max}} \) the maximum amount by which the gain of any item may
increase between two successive $Max()$ operations. Then, assuming all insertions or
cur at the beginning, the priority queue can be implemented so that the total time
for all operations is $O(Q_1 + Q_M \Delta_{\text{max}} + M)$. □

Proof: The operation $Move()$ is simply a matter of moving a cell from one doubly
linked list to another and can be done in constant time. $Insert()$ and $Delete()$ can
also be done in constant time. The auxiliary variable $best\_gain$ is used to facilitate
$Max()$. Variable $best\_gain$ is updated whenever the gain of an item becomes larger
than the current value of $best\_gain$ as the result of $Insert$ or $Move()$. After a $Delete()$,
$best\_gain$ may have to be decreased (if the bucket containing the item of highest gain
was emptied) by scanning for the next non-empty bucket. However, the scan for the
next non-empty bucket can be deferred until the next $Max()$ operation. If the time
spent on scanning is ignored, $Max()$ can be done in constant time.

The total time spent scanning for the next non-empty bucket during $Max()$ is
proportional to the number of buckets, plus the sum over all $Max()$ operations of
the increase in \textit{best.gain} since the previous \textit{Max}(). Except the increases due to the initial insertions, which account for a total of at most \( M \), \textit{best.gain} cannot increase in value unless the \textit{gain} of an individual item increases by at least the same amount. Thus the time spent on scanning is \( O(Q_M \Delta_{max} + M) \). \( \square \)

In the implementation of our heuristics with bucket-list data structure, we keep all possible swaps formed \((u, v)\) in the bucket-list together with their associated gains. Let \( d_{max} \) be the maximal vertex degree in \( G \), \( 0 \leq d_{max} \leq (n - 1) \).

- For move-set \( S_2(\pi) \), whenever two vertices \( u \) and \( v \) are swapped, the mapped distance between \( u \) and one of its neighbors in \( G \) can change by at most \( \log n - 1 \); similarly, the mapped distance between \( v \) and one of its neighbors in \( G \) can change by at most \( \log n - 1 \). Therefore the maximum gain (\( M \)) of any single swap is in the range \( \pm 2d_{max}(\log n - 1) = O(d_{max} \log n) \).

- For move-set \( S_1(\pi) \), whenever vertex \( u \in V \) is swapped with vertex \( v = \eta(\pi, u, i), 1 \leq i \leq d \), the mapped distance between \( \pi(u) \) (or \( \pi(v) \)) and one of its neighbors in \( G \) can change by at most 1 because \( \pi(u) \) and \( \pi(v) \) are cube neighbors. Therefore the maximum gain (\( M \)) of any single swap is in the range \( \pm 2d_{max} = O(d_{max}) \).

### 3.4 Benchmark graphs

Three classes of task graphs are generated and used to compare the solution quality of various heuristics. They are random graphs, geometric graphs, and perturbed regular graphs (cubes and meshes). The former two classes of graphs are mainly characterized by two parameters: \( n \), the vertex number; and \( d \), the expected degree for each vertex.

**Generation of random graphs:**

Given positive integers \( n \) and \( d \), define \( p = d/(n - 1) \). Value \( p \) specifies the probability that any given pair of vertices constitutes an edge. The edge weight is generated
randomly in some specific integer ranges.

**Generation of geometric graphs:**

Given positive integers $n$ and $d$, define $k = \sqrt[d]{d/(\pi n)}$. The coordinates of $n$ vertices are first generated randomly on a unit square plane. Two vertices share a connecting edge if and only if the Euclidean distance between them is $k$ or less. The weight for any edge is the ceiling integer of the product of a scale factor $S$ and the ratio of the distance between the vertices incident to the edge over $k$. Figure 3.2 shows a

![Figure 3.2: Geometric graph G512](image)

geometric graph $G_{512}$ generated with $n = 512$ and $d = 9$.

**Generation of perturbed regular graphs:**

Given positive integers $n$ and $k$, where $n = 2^d$, we can generate a perturbed cube by first generating a $d$-cube, then randomly delete (add) $k$ edges from (to) this $d$-cube.
Table 3.1: Characteristics of the random benchmark graphs

Given positive integers \( n_1, n_2, \) and \( k \), where \( n_1 \cdot n_2 = 2^d \), we can generate a perturbed 2-dimensional mesh by first generating an \( n_1 \times n_2 \) mesh, and then randomly delete \( k \) edges from (to) this mesh. Since the optimal embeddings of this class of graphs into hypercubes of the same size are easier to be obtained, we can use them to get more objective evaluations for our heuristics.

Table 3.2: Characteristics of the geometric benchmark graphs

All of our sets of benchmark graphs are specified in Tables 3.1, 3.2, and 3.3. The first letter of a graph-set name designates the graph class: R for random graph, G for geometric graph, C for cube, and M for mesh.

- For each set of the random and geometric graphs, we specify its vertex number \( n \), expected degree \( d \), range for \( w \) (for random graphs), and scale-factor \( S \) (for
| name   | $n$ | # | $d_{\text{ave}}$ | $d_{\text{min}}$ | $d_{\text{max}}$ | $|E|$ |
|--------|-----|---|------------------|------------------|------------------|------|
| C7     | 128 | 1 | 7                | 7                | 7                | 118  |
| C7.P3  | 128 | 10| 7.017            | 7                | 8                | 151  |
| C7.M3  | 128 | 10| 6.953            | 6                | 7                | 145  |
| C7.P7  | 128 | 10| 7.109            | 7                | 8                | 155  |
| C7.M7  | 128 | 10| 6.891            | 6                | 7                | 141  |
| M8.16  | 128 | 1 | 3.625            | 2                | 1                | 232  |
| M8.16.P3 | 128 | 10| 3.672            | 2                | 5                | 233  |
| M8.16.M3 | 128 | 10| 3.578            | 2                | 1                | 229  |
| M8.16.P7 | 128 | 10| 3.731            | 2                | 5                | 239  |
| M8.16.M7 | 128 | 10| 3.516            | 2                | 1                | 225  |

Table 3.3: Characteristics of the perturbed regular benchmark graphs.

We also list their average degree $d_{\text{ave}}$, minimum degree $d_{\text{min}}$, maximum degree $d_{\text{max}}$, average edge number $|E|$, and number of graphs #. The last four entries are averages over all the graphs in the set. We in general choose small $d$ as most interesting applications involve graphs with a low average degree, and because such graphs are better for distinguishing the performance of different heuristics than denser ones [31].

- For each set of the perturbed regular graphs, we specify its vertex number $n$.

For each name for perturbed cubes, "C" is followed by a number $d$ specifying the dimension of the graphs. For each name for perturbed meshes, "M" is followed by two numbers $n_1, n_2$ specifying a 2-dimensional $n_1 \times n_2$ mesh. At the end of each graph-set name, "Pk" stands for graphs with $k$ edges randomly added; and "Mk" stands for graphs with $k$ edges randomly deleted. We use an 8 x 16 mesh to generate our perturbed meshes. We also list their average degree $d_{\text{ave}}$, minimum degree $d_{\text{min}}$, maximum degree $d_{\text{max}}$, average edge number $|E|$, and number of graphs #.

Although neither of these three classes is likely to arise in a typical application, they provide the basis for repeatable experiments, and, it is hoped, constitute a broad enough spectrum to yield insights into the general performance of the heuristics.
3.5 Test bed

All of our experiments are carried out on a Sun-Sparc 1+ workstation under SunOS Release 4.01. Since the heuristics are randomized, one run on one graph may not be conclusive. Ideally, the most accurate results are obtained with a huge number of graphs and a huge number of iterations per graph. However, we cannot afford excessive computation time for each experiment, since many experiments are to be conducted. In this research, most running times and solution costs reported are based on running 10 times for each of the 10 problem instances generated randomly for a specific set of parameters. This choice is a compromise between the reliability of the data we obtained and the time we can afford.

In our experiments, all heuristics are run on the same set of benchmark graphs. Thus the average solution cost of each heuristic reflects its relative solution quality. Also, all the iterative improvement heuristics are given the same set of initial solutions for each graph, so they begin at the same starting point. In case that greedy heuristics are used as front ends of local search variants, the solutions of the former are fed directly to the latter.

3.6 Summary

In this Chapter, we described some problem-specific design issues which are foundations for all of our heuristics and implementations for hypercube embedding. We described the criteria for neighborhood design. We introduced the gain function and its update for objective function $\mathcal{D}(\pi)$. A bucket-list data structure employed in both Chen's and our implementations of embedding heuristics, the benchmark graphs used in our experiments, and the test environment were also presented.
Chapter 4

Established Hypercube Embedding Approaches

Based on our literature survey, we found that the major approaches applied to hypercube embedding problems are greedy, local search, Kernighan-Lin, and simulated annealing. Chen studied the most hypercube embedding approaches and made extensive comparisons for minimizing $\bar{D}(\pi)$ (without edge weights) [10]. To conduct performance comparisons between Chen’s heuristics and our new proposed tabu search heuristics, we summarize in this chapter the most competitive approaches in the literature in the contexts of their adaptations to the hypercube embedding problem reported in [10]. We also improve Chen’s simulated annealing heuristic and make the relevant performance comparisons.

4.1 Greedy approach

Greedy approach is a kind of constructive technique. It is very efficient to be used to generate better than random solutions. The generic form of a greedy heuristic for hypercube embedding is given in Figure 4.1. The heuristic gradually decrease the number of unmapped vertices until every vertex has been mapped. During each iteration, $v$, a vertex in $V$ having most neighbors already mapped, is chosen greedily as the next vertex to be mapped. Given $v$, the heuristic then greedily chooses $h$, the
While not all vertices in $V$ have been mapped to $H$ do:

Choose any vertex $v \in V$ which has most neighbors already mapped to $H$.

Choose any $h \in V_h$ such that the total distance between $v$ and its mapped neighbors is minimized if $v$ is mapped to $h$.

Map $v$ to $h$.

Report the embedding and its cost.

Figure 4.1: Greedy approach for hypercube embedding

hypercube vertex to which $v$ is mapped, such that the total distance between $v$ and its mapped neighbors is minimized if $v$ is mapped to $h$.

Chen implemented three greedy heuristics for hypercube embedding based on the different methods of choosing $h$ and $v$ in the generic greedy heuristic shown in Figure 4.1. The simple greedy (SG) chooses vertex $h$ in a predetermined sequence the binary represented gray-code sequence. The fast greedy (FG) chooses vertex $h$ according to the principle that the maximal number of edges in $G$ incident to $v$ should be mapped preserving neighborship. The third one was proposed by Chen (referred to as G). It is slightly different from the variants of the generic greedy heuristic (SG and FG). Basically, the constraint of $v$ being chosen before $h$ is eliminated; the $(v, h)$ pair is chosen from all possible candidates in $V \times H$ to minimize the summation of mapped distances between $v$ and all its neighbors in $G$. Chen’s G is more powerful than SG and FG for random graphs but less efficient.

The time complexities of SG, FG, and G are $O(m + n)$, $O(m \log n)$, and $O(nm)$ respectively, where $m$ is the number of edges in graph $G$, i.e., $m = |E|$ [10].

Our experiments confirmed Chen’s claim: SG is the fastest heuristic, but also gives worst solution quality for random and geometric graphs. However SG can embed meshes and cubes optimally. G generates better solution than SG and FG for random and geometric graphs, but is less efficient. While the solution quality and running
1. Get a random initial solution \( \hat{\pi} \).
2. Let \( g_0 = 0 \).
3. Repeat
   3.1 Let \( \hat{\pi}_0 = \hat{\pi} \), \( T = \emptyset \), \( i = 1 \).
   3.2 While \( S(\hat{\pi}_{i-1}, V - T) \neq \emptyset \) do:
      3.2.1 Find a move \( s_i \) in \( S(\hat{\pi}_{i-1}, V - T) \) such that
            \[ \Delta = D(\hat{\pi}_{i-1}) - D(s_i(\hat{\pi}_{i-1})) \]
            is maximized.
      3.2.2 Let \( \hat{\pi}_i = s_i(\hat{\pi}_{i-1}) \).
      3.2.3 Let \( \hat{g}_i = \hat{g}_{i-1} + \Delta \), \( T = T \cup V(s_i) \), \( i = i + 1 \).
3.3 Let \( g_k = \max\{g_1, g_2, \ldots, g_i\} \).
3.4 Let \( \hat{\pi} = \hat{\pi}_i \).
Until \( g_k \leq 0 \).
4. Return \( \pi \).

Figure 4.2: Kernighan-Lin approach

time of FG are between those for SG and G, it can embed optimally for meshes, cubes, and meshes and cubes with some edges deleted. Due to their efficiency and ability to embed regular graphs, FG and SG are good front end heuristics for other iterative heuristics.

4.2 Kernighan-Lin approach

The Kernighan-Lin approach differs from the local search at two key aspects: (1) It is more aggressive during each iteration by always using the move among the current candidates that can maximize the gain; (2) It gives each vertex a chance to move, and the “uphill” moves will be accepted as long as the compound gain of the sequence of moves including these “uphill” ones is positive.

Let \( V(s) \) be the subset of vertices in \( V \) involved in the move \( s \). We can present the Kernighan-Lin approach in Figure 4.2. Given a random initial solution \( \hat{\pi} \), the heuristic executes a main loop (step 3) which will not stop until no positive compound gain can be found. During each iteration of this main loop, an inner loop (step 3.2) is used to move each vertex exactly once, and \( T \) is used to maintain the
vertices already involved in some previous move: in this main iteration. The \( i \)th iteration of the inner loop makes one move \((s_i)\), updates the current solution \( (\hat{\pi}_i)\), and calculates the compound gain up to that stage \((\hat{g}_k)\). The chosen move \((s_i)\) must maximize the gain \((\Delta)\) and involve no vertices already moved in the current main iteration \((s_i \in S(\hat{\pi}_{i-1}, V - T))\). After this inner loop the solution corresponding to the maximum compound gain \((\hat{g}_k)\) is used as the initial solution for the next iteration of the main loop.

As an implementation detail, Chen made the following adaptations for Kernighan-Lin heuristic in [10].

1. Move-set \( S_1(\pi) \) is used to define the neighborhood of solution \( \pi \).

2. The termination condition of the main loop (step 3) is relaxed to allow \( \rho \) consecutive uphill moves, where \( \rho \geq 0 \) is an integer typed parameter. The step 3.4 is changed to “if \( \hat{g}_k > 0 \), then \( \pi = \hat{\pi}_k \); otherwise, \( \pi = \hat{\pi}_r \) where \( 0 < r < i \) is a random integer.

3. Each vertex can be swapped more than once. In the inner loop (step 3.2), suppose a move formed \((u, v)\), \( u, v \in V \) and \( v = \eta(\pi, u, i), 1 \leq i \leq d \), gives the maximal \( \Delta \), then both vertices \( u \) and \( v \) are allowed to be swapped again with other vertices in later iterations if they only occur as the cube neighbors of other vertices formed \((*, u)\) or \((*, v)\).

We call the Kernighan-Lin heuristic with all-swap move-set KL, the Kernighan-Lin heuristic with cube-neighbor move-set KLC. For every inner loop iteration, there are \( O(\log n) \) Delete() operations and \( O(d \log n) \) Move() operations. For every outer loop iteration, there are \( O(n) \) inner loop iterations, hence we have \( Q_M = O(n) \) Max() operations. Hence \( Q_I = O(n \log n + d \log n) = O(m \log n) \). We have known that the maximum amount by which the gain of any swap may increase is \( \Delta_{max} = O(d_{max}) \), and the maximum gain of any swap is \( M = 2\Delta_{max} = O(d_{max}) \) (see page 23 in Section 3.3). According to Lemma 1, the time complexity for one outer loop iteration
of KLC is $O(m \log n + nd_{\text{max}} + d_{\text{max}}) = O(m \log n + nd_{\text{max}})$. The total time complexity of KLC is thus $O(l(m \log n + nd_{\text{max}}))$ where $l$ is the total outer loop iteration number.

The experimental results showed: (1) Without uphill moves, although significantly slower, KL does give results much better than those for KLC without uphill moves. (2) With increasing $\rho$, however, KLC does so well that it outperforms KL. Chen claimed that KLC outperforms simulated annealing (especially for random graphs) [10].

4.3 Simulated annealing approach

Simulated Annealing (SA), developed by Kirkpatrick et al. [36], can be viewed as an enhanced version of the local search. It attempts to avoid being trapped in poor local optima by allowing occasional uphill moves. This is done under the influence of a random number generator and a control parameter $T$ called the temperature. As typically implemented [31], the SA approach involves a pair of nested loops and three parameters: the initial temperature $T_0$; the cooling ratio $T_i$, $0 < T_i < 1$, and the integer typed temperature length $L$. (see the generic simulated annealing heuristic in Figure 4.3). At the end of step 3, the term frozen refers to a state in which no further improvement on $cost(\pi)$ seems likely.

The heart of this procedure is the loop at Step 3.1. Note that $e^{-\Delta/T}$ will be a number in the interval $(0, 1)$ when $T > 0$ and $\Delta > 0$, and rightfully can be interpreted as a probability that depends on $\Delta$ and $T$. The probability that an uphill move will be accepted diminishes as the temperature declines, and, for a fixed temperature $T$, small uphill moves have higher probabilities of acceptance than larger ones. This particular method of operation is motivated by a physical analogy, best described in terms of the physics of crystal growth [36]. It has been proven that the heuristic will converge to a global optimum if the temperature is lowered in exponential time and the initial temperature is chosen sufficiently high [27].

We use CSAC to denote Chen's simulated annealing heuristic. Chen made the
1. Generate an initial embedding $\pi$.
2. Let $T = T_0$, an initial temperature.
3. Repeat
   3.1 For $L$ iterations do
      3.1.1 Choose a random move $s \in S(\pi)$.
      3.1.2 Let $\Delta = D(s(\pi)) - D(\pi)$.
      3.1.3 If $\Delta \leq 0$ then
         \[ \pi = s(\pi). \]
      else
         \[ \pi = s(\pi) \text{ with probability } e^{-\Delta/T}. \]
   3.2 $T = T_r \times T$ (reduce temperature).
   Until frozen condition is met.
4. Return the best $\pi$ visited.

Figure 4.3: Simulated annealing approach

following adaptations for hypercube embedding:

1. Move-set $S_{i}(\pi)$ is used to define the neighborhood of solution $\pi$.
2. Let $L = |S_{i}| \cdot \text{SIZE\_FACTOR}$, where \text{SIZE\_FACTOR} is a parameter.
3. Frozen condition: The acceptance rate of the proposed moves is measured for each temperature. The heuristic stops when for five temperatures the acceptance rate is lower than \text{MIN\_PERCENT} and the best visited solution is not improved in that period of time. Here \text{MIN\_PERCENT} is another parameter in the range $(0, 1)$.

Several parameters that affect running time and solution quality must be adjusted for CSAC implementation. Since all these parameters are not independent, for each of our benchmark graphs, we tune parameters one at a time, and repeat the process until no perturbation of the parameters can improve the performance.
1. Generate an initial embedding $\pi$.
2. Let $T = T_0$, an initial temperature.
3. Repeat
   3.1 While $|\text{chain.accept.ratio} - \text{epoch.accept.ratio}| > \epsilon$ do
      3.1.1 For $\epsilon$ iterations do
          Choose a random move $s \in S_1(\pi)$.
          Let $\Delta = D(s(\pi)) - D(\pi)$.
          If $\Delta \leq 0$ then
              $\pi = s(\pi)$.
          else
              $\pi = s(\pi)$ with probability $e^{-\Delta/T}$
      3.1.2 Calculate $\text{epoch.accept.ratio}$ and $\text{chain.accept.ratio}$.
   3.2 $T = T_r \times T$ (reduce temperature).
Until the best $\pi$ is not improved for $\lambda$ consecutive $T$s.
4. Return the best $\pi$ visited.

Figure 4.4: New simulated annealing for hypercube embedding

4.4 An adaptive version of simulated annealing

In CSAC, the length of each Markov chain (iterations under the same temperature) is a constant. It means that the same effort is made for each temperature no matter what acceptance ratio is. Experiments show that this implementation is very sensitive to parameter tuning and inefficient if we use conservative size factors. Therefore we improve CSAC heuristic by introducing adaptive Markov chain lengths.

4.4.1 New SA Heuristic

Our new annealing heuristic with cube-neighborhood (SAC), outlined in Figure 4.4, is a refinement of the scheme used in [49]. We use the statistics of acceptance ratio for each Markov chain to determine if the relative equilibrium has been reached. If this is the case, the chain can be terminated. In this way, instead of blindly wasting time in continuing a stabilized chain, we can spend more time to
intensify the solution search in more promising chains.

Five parameters are involved in our SAC: the initial temperature $T_0$, the cooling ratio $T_r$, the integer typed epoch length $\epsilon$, the float typed tolerance $\epsilon$, and the integer typed termination parameter $\lambda$. To be more specific, we define an epoch to be $\epsilon$ consecutive iterations. After the execution of an epoch, the acceptance ratio during this epoch is compared with the total acceptance ratio since the beginning of this temperature. If the difference between these two acceptance ratios is larger than a given tolerance $\epsilon$, another epoch is given at the same temperature. Otherwise, the chain is assumed to be in equilibrium at that temperature, and the temperature is reduced by a cooling ratio $T_r$. This process is repeated until the best solution is not improved for $\lambda$ consecutive temperatures. In case that the value of tolerance $\epsilon$ is too small to terminate the iterations at one temperature, a counter will be used to terminate the loop when the pre-defined maximal chain length ($100 \cdot |S_1(\pi)|$) is reached. The comparison of the two acceptance ratios is started after the first two epochs to avoid terminating the chain right after the execution of the first epoch.

4.4.2 Parameter tuning for SAC

The performance of any SA heuristic depends heavily on the parameter settings. In attempting to optimize the performance of our SAC heuristic, we faced the same kinds of questions that any potential designer of SA heuristics must address. Since there are too many related parameters for us to investigate, we study one or two of them at a time in hope of isolating their effects. This process is repeated for all the parameters until their values stabilize. In the following we show the final round of parameter tuning to get our standard parameter settings for random graph R512W: $T_0 = 5, T_r = 0.97, \epsilon = 1000, \epsilon = 0.001$, and $\lambda = 8$.

Initial temperature $T_0$

Let us first concentrate on the effect of initial temperature $T_0$, and do so by taking a more detailed look at the operation of the heuristic. In Figure 4.5, curve (a) presents a
time exposure of an annealing run on random graph R512W. The standard parameters were used with the exception that the initial temperature $T_0$ was increased from 5 to 50 so that the initial acceptance ratio $\alpha$ is increased from 20% to 90%. During the run, the solution cost was sampled every 1,000 iterations, and these values were plotted as a function of time at which they were encountered.

We can observe from curve (a) that slow progress is made at the beginning of the schedule. For the first 100 or so samples (100,000 iterations, or 10 seconds) the costs can barely be distinguished from those of totally random partitions (the costs for 1,000 randomly generated partitions for this graph range from 4,400 to 4,625 with a mean of 4,507). But there still remains the question of whether the time spent at high temperatures might somehow be necessary, but not be seen yet. Curves (b) (c) and (d) in Figure 4.5 address this issue by presenting time exposures of three shorter annealing runs with initial acceptance ratio 27%, 20%, and 12% (using $T_0 = 6, 5, and
1) respectively. Experiments show that a $T_0$ greater than 5 does not help in solution quality but increases the running time. When $T_0 < 5$, the performance is worse than that when $T_0 = 5$. With $T_0 = 5$, we got the better solution in shorter time than those with other initial temperatures. Therefore we choose $T_0 = 5$.

**Epoch length $\epsilon$ and Tolerance $\epsilon$**

Parameters $\epsilon$ and $\epsilon$ determine the length of each Markov chain. Let $\epsilon$ and $\epsilon$ take on various combinations of values from $\{50, 100, 200, 500, 800, 1000, 2000\}$ and $\{0.1$, $0.01, 0.005, 0.002, 0.001, 0.0008\}$ respectively. We keep all the other parameters at their standard settings. From Table 4.1 we can see that when $\epsilon < 500$ and $\epsilon < 0.005$ the solution costs are improved but the speed of improvement is much slower than that with $\epsilon > 500$. In general, the better solution quality can be obtained by either increasing epoch length $\epsilon$ or decreasing tolerance $\epsilon$. When doing so, the running time is increased too. As a compromise between solution quality and running time, we use $\epsilon = 1000$ and $\epsilon = 0.001$.

**Cooling ratio $T_r$ and termination parameter $\lambda$**

Parameters $T_r$ and $\lambda$ together control how many times the temperature is reduced in the cooling process. Table 4.2 illustrates the effects of these parameters for random graph R512W. We fix all parameters except the two in question at their standard settings. We let $T_r$ and $\lambda$ take on various combinations of values from $\{0.8, 0.85, 0.9, 0.95, 0.96, 0.97, 0.98\}$ and $\{1, 3, 5, 8, 10\}$, respectively. We see from Table 4.2 that the solution quality is getting better (and the running time is also getting longer) as $T_r$ is getting larger. Also we can see that the solution costs are almost not changed when $\lambda$ is larger than 8. Therefore we choose the combination of $T_r = 0.97$ and $\lambda = 8$ which gives the best compromise between solution quality and running time.

### 4.4.3 Performance comparisons between SAC and CSAC

We designed experiments to demonstrate the performance of our SAC heuristic relative to Chen's CSAC heuristic. For CSAC, we used the same method to tune param-
### (a) Running Time

<table>
<thead>
<tr>
<th>c</th>
<th>0.1</th>
<th>0.01</th>
<th>0.005</th>
<th>0.002</th>
<th>0.001</th>
<th>0.0008</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>3.50</td>
<td>4.33</td>
<td>18.51</td>
<td>201.20</td>
<td>129.60</td>
<td>310.70</td>
</tr>
<tr>
<td>100</td>
<td>4.37</td>
<td>4.90</td>
<td>6.48</td>
<td>199.00</td>
<td>166.50</td>
<td>192.30</td>
</tr>
<tr>
<td>200</td>
<td>5.91</td>
<td>8.10</td>
<td>9.74</td>
<td>14.79</td>
<td>111.10</td>
<td>107.00</td>
</tr>
<tr>
<td>500</td>
<td>7.15</td>
<td>14.12</td>
<td>17.96</td>
<td>25.09</td>
<td>34.21</td>
<td>38.75</td>
</tr>
<tr>
<td>800</td>
<td>8.98</td>
<td>19.48</td>
<td>21.88</td>
<td>29.50</td>
<td>44.28</td>
<td>52.11</td>
</tr>
<tr>
<td>1000</td>
<td>9.84</td>
<td>22.37</td>
<td>27.47</td>
<td>37.13</td>
<td>52.63</td>
<td>58.62</td>
</tr>
<tr>
<td>2000</td>
<td>15.25</td>
<td>36.12</td>
<td>46.07</td>
<td>60.62</td>
<td>83.31</td>
<td>88.28</td>
</tr>
<tr>
<td>3000</td>
<td>20.55</td>
<td>48.65</td>
<td>60.30</td>
<td>81.45</td>
<td>109.50</td>
<td>119.00</td>
</tr>
</tbody>
</table>

### (b) Average cost

<table>
<thead>
<tr>
<th>c</th>
<th>0.1</th>
<th>0.01</th>
<th>0.005</th>
<th>0.002</th>
<th>0.001</th>
<th>0.0008</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>2.913</td>
<td>2.880</td>
<td>2.792</td>
<td>2.614</td>
<td>2.562</td>
<td>2.530</td>
</tr>
<tr>
<td>100</td>
<td>2.878</td>
<td>2.836</td>
<td>2.791</td>
<td>2.663</td>
<td>2.579</td>
<td>2.575</td>
</tr>
<tr>
<td>200</td>
<td>2.810</td>
<td>2.761</td>
<td>2.737</td>
<td>2.681</td>
<td>2.617</td>
<td>2.605</td>
</tr>
<tr>
<td>500</td>
<td>2.806</td>
<td>2.687</td>
<td>2.664</td>
<td>2.635</td>
<td>2.607</td>
<td>2.602</td>
</tr>
<tr>
<td>800</td>
<td>2.772</td>
<td>2.650</td>
<td>2.637</td>
<td>2.609</td>
<td>2.586</td>
<td>2.580</td>
</tr>
<tr>
<td>1000</td>
<td>2.763</td>
<td>2.645</td>
<td>2.628</td>
<td>2.607</td>
<td>2.581</td>
<td>2.571</td>
</tr>
<tr>
<td>2000</td>
<td>2.699</td>
<td>2.605</td>
<td>2.599</td>
<td>2.573</td>
<td>2.555</td>
<td>2.550</td>
</tr>
<tr>
<td>3000</td>
<td>2.673</td>
<td>2.581</td>
<td>2.576</td>
<td>2.561</td>
<td>2.541</td>
<td>2.537</td>
</tr>
</tbody>
</table>

Table 4.1: Dependence of running time and average cost on $c$ and $\epsilon$ for R512W
<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.85</td>
<td>0.9</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>25.23</td>
<td>27.38</td>
<td>22.95</td>
<td>22.82</td>
<td>22.01</td>
<td>20.80</td>
<td>18.36</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>27.34</td>
<td>30.33</td>
<td>32.41</td>
<td>40.47</td>
<td>46.66</td>
<td>48.99</td>
<td>44.27</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>28.71</td>
<td>30.62</td>
<td>33.71</td>
<td>42.79</td>
<td>49.22</td>
<td>58.08</td>
<td>64.40</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>29.53</td>
<td>31.03</td>
<td>33.77</td>
<td>44.28</td>
<td>52.41</td>
<td>61.76</td>
<td>72.49</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>29.74</td>
<td>31.57</td>
<td>34.48</td>
<td>45.28</td>
<td>53.10</td>
<td>62.05</td>
<td>73.34</td>
<td></td>
</tr>
</tbody>
</table>

(a) Running Time

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
<th>( T_r )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.85</td>
<td>0.9</td>
<td>0.95</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.646</td>
<td>2.636</td>
<td>2.720</td>
<td>2.747</td>
<td>2.774</td>
<td>2.799</td>
<td>2.827</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.646</td>
<td>2.633</td>
<td>2.621</td>
<td>2.588</td>
<td>2.584</td>
<td>2.594</td>
<td>2.637</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2.646</td>
<td>2.633</td>
<td>2.620</td>
<td>2.586</td>
<td>2.582</td>
<td>2.569</td>
<td>2.555</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.646</td>
<td>2.633</td>
<td>2.620</td>
<td>2.586</td>
<td>2.581</td>
<td>2.568</td>
<td>2.550</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.646</td>
<td>2.633</td>
<td>2.620</td>
<td>2.586</td>
<td>2.581</td>
<td>2.568</td>
<td>2.549</td>
<td></td>
</tr>
</tbody>
</table>

(b) Average Cost

Table 4.2: Dependence of running time and average cost on \( T_r \) and \( \lambda \) for R512W

eters, and found the best parameter settings for each graph. The results are reported
in Table 4.3 for random graphs and Table 4.4 for geometric graphs. We also report
the total mapped distance \( T(\pi) \) and maximal mapped distance \( D(\pi) \) in the tables
for reference.

The results show that SAC outperforms CSAC in both solution quality and running
time. For all of our random graphs, for example, SAC spends on the average 75% of
time which CSAC takes while improves on the average cost of CSAC by 3%.
\begin{table*}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Graph} & \multicolumn{2}{c|}{\(T(\pi)\)} & \multicolumn{2}{c|}{\(D(\pi)\)} & \multicolumn{2}{c|}{\(D(\pi')\)} & \multicolumn{2}{c|}{\textbf{Time}} \\
& CSAC & SAC & CSAC & SAC & CSAC & SAC & CSAC & SAC \\
\hline
R128.3  & 345.4 & 280.4 & 1.776 & 1.339 & 1.8 & 1.0 & 12.22 & 10.08 \\
R128.7  & 935.0 & 926.2 & 2.101 & 2.081 & 5.6 & 5.6 & 12.22 & 8.61 \\
R128.10 & 1461.5 & 1460.2 & 2.293 & 2.286 & 6.0 & 6.1 & 18.13 & 16.08 \\
R512    & 6383.0 & 6375.0 & 2.711 & 2.710 & 8.0 & 8.0 & 48.55 & 15.01 \\
\hline
R128W.3 & 820.4 & 797.1 & 1.410 & 1.372 & 13.5 & 12.4 & 11.87 & 7.92 \\
R128W.7 & 2557.1 & 2551.0 & 1.925 & 1.921 & 19.8 & 19.1 & 18.22 & 17.65 \\
R128W.10& 4193.2 & 4176.8 & 2.195 & 2.187 & 23.0 & 23.0 & 18.20 & 12.12 \\
R512W   & 18580.0 & 18567.0 & 2.613 & 2.611 & 30.0 & 30.0 & 51.42 & 20.00 \\
\hline
\end{tabular}
\caption{Comparisons between two SA heuristics for random graphs}
\end{table*}

\begin{table*}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{Graph} & \multicolumn{2}{c|}{\(T(\pi)\)} & \multicolumn{2}{c|}{\(D(\pi)\)} & \multicolumn{2}{c|}{\(D(\pi')\)} & \multicolumn{2}{c|}{\textbf{Time}} \\
& CSAC & SAC & CSAC & SAC & CSAC & SAC & CSAC & SAC \\
\hline
G128.3  & 276.2 & 217.9 & 1.556 & 1.396 & 3.8 & 3.0 & 11.82 & 10.61 \\
G128.7  & 676.0 & 675.2 & 1.715 & 1.715 & 4.0 & 3.8 & 11.78 & 10.43 \\
G128.10 & 1034.1 & 1026.0 & 1.878 & 1.863 & 4.1 & 3.8 & 13.17 & 12.73 \\
G512    & 1087.0 & 1016.0 & 1.715 & 1.929 & 6.0 & 6.0 & 15.55 & 11.33 \\
\hline
G128W.3 & 813.4 & 796.8 & 1.362 & 1.331 & 12.1 & 12.1 & 11.82 & 7.60 \\
G128W.7 & 3516.3 & 3329.8 & 1.815 & 1.749 & 26.8 & 25.3 & 12.91 & 7.92 \\
G128W.10& 6154.1 & 6088.8 & 1.977 & 1.956 & 32.8 & 32.6 & 16.91 & 7.18 \\
G512W   & 12315.0 & 12251.0 & 1.976 & 1.966 & 20.0 & 20.0 & 72.57 & 67.95 \\
\hline
\end{tabular}
\caption{Comparisons between two SA heuristics for geometric graphs}
\end{table*}

4.5 Summary

This Chapter summarized the main ideas of previously established optimization approaches including greedy, Kernighan-Lin, and simulated annealing, as well as Chen’s adaptations of them for hypercube embedding. We introduced our new adaptive simulated annealing heuristic SAC and made the performance comparisons with Chen’s annealing heuristic CSAC. The experiments show that SAC outperforms CSAC in both solution quality and running time. In the following chapters, we will use SAC to represent simulated annealing heuristic in performance comparisons.
Chapter 5

Tabu Search Heuristic with Objective Function $\tilde{D}(\pi)$

In this chapter, our tabu search heuristic TSC with objective function $\tilde{D}(\pi)$ is described. Intensive and extensive performance comparisons are made for the most competitive heuristic FG+KLC claimed by Chen, our new proposed TSC, and our improved simulated annealing heuristic SAC. Experiments show that TSC outperforms SAC, and both of them outperform Chen's FG+KLC with a big margin in both solution quality and running time.

5.1 Tabu search heuristic and its characteristics

In this section we describe our tabu search heuristic and its characteristics. Figure 5.1 presents our tabu search heuristic for hypercube embedding with objective function $P(\pi)$. Given an (random or greedy generated) initial solution, it repeats the loop at step 1 until the best solution $\pi$ visited is not improved for $\rho$ consecutive iterations. At each iteration, our tabu search heuristic always chooses the move $s$ which has the best cost improvement over all possible candidates from the move-set $S(\pi)$ of the current solution $\pi$ and has not been used in the last $t$ iterations.

In the following we discuss the main design issues that directly affect the perfor-
1. Initialize the tabu list \( T' = \phi \).
2. Get an initial solution \( \pi \).
3. Initialize all possible gains according to \( \pi \).
4. **Repeat**
   4.1 Find a move \( s \in S(\pi) - T' \) that maximizes \( D(\pi) - D(s(\pi)) \).
   4.2 Set \( \pi = s(\pi) \) and insert \( s \) into \( T' \).
   4.3 Update gains.
   **Until** best \( \pi \) visited is not improved for \( \rho \) consecutive iterations.
5. Return the best \( \pi \) visited.

Figure 5.1: Tabu search heuristic

Performance of our tabu search heuristic.

### 5.1.1 Move-set design

From Figure 5.1 we can see that there is a trade-off between the number of iterations and the aggressiveness of each iteration. With large move-set size, each iteration is more aggressive but more time consuming; with small move-set size, however, the search can afford more iterations but each iteration is less aggressive.

To reduce the search time for the best neighbor, we employ the bucket-list data structure to implement a priority queue. We keep all possible moves associated with their gains in the bucket-list. The best candidate move can thus be found in constant time. Whenever a move is done, we update the affected gains. By using the bucket list, the major time for each iteration is spent on gain update.

We implemented tabu search heuristics with both cube-neighbor move set and all swap move-set, and call them TSC and TS respectively. According to Lemma 1, we have the following time complexities for our tabu search heuristic.

- **Move-set \( S_2(\pi) \):** We have known that the time complexity of gain initialization is \( O(mn) \) and the time complexity of gain update for each move is \( O(m) \) (see
Subsection 3.2.1). Let $l$ be the total iteration number. The number of calls to $\text{Max}()$ is $Q_M = k$; $Q_I$ is dominated by $O(lm)$ $\text{Move}()$ operations. $M = O(d_{\text{max}} \log n)$ (see page 23 in Section 3.3. We have $\Delta_{\text{max}} = O(d_{\text{max}} \log n)$. The overall running time of TS is therefore $O(mn + l(m + d_{\text{max}} \log n))$.

- Move-set $S_1(\pi)$: Similarly, the time complexity of gain initialization is $O(m \log n)$ and the time complexity of gain update for each move is $O(d(d + \log n))$ (see Subsection 3.2.2). The number of calls to $\text{Max}()$ is $Q_M = k$; $Q_I$ is dominated by $O(l(d + \log n))$ $\text{Move}()$ operations. $M = O(d_{\text{max}})$ (see page 23 in Section 3.3. We have $\Delta_{\text{max}} = O(d_{\text{max}})$. The overall running time of TSC is therefore $O(m \log n + ld(d_{\text{max}} + \log n))$.

As shown in Figure 5.1, in each iteration, our tabu search heuristic always chooses the move $s$ with the best cost improvement over all eligible moves from the move-set $S(\pi)$. For TS, whenever a move $s$ is applied to the current solution $\pi$, updating affected gains will take time $O(m)$ (see Subsection 3.2.1). For TSC, however, it will only need time $O(d(d + \log n))$ to update the affected gains (see Subsection 3.2.2). For the same period of time, TSC can perform more iterations than TS. In general TSC has more chances to get to and jump out of a local optimum than TS. Figure 5.2 shows the progress of a TS run and a TSC run for the first random graph of R128.7. We see that the number of iterations for TS is just 10% of that for TSC; TS spends CPU time more than 50 times of that for TSC; and the solution quality of TS is worse than that of TSC.

5.1.2 The contents of the tabu list

If move $s$ is used to transform the current solution $\pi$ to $s(\pi)$, the corresponding cell of the tabu list should store some attributes of $s(\pi)$ so that $s(\pi)$ will not be traversed again in the next $l$ iterations. At one extreme, we can store solution $\pi$ directly in the tabu list. But in practice, to save memory space and checking time, some attributes of $s(\pi)$ will be stored in the tabu list to prevent $s$ or $s^{-1}$ from being used in the next
Figure 5.2: The progress of TS and TSC

In our implementation of tabu list, we tried the following two sets of attributes of \( s(\pi) \). (a) Whenever a vertex \( u \) is swapped with another vertex \( v \) where \( i \neq u, i \).1 \( i \leq d \), we put pair \((u,i)\) into tabu list. (b) Whenever a vertex \( u \) is swapped with another vertex \( v \), we put pair \( \{u,v\} \) into tabu list. We can see that the pair \((u,i)\) prohibits vertex \( u \) from being swapped again with its \( i \)th cube neighbor in the following \( t \) iterations no matter what its \( i \)th cube neighbor is, while the pair \( \{u,v\} \) only prohibits vertex \( u \) from being swapped again with vertex \( v \) in the
following \( t \) iterations. Therefore scheme (a) is more prohibitive than scheme (b). The experiments showed that the performance of scheme (a) is much poorer than that of scheme (b). Therefore we adopted scheme (b) in our final implementation.

5.1.3 The design of the adaptive tabu list

One of the major design issues for the tabu list is to decide its length. In general, the longer the tabu list is, the more time tabu status checking takes for each move, and the more restrictive the search process will be. On the other hand, a too short tabu list risks to introduce cycling in the solution space. For most tabu search heuristics in the literature, the tabu lists are of fixed length. Ideally, the tabu list length should be changed dynamically during the search process. For different problem instances, the best tabu list length may not be the same. It is usually hard to determine the best tabu list length for different problem instances. Even for the same problem instance, the best tabu list length may be different from time to time. For most applications, the tabu list length should be short at the beginning to allow most flexible searches, and be increased whenever the search is trapped in local optima.

In our heuristic, we propose a dynamic tabu list mechanism to capture the dynamic nature of the search process. Our motivation is to let the length of the tabu list change according to the variation of the recent solution quality. According to our experiments, the solution can always be improved easily until a local optimum is reached during the first certain iterations. During this period, we should reduce the size of tabu list to allow the search to reach a local optimum quickly. To help the search get out of the local optimum afterwards, the length of the tabu list should be increased until the solution cost is decreasing again. To prevent the tabu list length from being increased too much thus losing its aggressiveness, or decreased too much thus introducing cycles, we set up a range in which the length of the tabu list can be updated.

We implement the tabu list \( T \) as a circular list with variable size \( t \). Let \( q \) be a variable indicating the position in \( T \) where the last move is recorded. When \( q = t - 1 \),
the next move will be stored in location 0 to replace its old contents.

Let \( t_b \) denote the base length of the tabu list; \( t_s \) be an integer, called span, defining the range of length variation, \( t_s < t_b \); and \( t \) be the current tabu list length. Three adaptive tabu list strategies are tested. In the following strategies, the tabu list length will be updated only if the specified condition is met.

**Strategy 1** \( t_s = 0 \) for all the time.

**Strategy 2** After each \( t \) iterations, we check if the best solution cost is improved. If it is, the value of \( t \) is decreased by one if \( t > t_b - t_s \); otherwise, the value of \( t \) is increased by one if \( t < t_b + t_s \). Repeat this procedure until the termination condition is met.

**Strategy 3** If the best solution cost is improved in the past \( t \) iterations, the value of \( t \) will be decreased by one if \( t > t_b - t_s \); otherwise, the value of \( t \) will be increased by one if \( t < t_b + t_s \) for each of the following iterations until an improvement on the best solution cost is found. Then after the next \( t \) iterations, we repeat the above procedure.

**Strategy 4** This strategy is proposed by Taillard in [12]. Let span \( t_s \) be any integer.

For every \( 2 \cdot (t_b + t_s) \) iterations, a random number \( r \) uniformly distributed over \( [0, t_s] \) is used to change the tabu list length to \( t_b + r \).

For the first strategy, the tabu list keep the same length all the time. For the second strategy, the update of the tabu list only occurs after every \( t \) iterations. For the third strategy, if the improvement on the best solution cost can be found for each \( t \) iterations, it is the same as the first strategy; otherwise, the tabu list length will be increased continuously until the improvement on the best solution cost is found. We see that the interval of checking whether the tabu list length should be updated is variable. For the fourth strategy, however, the length of tabu list is randomly updated after every constant number of iterations.
Figure 5.3: The effect of tabu list length on solution cost for R512W.

Figure 5.3 shows an example of the variation of tabu list length and solution costs during four runs of tabu search heuristic on graph R512W with the four different tabu list implementations. In the figure, (a) shows the variation of the tabu list length during the search, and (b) shows the solution cost comparisons for TSC with different adaptive tabu list strategies. Curve (1) is obtained by TSC with static tabu list; curve (2) is obtained by TSC with strategy 2; curve (3) is obtained by TSC with strategy 3; and curve (1) is obtained by TSC with strategy 1. Experiments show that TSC with strategy 3 outperforms the rest strategies. Therefore we adopt strategy 3 in our final version of TSC.

To further demonstrate the effects of $t_b$ and $t_s$ on solution quality, we conduct the following experiment. We let $\rho = 2000$, and let $t_b$ and $t_s$ take on values from \{10, 20, 30, 40, 50, 55, 60, 70, 80\} and \{0, 3, 7, 13, 18, 23, 28, 33, 38\} respectively. We run our TSC for graph R512W. The results are shown in Table 5.1. From the column for $t_s = 0$ in Table 5.1, we can see that for $t_b \leq 50$, the average cost can be improved by increasing $t_b$. For most rows, however, we see that the solution cost can be further improved by choosing $t_s > 0$. We can see that the best solution cost in Table 5.1 (a) is obtained when $t_b = 50$ and $t_s = 7$. A combination taking the longest CPU time in
\[
\begin{array}{|c|c|c|c|c|c|c|c|c|}
\hline
l_b & 0 & 3 & 7 & 13 & 18 & 23 & 28 & 33 & 38 \\
\hline
30 & 2.605 & 2.566 & 2.570 & 2.561 & 2.526 & 2.533 & 2.533 & - & - \\
10 & 2.558 & 2.552 & 2.556 & 2.549 & 2.529 & 2.519 & 2.513 & 2.539 & 2.530 \\
15 & 2.555 & 2.557 & 2.559 & 2.516 & 2.513 & 2.530 & 2.516 & 2.512 & 2.519 \\
50 & 2.536 & 2.541 & 2.525 & 2.537 & 2.517 & 2.510 & 2.510 & 2.528 & 2.515 \\
55 & 2.552 & 2.539 & 2.558 & 2.531 & 2.566 & 2.556 & 2.511 & 2.517 & 2.562 \\
60 & 2.532 & 2.510 & 2.538 & 2.541 & 2.511 & 2.550 & 2.535 & 2.517 & 2.532 \\
70 & 2.533 & 2.541 & 2.531 & 2.517 & 2.542 & 2.550 & 2.553 & - & - \\
80 & 2.512 & 2.529 & 2.553 & 2.514 & 2.510 & - & - & - & - \\
\hline
\end{array}
\]

(a) Cost

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|}
\hline
l_b & 0 & 3 & 7 & 13 & 18 & 23 & 28 & 33 & 38 \\
\hline
20 & 22.99 & 25.97 & 33.87 & 47.67 & 47.04 & - & - & - & - \\
30 & 46.76 & 52.16 & 52.19 & 44.41 & 60.73 & 46.88 & 41.55 & - & - \\
10 & 43.59 & 41.16 & 11.87 & 12.59 & 44.15 & 36.68 & 35.16 & 36.74 & 13.15 \\
15 & 44.41 & 40.79 & 35.44 & 38.26 & 40.06 & 52.10 & 37.67 & 41.61 & 42.72 \\
50 & 48.78 & 10.67 & 51.23 & 13.01 & 37.52 & 41.01 & 39.32 & 13.15 & 18.97 \\
55 & 39.06 & 48.11 & 35.61 & 48.39 & 29.17 & 32.39 & 35.65 & 37.21 & 30.80 \\
60 & 16.25 & 43.52 & 35.92 & 39.40 & 39.72 & 35.01 & 47.15 & 35.41 & 16.00 \\
70 & 36.06 & 36.55 & 38.58 & 33.01 & 40.00 & 33.82 & 31.58 & - & - \\
80 & 37.12 & 44.87 & 29.30 & 31.68 & 40.62 & - & - & - & - \\
\hline
\end{array}
\]

(b) Running time

Table 5.1: Dependence of average cost on $l_b$ and $l_s$.
Table 5.1 (b). Here the reader may ask whether we can get similar solution cost for \( t_s = 0 \) by increasing the value of \( \rho \) to increase the running time. Table 5.2 shows the comparisons of running time for TSC with adaptive tabu list and TSC with static tabu list to reach similar solution cost. Experiments show that the iteration number

<table>
<thead>
<tr>
<th>( t_b )</th>
<th>( t_s )</th>
<th>( \rho )</th>
<th>iterations</th>
<th>time</th>
<th>( D(\pi) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>7</td>
<td>2000</td>
<td>21871</td>
<td>51.23</td>
<td>2.525</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>2500</td>
<td>22168</td>
<td>59.50</td>
<td>2.526</td>
</tr>
<tr>
<td>43</td>
<td>0</td>
<td>2800</td>
<td>28953</td>
<td>68.21</td>
<td>2.531</td>
</tr>
<tr>
<td>57</td>
<td>0</td>
<td>3300</td>
<td>28578</td>
<td>69.17</td>
<td>2.528</td>
</tr>
</tbody>
</table>

Table 5.2: Comparisons between static and adaptive tabu lists

for reaching a specific solution cost can be greatly reduced by using the adaptive tabu list strategy. According to Table 5.2, the iteration number with parameter setting \( t_b = 50 \) and \( t_s = 7 \) is 18\% less than the average iteration number with parameter settings \( t_b \in \{50, 43, 57\} \) and \( t_s = 0 \); the running time with the former parameter setting is 22\% less than the average running time with the latter parameter settings; while the solution quality of the former is better than that of the latter. Therefore we decide to use \( t_b = 50 \) and \( t_s = 7 \) as our standard parameter setting for graph R512W.

5.1.4 Aspiration level

By experiments we observed that our heuristic has the tendency of intensifying searches in small solution subspaces. To explore the solution space more evenly, a long tabu list is usually necessary. Since the main role of aspiration level is to further intensify the solution search in local area, we conjecture that aspiration function may not be helpful for our heuristic. We tried a simple and popular aspiration function — the best cost found so far. Whenever a proposed move \( s \) is in the tabu list but the new cost \( D(s(\pi)) \) is smaller than the best cost found so far, the tabu status of \( s \) will be overridden. Table 5.3 shows the performance comparisons between TSC without aspiration function and TSC with the aspiration function (TSCA) for our
<table>
<thead>
<tr>
<th>heuristics</th>
<th>$D(\pi)$</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSCA</td>
<td>2.530</td>
<td>51.19</td>
</tr>
<tr>
<td>TSC</td>
<td>2.525</td>
<td>51.23</td>
</tr>
</tbody>
</table>

Table 5.3: Performance comparisons between TSC and TSCA

standard graph R512W. Experiments show that TSCA does not perform better than TSC. For example, in about the same CPU time, the average solution cost of TSCA is worse than that of TSC. It confirmed our conjecture about the aspiration function. Therefore, for all of our reported experimental results in the following sections, we did not use the aspiration function.

5.1.5 Application of tabu status array

In general, the tabu list is implemented as a circular list. To check if a move is in the tabu list, we have to go through each cell in the list. Hence the checking time is proportional to the length of the tabu list. When the tabu list length is large, the time spent for checking tabu status at each iteration can be significant. To make our TSC more efficient, an $n \times n$ array $\text{TABUSTATE}$ is employed to accelerate the checking of tabu status. For any $u, v \in V$, $\text{TABUSTATE}(u, v)$ has a positive value if vertices $u$ and $v$ are forbidden from being swapped, and zero otherwise. The positive value in $\text{TABUSTATE}(u, v)$ specifies the position in the tabu list where the attribute $\{u, v\}$ is recorded.

In our tabu search heuristic, there are two cases where the $\text{TABUSTATE}$ needs to be updated. Let variable $q$ denote the current position in tabu list where the last move was recorded. Whenever two vertices $u$ and $v$ are swapped, we reset the $\text{TABUSTATE}$ cell corresponding to the pair at tabu list position $q + 1$, insert the pair $\{u, v\}$ into tabu list cell $q + 1$, and set $\text{TABUSTATE}(u, v)$ to $q + 1$. When the length of tabu list will be reduced by one, the $\text{TABUSTATE}$ cell corresponding to the pair at tabu list position $l - 1$ is reset.
All of our experiments use array TABUSTATE. To see if the array TABUSTATE gives us real help, we repeat the previous experiment on R512W for showing the effects of adaptive tabu list on solution costs reported in Table 5.2 without incorporating the array TABUSTATE. The performance of TSC without using array TABUSTATE is

<table>
<thead>
<tr>
<th>t_b</th>
<th>t_s</th>
<th>time</th>
<th>D(π)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>7</td>
<td>57.14</td>
<td>2.525</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>64.86</td>
<td>2.526</td>
</tr>
<tr>
<td>43</td>
<td>0</td>
<td>71.95</td>
<td>2.531</td>
</tr>
<tr>
<td>57</td>
<td>0</td>
<td>74.74</td>
<td>2.528</td>
</tr>
</tbody>
</table>

Table 5.1: Performance of TSC without using array TABUSTATE

reported in Table 5.4. We see that TSC with array TABUSTATE runs on the average 7.7% faster than that without this array for the same solution costs. It confirmed that this array is very helpful when the tabu list becomes long.

5.1.6 Accelerating the neighborhood search

In this subsection we demonstrate the effectiveness of the bucket-list data structure.

For the initial version of our TSC, we did not use the bucket-list data structure. We used an n × log n two dimensional array to store all the possible gains. For each iteration, the time complexity of finding the maximum gain is O(n log n) and the time complexity of updating the affected gains is O(̅d + log n) (see Subsection 3.2.2). Therefore the major time is spent on finding the maximum gain. To reduce the search time for the maximum gain, we introduce the bucket-list priority queue to store the gains. This allows us to find the maximum gain in constant time, and spend O(̅d + log n) CPU time to update the positions of the cells in the bucket-list corresponding to those affected gains after a move.

Table 5.5 shows the time and solution cost comparisons between TSC with bucket-list and TSC without bucket-list for our random graph R512. We can see that TSC
<table>
<thead>
<tr>
<th>TSC</th>
<th>$T(\pi)$</th>
<th>$D(\pi)$</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>with b.l.</td>
<td>6271.2</td>
<td>2.666</td>
<td>83.10</td>
</tr>
<tr>
<td>without b.l.</td>
<td>6111.2</td>
<td>2.739</td>
<td>326.56</td>
</tr>
</tbody>
</table>

b.l. - bucket-list

Table 5.5: Comparisons between TSC with and without bucket list

with bucket-list spends time 74.5% less than that for TSC without bucket list while improving the solution cost by 2.6%.

5.2 Performance comparisons

In this section, we compare the performances of our TSC and SAC with that of FG+KLC which is the most competitive heuristic claimed by Chen in [10]. The performance comparisons are divided into three categories. Based on the standard parameter settings, we show the performances of the heuristics under test with various limits on running time in Subsection 5.2.1. Subsection 5.2.2 reports the result of stability test with 1,000 runs on our standard random graph R512W for each of the competing heuristics. Subsection 5.2.3 presents the extensive performance comparisons for graphs with 128 vertices and various structures to show the consistency in performance of our heuristics for different graph types. Some observations of our experimental results are discussed in Section 5.3.

5.2.1 Comparisons with various time limits

For iterative heuristics, there is a trade-off between solution quality and running time. For most of them, the solution cost is a nonincreasing function of running time. The relative performance of different heuristics may change with different time limits. One approach for performance comparison is to compare the solution cost of
\[
\begin{array}{|c|c|c|}
\hline
(T_0, T_e, \epsilon, \lambda) & \hat{D}(\pi) & \text{Time} \\
\hline
(5, 0.90, 1000, 0.0058) & 2.670 & 19.52 \\
(5, 0.95, 1000, 0.0028) & 2.609 & 35.18 \\
(5, 0.96, 1000, 0.0018) & 2.581 & 52.73 \\
(5, 0.97, 1000, 0.0018) & 2.568 & 60.96 \\
(5, 0.98, 1000, 0.0018) & 2.550 & 72.75 \\
(5, 0.99, 1000, 0.0018) & 2.533 & 93.25 \\
(5, 0.99, 1000, 0.00088) & 2.525 & 111.84 \\
(5.5, 0.995, 1500, 0.000815) & 2.495 & 223.39 \\
(5.5, 0.995, 1500, 0.000520) & 2.479 & 390.32 \\
(5.5, 0.993, 1500, 0.000125) & 2.458 & 756.61 \\
(5.5, 0.995, 1500, 0.000330) & 2.441 & 1202.10 \\
\hline
\end{array}
\]

Table 5.6: Cost vs. time for SAC

different heuristics with the same running time limit. In this subsection, we show the performance of each heuristic with various time limits up to 1300 CPU seconds. For each time limit, we tune the parameters for each heuristic to optimize its performance. We focus our tests on our standard random graph R512W. Results for the other graphs are similar.

**SAC**

For SAC, the solution cost can be improved by adjusting the value of any one of the five parameters. For the experiments in this subsection, we allow more time than the standard parameter setting. Based on our standard setting, we tune the parameters to minimize the cost under different time limits. The resulting parameter settings and the corresponding costs and times are reported in Table 5.6. We can see from Table 5.6 that better solution cost can be obtained by increasing the length of each Markov chain (decreasing the value of \( \epsilon \)), or increasing the epoch length \( T_e \), or increasing the cooling ratio \( T_0 \). The price of such adjustments is the increase in running time.
<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( D(\pi) )</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.714</td>
<td>62.15</td>
</tr>
<tr>
<td>1</td>
<td>2.661</td>
<td>147.43</td>
</tr>
<tr>
<td>2</td>
<td>2.640</td>
<td>191.63</td>
</tr>
<tr>
<td>5</td>
<td>2.628</td>
<td>283.50</td>
</tr>
<tr>
<td>10</td>
<td>2.581</td>
<td>486.72</td>
</tr>
<tr>
<td>16</td>
<td>2.545</td>
<td>761.33</td>
</tr>
<tr>
<td>32</td>
<td>2.537</td>
<td>962.64</td>
</tr>
<tr>
<td>50</td>
<td>2.523</td>
<td>1333.73</td>
</tr>
</tbody>
</table>

Table 5.7: Cost vs. time for FG+KLC

**FG+KLC**

For FG+KLC, the parameter setting is simple. We can obtain better solutions by increasing the value of \( \rho \), the number of consecutive uphill moves. Table 5.7 presents the cost and time as functions of \( \rho \) for FG+KLC. We can see that FG+KLC performs worse than SAC under various time limits. The running time grows dramatically when we increase \( \rho \).

**TSC**

As explained in Subsection 5.1.3, the best parameter setting for TSC is \( t_h = 50 \) and \( t_s = 7 \). To increase the running time, we should only adjust the value of \( \rho \), the number of consecutive uphill moves. The effects of various values for \( \rho \) are reported in Table 5.8. Compared with Table 5.6 and Table 5.7, the results for TSC are clearly the best.

Based on our above parameter tuning, we compare the solution qualities of FG+KLC, SAC, and TSC under various time limits in Figure 5.4. It is clear that TSC is the best for any time limit. SAC performs worse than TSC with small differences in solution costs. Both TSC and SAC outperform FG+KLC with large performance margins.
<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( \mathcal{D}(\pi) )</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>2.607</td>
<td>16.44</td>
</tr>
<tr>
<td>1000</td>
<td>2.573</td>
<td>26.03</td>
</tr>
<tr>
<td>3000</td>
<td>2.524</td>
<td>66.94</td>
</tr>
<tr>
<td>5000</td>
<td>2.511</td>
<td>80.57</td>
</tr>
<tr>
<td>10000</td>
<td>2.492</td>
<td>129.33</td>
</tr>
<tr>
<td>15000</td>
<td>2.478</td>
<td>195.46</td>
</tr>
<tr>
<td>20000</td>
<td>2.471</td>
<td>245.04</td>
</tr>
<tr>
<td>40000</td>
<td>2.458</td>
<td>388.61</td>
</tr>
<tr>
<td>70000</td>
<td>2.444</td>
<td>700.46</td>
</tr>
<tr>
<td>100000</td>
<td>2.423</td>
<td>1211.00</td>
</tr>
</tbody>
</table>

Table 5.8: Cost vs. time for TSC

5.2.2 Stability evaluation

For most iterative improvement heuristics, we note that the solution quality can be improved by either increasing the running time or performing multiple runs. Since all of our competing heuristics use random initial solutions, we should not conclude the relative performance of the heuristics based on only limited number of try runs. A good heuristic should be stable in the sense that it can provide uniform good performance in huge number of runs.

In this experiment, we run each heuristic 1000 times on the same graph R512W using their standard parameter settings. We report the best value, worst value, average value, and standard deviation of cost and running time for each heuristic in Table 5.9, the comparisons of the histograms of cost in Figure 5.5, and the cost/time information for every run in Figure 5.6.

According to Table 5.9, the average results for the above three heuristics show that (1) TSC spends time 61.96% less than FG+KLC and achieves average cost 1.16% lower than that for FG+KLC; (2) TSC spends time 28.8% less than SAC and achieves average cost 1.62% lower than that for SAC; (3) SAC spends time 50.53% less than FG+KLC and achieves average cost 3.29% lower than that for FG+KLC.
Figure 5.4: Comparison with various time limits for random graphs

The standard deviation values show that SAC is the most stable heuristic for both cost distribution and time distribution. Therefore multiple runs do not help much in solution quality for SAC. FG+KLC is the least stable heuristic.

Figure 5.5 shows that the histograms of cost for both FG+KLC and either TSC or SAC can be displayed on the same axis with little overlap between the worst cost found by TSC (or SAC) and the best cost found by FG+KLC.

Figure 5.6 illustrates the solution cost distribution according to the time spent for each solution. From the cost-time graph we can see that the solutions obtained by TSC and SAC are concentrated in two small areas close to the lower left corner while the solutions obtained by FG+KLC are in a relatively larger area on or above the main diagonal. It implies that SAC and TSC are more stable than FG+KLC and have superior performances.

Table 5.10 shows our estimates for the expected best of $k$ runs of FG+KLC, $k$ runs
Table 5.9: Statistics for 1000 runs of TSC', SAC', and FG+KLC'

<table>
<thead>
<tr>
<th></th>
<th>TSC</th>
<th>SAC</th>
<th>FG+KLC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T(\pi)$</td>
<td>$D(\pi)$</td>
<td>Time</td>
</tr>
<tr>
<td>Best</td>
<td>17596</td>
<td>2.474</td>
<td>118.21</td>
</tr>
<tr>
<td>Worst</td>
<td>18129</td>
<td>2.592</td>
<td>30.90</td>
</tr>
<tr>
<td>Average</td>
<td>17981</td>
<td>2.529</td>
<td>60.96</td>
</tr>
<tr>
<td>StdDev.</td>
<td>126.962</td>
<td>0.018</td>
<td>11.127</td>
</tr>
</tbody>
</table>

(a) TSC' and FG+KLC'

(b) SAC and FG+KLC'

Figure 5.5: Histograms of solution costs for 1,000 runs on R512W using TSC', SAC', and FG+KLC'

of SAC', and $k$ runs of TSC' for graph R512W and various values of $k$, based on the 1,000 runs of FG+KLC', SAC', and TSC (see Appendix A). It is interesting to note that the solution cost by one run of TSC is equal to the best cost of 100 runs of SAC'; and the solution cost by one run of SAC is better than the best cost of 100 runs of FG+KLC'. Therefore TSC' clearly outperforms both SAC and FG+KLC.

5.2.3 Extensive comparisons

In the last two subsections we made intensive performance comparisons for our standard random graph R512W. For graphs with different structures, however, the heuris-
Figure 5.6: Cost-time graph for 1000 runs on R512W using TSC, SAC, and FG+KLC heuristics normally have different performances. To see whether a heuristic performs consistently better than others, we conduct the following experiments to test our heuristics on different types of benchmark graphs.

In this subsection, we compare the performances for TSC, SAC, FG+KLC, SG and FG. TSC and SAC are our two most competitive heuristics proposed in this thesis. FG+KLC is the most competitive heuristic claimed by Chen in [10]. SG and FG are two very efficient greedy heuristics which will be used to generate better than random initial solutions.

To compromise solution quality and running time, we limit the running time of each heuristic to be within 70 CPU seconds. We will test our heuristics on random graphs, geometric graphs, and perturbed regular graphs. Each graph has 128 vertices. For random and geometric graphs, three different average vertex degree (3, 7, and 10 respectively) are used. For perturbed regular graphs, 3 or 7 edges are randomly deleted from or added to 7-cube and 8 × 16 mesh. For each set of 10 graphs, we run
<table>
<thead>
<tr>
<th>$k$</th>
<th>TSC</th>
<th>SAC</th>
<th>FG+KLC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.529</td>
<td>2.560</td>
<td>2.617</td>
</tr>
<tr>
<td>2</td>
<td>2.519</td>
<td>2.553</td>
<td>2.633</td>
</tr>
<tr>
<td>5</td>
<td>2.508</td>
<td>2.516</td>
<td>2.618</td>
</tr>
<tr>
<td>10</td>
<td>2.502</td>
<td>2.541</td>
<td>2.609</td>
</tr>
<tr>
<td>25</td>
<td>2.496</td>
<td>2.536</td>
<td>2.599</td>
</tr>
<tr>
<td>50</td>
<td>2.491</td>
<td>2.532</td>
<td>2.593</td>
</tr>
<tr>
<td>100</td>
<td>2.487</td>
<td>2.529</td>
<td>2.587</td>
</tr>
</tbody>
</table>

Table 5.10: Comparisons of TSC, SAC, and FG+KLC on R512W

10 times on each graph, and take the average cost and average running time over the 100 runs. In this way we see a general trend of performance for each heuristic. All results shown in this subsection are based on our standard parameter settings introduced in subsection 4.4.2 (on page 35) and in subsection 5.1.3 (on page 17).

We will see that TSC is the most powerful heuristic for most graphs. By using greedy initial solutions for geometric graphs and perturbed regular graphs, TSC can be further enhanced so that it can outperform all the other heuristics for all the graph types we tested. By using a greedy initial solution, TSC can significantly reduce its iteration number and improve its solution quality within specified time limits.

We also report the solution cost generated by random solution (RAND) to provide an intuitive feeling of how much improvement is achieved by applying the heuristics.

Random graphs

Shown in Table 5.11 are the performance comparisons for embedding random graphs. As the table shows, TSC beats all the other heuristics in both solution quality and running time by a wide margin. We do not use greedy heuristic as the front end of TSC because it does not help much in solution quality. SAC performs better than FG+KLC in both solution quality and running time for dense random graphs. By experiments we found that the performance of FG+KLC is sensitive to the average vertex degree $\bar{d}$. FG+KLC does not perform well when $\bar{d}$ is getting large. From
| Heuristics | R128.3 | | R128W 3 | |
|------------|--------|--------|--------|
|            | $D(\pi)$ | time | $D(\pi)$ | time |
| TSC        | 1.356  | 21.96 | 1.311  | 31.68 |
| SAC        | 1.432  | 30.23 | 1.375  | 31.76 |
| FG+KLC     | 1.131  | 30.62 | 1.951  | 36.71 |
| FG         | 1.955  | 0.01  | 1.975  | 0.01  |
| SG         | 2.272  | 0.01  | 2.264  | 0.01  |
| RAND       | 3.528  | 0.00  | 3.526  | 0.00  |

| Heuristics | R128.7 | | R128W 7 | |
|------------|--------|--------|--------|
|            | $D(\pi)$ | time | $D(\pi)$ | time |
| TSC        | 1.987  | 32.16 | 1.872  | 43.33 |
| SAC        | 2.016  | 31.30 | 1.922  | 38.10 |
| FG+KLC     | 2.061  | 51.15 | 1.951  | 13.36 |
| FG         | 2.654  | 0.08  | 2.656  | 0.08  |
| SG         | 2.851  | 0.02  | 2.848  | 0.02  |
| RAND       | 3.521  | 0.01  | 3.523  | 0.01  |

| Heuristics | R128.10 | | R128W 10 | |
|------------|---------|--------|---------|
|            | $D(\pi)$ | time | $D(\pi)$ | time |
| TSC        | 2.255   | 16.08 | 2.138  | 57.38 |
| SAC        | 2.290   | 17.76 | 2.161  | 57.17 |
| FG+KLC     | 2.343   | 62.73 | 2.198  | 62.15 |
| FG         | 2.845   | 0.14  | 2.843  | 0.11  |
| SG         | 3.010   | 0.02  | 3.009  | 0.02  |
| RAND       | 3.526   | 0.01  | 3.528  | 0.01  |

Table 5.11: Comparisons for embedding random graphs to minimize $D(\pi)$
Table 5.11 we can also see that the relative performances of our heuristics are not sensible to the addition of edge weights to the graphs.

Figure 5.7 gives a closer look at TSC, SAC, and FG+KLC with different parameter settings. We use the same method introduced previously to determine the parameter settings. Each curve in the figure represents the trade-offs between running time and solution quality made by a particular heuristic using different parameter settings. From the figure we see that TSC obtains better solutions than all the other heuristics in the same or less running time. When $\tilde{d} = 3$ as in Figure 5.7 (a), SAC has basically the same performance as FG+KLC. When $\tilde{d}$ is getting large, however, SAC apparently outperforms FG+KLC with big margin as shown in Figure 5.7 (b) and Figure 5.7 (c). We did not give the curves for graphs without edge weights because the corresponding performance comparisons are very similar. From Figure 5.7 we can see that for all the three heuristics, both the solution cost and the running time increase with the average vertex degree $\tilde{d}$.

**Geometric graphs**

The performance comparisons for our geometric graphs are shown in Table 5.12. The general trends are similar to those of random graphs but there are some differences. One of the major differences is that the greedy heuristic SG improves the performance of TSC significantly. TSC with SG front end beats all the other heuristics. FG+KLC performs better than it does for random graphs. As for random graphs, the relative performance of our heuristics are not sensible to the addition of edge weights to the geometric graphs.

Figure 5.8 gives a closer look at the heuristics that are competitive in solution quality and running time. As shown in Figure 5.8 (a) for graphs with $\tilde{d} = 3$, SG+TSC, TSC, and FG+KLC have basically the same performance and SAC has the worst performance. As shown in Figure 5.8 (b) and Figure 5.8 (c) for graphs with $\tilde{d} = 7$ and 10, however, SAC starts to stand on the second place and SG+TSC beats all the other heuristics with big margin. Like for random graphs, both the solution cost and
Figure 5.7: Cost/time trade-offs for random graphs.
<table>
<thead>
<tr>
<th>Heuristics</th>
<th>G128.3</th>
<th>G128W.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mathcal{D}(\pi)$</td>
<td>time</td>
</tr>
<tr>
<td>SG+TSC</td>
<td>1.358</td>
<td>16.49</td>
</tr>
<tr>
<td>TSC</td>
<td>1.364</td>
<td>15.85</td>
</tr>
<tr>
<td>FG+KLC</td>
<td>1.365</td>
<td>16.39</td>
</tr>
<tr>
<td>SAC</td>
<td>1.402</td>
<td>25.79</td>
</tr>
<tr>
<td>FG</td>
<td>1.471</td>
<td>0.05</td>
</tr>
<tr>
<td>SG</td>
<td>1.575</td>
<td>0.01</td>
</tr>
<tr>
<td>RAND</td>
<td>3.530</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heuristics</th>
<th>G128.7</th>
<th>G128W.7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mathcal{D}(\pi)$</td>
<td>time</td>
</tr>
<tr>
<td>SG+TSC</td>
<td>1.653</td>
<td>26.69</td>
</tr>
<tr>
<td>TSC</td>
<td>1.690</td>
<td>34.61</td>
</tr>
<tr>
<td>SAC</td>
<td>1.683</td>
<td>39.89</td>
</tr>
<tr>
<td>FG+KLC</td>
<td>1.688</td>
<td>36.38</td>
</tr>
<tr>
<td>FG</td>
<td>1.895</td>
<td>0.08</td>
</tr>
<tr>
<td>SG</td>
<td>.991</td>
<td>0.01</td>
</tr>
<tr>
<td>RAND</td>
<td>3.528</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heuristics</th>
<th>G128.10</th>
<th>G128W.10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mathcal{D}(\pi)$</td>
<td>time</td>
</tr>
<tr>
<td>SG+TSC</td>
<td>1.820</td>
<td>36.91</td>
</tr>
<tr>
<td>SAC</td>
<td>1.810</td>
<td>38.10</td>
</tr>
<tr>
<td>TSC</td>
<td>1.862</td>
<td>36.17</td>
</tr>
<tr>
<td>FG+KLC</td>
<td>1.864</td>
<td>39.18</td>
</tr>
<tr>
<td>FG</td>
<td>2.080</td>
<td>0.11</td>
</tr>
<tr>
<td>SG</td>
<td>2.188</td>
<td>0.02</td>
</tr>
<tr>
<td>RAND</td>
<td>3.530</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 5.12: Comparisons for embedding geometric graphs to minimize $\mathcal{D}(\pi)$
Figure 5.8: Cost/time trade-offs for geometric graphs
the running time increase with the average vertex degree \( \bar{d} \).

## Perturbed regular graphs

Table 5.13 and Table 5.14 present the performance comparisons among the heuristics for perturbed 7-cubes and perturbed 8 × 16 meshes.

We can see that SG+TSC gives the best solutions than all the others for perturbed regular graphs. FG and SG can embed cubes and meshes without edges deleted or added optimally. FG and SG+TSC can embed cubes with certain edges deleted optimally. Since it is hard for most heuristics to embed graphs C7_P7 and M8.16.P7 optimally, we choose these two graphs as examples to show the relative performance of the heuristics in Figure 5.9.

For graph C7.P7, FG+KLC can acquire the same performance as SG+TSC after 10 seconds. We conjecture that both FG+KLC and SG+TSC have embedded graph C7.P7 optimally. SAC and TSC seem worse than FG+KLC and SG+TSC. For graph M8.16.P7, it is apparent that SG+TSC beats all the other heuristics. TSC, FG+KLC, and SAC are on the second, third, and fourth places respectively.

## 5.3 Summary

This Chapter described the design of our tabu search heuristic and made the various experiments. The major characteristics of our tabu search heuristic based on objective function \( P(\pi) \) for hypercube embedding were discussed. Cube-neighborhood neighborhood was shown to be a better compromise between the solution search and the running time of each iteration. We implemented an adaptive tabu list scheme to reduce the iteration number and improve the solution quality. We used a tabu status array to accelerate the checking of whether a move is in tabu list. Experiments showed that aspiration function is not helpful for this particular hypercube embedding model.

By performing the various experiments, we conclude that SG+TSC is the most
<table>
<thead>
<tr>
<th>Heuristics</th>
<th>C7</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D(\pi)$</td>
<td>time</td>
</tr>
<tr>
<td>FG</td>
<td>1.000</td>
<td>0.015</td>
</tr>
<tr>
<td>SG</td>
<td>1.000</td>
<td>0.015</td>
</tr>
<tr>
<td>SG+TSC</td>
<td>1.000</td>
<td>0.063</td>
</tr>
<tr>
<td>FG+KLC</td>
<td>1.000</td>
<td>0.110</td>
</tr>
<tr>
<td>TSC</td>
<td>1.029</td>
<td>5.110</td>
</tr>
<tr>
<td>SAC</td>
<td>1.085</td>
<td>9.020</td>
</tr>
<tr>
<td>RAND</td>
<td>3.517</td>
<td>0.002</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heuristics</th>
<th>C7,M3</th>
<th></th>
<th>C7,M7</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D(\pi)$</td>
<td>time</td>
<td>$D(\pi)$</td>
<td>time</td>
</tr>
<tr>
<td>FG</td>
<td>1.000</td>
<td>0.06</td>
<td>1.000</td>
<td>0.07</td>
</tr>
<tr>
<td>SG+TSC</td>
<td>1.000</td>
<td>0.31</td>
<td>1.000</td>
<td>0.35</td>
</tr>
<tr>
<td>FG+KLC</td>
<td>1.000</td>
<td>0.38</td>
<td>1.000</td>
<td>0.39</td>
</tr>
<tr>
<td>TSC</td>
<td>1.021</td>
<td>5.26</td>
<td>1.055</td>
<td>1.70</td>
</tr>
<tr>
<td>SAC</td>
<td>1.014</td>
<td>7.52</td>
<td>1.024</td>
<td>8.22</td>
</tr>
<tr>
<td>SG</td>
<td>1.329</td>
<td>0.02</td>
<td>1.653</td>
<td>0.02</td>
</tr>
<tr>
<td>RAND</td>
<td>3.515</td>
<td>0.01</td>
<td>3.517</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heuristics</th>
<th>C7,P3</th>
<th></th>
<th>C7,P7</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D(\pi)$</td>
<td>time</td>
<td>$D(\pi)$</td>
<td>time</td>
</tr>
<tr>
<td>SG+TSC</td>
<td>1.066</td>
<td>5.38</td>
<td>1.010</td>
<td>6.25</td>
</tr>
<tr>
<td>TSC</td>
<td>1.084</td>
<td>5.36</td>
<td>1.067</td>
<td>8.96</td>
</tr>
<tr>
<td>FG+KLC</td>
<td>1.091</td>
<td>6.68</td>
<td>1.010</td>
<td>10.52</td>
</tr>
<tr>
<td>SAC</td>
<td>1.066</td>
<td>8.14</td>
<td>1.071</td>
<td>13.45</td>
</tr>
<tr>
<td>FG</td>
<td>1.110</td>
<td>0.06</td>
<td>1.285</td>
<td>0.06</td>
</tr>
<tr>
<td>SG</td>
<td>1.697</td>
<td>0.01</td>
<td>2.066</td>
<td>0.01</td>
</tr>
<tr>
<td>RAND</td>
<td>3.515</td>
<td>0.01</td>
<td>3.515</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 5.13: Comparisons for embedding perturbed cubes to minimize $D(\pi)$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>D(π)</td>
<td>time</td>
<td>D(π)</td>
<td>time</td>
<td>D(π)</td>
</tr>
<tr>
<td>SG</td>
<td>1.000</td>
<td>0.001</td>
<td>1.052</td>
<td>6.21</td>
</tr>
<tr>
<td>FG</td>
<td>1.000</td>
<td>0.033</td>
<td>1.148</td>
<td>6.27</td>
</tr>
<tr>
<td>SG+TSC</td>
<td>1.000</td>
<td>0.033</td>
<td>1.311</td>
<td>9.88</td>
</tr>
<tr>
<td>FG+KLC</td>
<td>1.000</td>
<td>0.183</td>
<td>1.398</td>
<td>21.46</td>
</tr>
<tr>
<td>TSC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAC</td>
<td>1.401</td>
<td>25.720</td>
<td>1.290</td>
<td>0.03</td>
</tr>
<tr>
<td>SAC</td>
<td>1.401</td>
<td>25.720</td>
<td>1.290</td>
<td>0.03</td>
</tr>
<tr>
<td>SG</td>
<td>1.307</td>
<td>0.01</td>
<td>1.687</td>
<td>0.01</td>
</tr>
<tr>
<td>RAND</td>
<td>3.416</td>
<td>0.01</td>
<td>3.416</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>D(π)</td>
<td>time</td>
<td>D(π)</td>
<td>time</td>
<td>D(π)</td>
</tr>
<tr>
<td>SG+TSC</td>
<td>1.106</td>
<td>7.47</td>
<td>1.200</td>
<td>9.97</td>
</tr>
<tr>
<td>TSC</td>
<td>1.309</td>
<td>9.28</td>
<td>1.356</td>
<td>9.82</td>
</tr>
<tr>
<td>FG+KLC</td>
<td>1.309</td>
<td>9.86</td>
<td>1.398</td>
<td>12.29</td>
</tr>
<tr>
<td>SAC</td>
<td>1.426</td>
<td>18.81</td>
<td>1.428</td>
<td>15.97</td>
</tr>
<tr>
<td>FG</td>
<td>1.478</td>
<td>0.04</td>
<td>1.663</td>
<td>0.01</td>
</tr>
<tr>
<td>SG</td>
<td>1.618</td>
<td>0.01</td>
<td>1.907</td>
<td>0.01</td>
</tr>
<tr>
<td>RAND</td>
<td>3.416</td>
<td>0.01</td>
<td>3.417</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 5.14: Comparisons for embedding perturbed meshes to minimize $\mathcal{D}(\pi)$
Figure 5.9: Cost/time trade-offs for perturbed regular graphs
successful and efficient heuristic for all types of graphs. TSC is the best choice for all random graphs. When running time is not strictly limited, SAC is the second good choice for large random graphs. When the problem size is relatively small, FG+KLC is also a good choice for sparse geometric graphs. For regular graphs, SG and FG are good choices. SG and FG are also useful for situations where better than random solution is desired.

For task graphs whose structure is close to cube, we can get better embeddings than for random graphs. When the average vertex degree $\bar{d}$ is getting large, the solution cost is getting worse and more running time is acquired.

As a final observation, the parameter tuning for TSC is much easier than that for SAC since TSC has less parameters than SAC.
Chapter 6

Tabu Search Heuristic with Objective Function $D(\pi)$

For synchronous SIMD parallel machines, the objective function $D(\pi)$ is more appropriate to be used to minimize the maximal mapped distance of embeddings. Graph embedding with objective function $D(\pi)$ is much harder than that with objective function $D(\pi)$ because of the former's special difficulties for cost evaluation and gain update. Based on our literature survey on hypercube embedding, no paper has seriously worked on this model. In this chapter, we propose another tabu search heuristic to solve the hypercube embedding problem with objective function $D(\pi)$ and refer to this new heuristic as TSD.

We first discuss some special properties of the objective function $D(\pi)$ and design a special gain function for $D(\pi)$. To facilitate the evaluation of the cost function, an efficient heap data structure is introduced. After we present the heuristic TSD, the performance comparisons between TSD and TSC is conducted to demonstrate TSD's special role in minimizing $D(\pi)$. 
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6.1 Gain function and its update

For heuristics with objective function \( D(\pi) \), it is straightforward to define the \( \text{gain} \) of swapping vertices \( u \) and \( v \) relative to the current solution as the decrease in total cost after the swapping. For heuristics with objective function \( D(\pi) \), however, the same definition would not work because changing the mapped distance for some \( e \in E \) does not imply changing the global embedding cost. The straightforward definition of gain function for \( D(\pi) \) does not encourage local improvements which is critical to the reduction of the embedding cost.

A good definition for the gain function should encourage the gradual reduction in the number of edges with maximal mapped distance. In our heuristic, we use the following special definition for the gain function to encourage any swap of vertices \( u \) and \( v \) that can reduce the maximal mapped distance of the edges \( e \in E \) adjacent to \( u \) or \( v \). Given the current embedding \( \pi \) and any swap of vertices \( u \) and \( v \), we define the gain of the swap \( \{u, v\} \) as

\[
\text{gain}(u, v) = \max_{e \in \delta(u)\cup\delta(v)} \{d(\pi(u), \pi(x)) \cdot w(u, x) + d(\pi(v), \pi(y)) \cdot w(v, y)\} - \\
\max_{e \in \delta(u)\cup\delta(v)} \{d(\pi(v), \pi(x)) \cdot w(u, x) + d(\pi(u), \pi(y)) \cdot w(v, y)\}
\]

where \( \pi(e) \) may be \( \pi(u) \)'s cube-neighbor. The time complexity for evaluating function \( \text{gain}(u, v) \) is thus \( O(\hat{d}) \).

To minimize the computational overhead introduced by reevaluating the \( \text{gain} \) function, we also use a bucket-list priority queue data structure to store all possible gains. Whenever a swap is done, only affected \( \text{gains} \) are updated.

For all swap neighborhood, the time complexity for gain initialization is \( O(n \cdot \hat{d}) = O(mn) \); and the time complexity for gain update after a swap is \( O(\hat{d} \cdot m) = O(dn) \).

For cube-neighborhood neighborhood, the gains can be initialized for each swap in time \( O(n \log n \cdot \hat{d}) = O(m \log n) \). Whenever vertices \( u \) and \( v \) are swapped where \( \pi(v) \) is cube-neighbor of \( \pi(u) \), the affected gains will be recomputed for all the pairs \( \{x, y\} \) where \( x \in \delta(u) \cup \delta(v) \cup \{u, v\} \) and \( \pi(y) \) is cube-neighbor of \( \pi(x) \). The time spent on
the updating of gain after a swap is thus $O(d(dg(n) + dg(v_k))(n) - \theta(n \log n))$.

### 6.2 Cost function evaluation

For objective function $D(x)$, one important issue is to reduce the time for finding the maximal mapped distance after each move. If we use an array to store the mapped distances for all edges in $E$, we need time $O(\frac{|E|}{d})$ to find the maximal mapped distance. To make our heuristic efficient, we use a priority queue $Q_1$ to store the mapped distances so that the maximal mapped distance can be found in constant time.

Our priority queue is implemented by a heap, as shown in Figure 6.1. For each edge $e \in E$, we store a pair $(dist, e)$ in the heap where $dist$ is the best previously computed mapped distance of edge $e$. A linear array $edgeIndex$ indexed by edges is used. For each $e \in E$, $edgeIndex[e]$ is a pointer to the corresponding node in the heap specifying the mapped distance of edge $e$. Following three operations are supported on the heap:
1. Initialize the tabu list $T = \emptyset$.
2. Get an initial solution $\pi$.
3. Initialize all possible gains according to $\pi$.
4. \textbf{Repeat} \textsc{iter} \_\textsc{max} times:
   4.1 Find a move $s \in S(\pi) - T$ that maximizes $gain(s)$.
   4.2 Set $\pi = s(\pi)$ and insert $s$ into $T$.
   4.3 Update gains.
5. Return the best $\pi$ visited.

Figure 6.2: Heuristic TSD

\begin{align*}
\text{Max}(Q_k) & \quad \text{return the maximal mapped distance in } Q_k; \\
\text{Insert}(Q_k, \text{dist}, \epsilon) & \quad \text{insert a node } (\text{dist}, \epsilon) \text{ into } Q_k; \\
\text{Delete}(Q_k, \text{index}) & \quad \text{delete a heap node pointed to by index from } Q_k.
\end{align*}

The algorithms for these three procedures are given in Appendix B. \text{Max}() has constant time complexity. The time complexities for \text{Insert}() and \text{Delete}() are both $O(\log |F|) = O(\log m)$.

This heap can be initialized in time $O(m \log m)$. Whenever two vertices $u$ and $v$ are swapped, only the mapped distances for edges incident to $u$ or $v$ in $G$ are changed. Therefore the update of heap after a swap can be done in time $O(\text{dist} \log m)$.

### 6.3 Tabu search heuristic

We implemented two versions of tabu search heuristic with objective function $D(\pi)$, one for all swap neighborhood, the other for cube-neighborhood neighborhood. The experimental results show that TSD with cube-neighborhood neighborhood outperform TSD with all-swap neighborhood. Therefore we only discuss TSD with cube-neighborhood neighborhood. Like TSC, TSD also uses our adaptive tabu list design and tabu status array implementation. Figure 6.2 shows the heuristic TSD. We can see from Figure 6.2 that TSD is basically the same as TSC except that the objective function.
the gain function, and the termination condition are different. TSD first initializes all possible gains and puts all moves associated with these gains into the bucket list. TSD also initializes the heap to store all mapped distances of edges in $G$. ITER MAX iterations of the loop at step 4 are then executed. TSD transforms the current solution to one of its neighbors by performing the best move which is not in the tabu list. Whenever a move $s$ is performed, $s$ is inserted into the tabu list and the affected gains are updated as explained in Section 6.1. Different from TSC, TSD also spends $O(d \log m)$ CPU time to update the affected mapped distances stored in the heap for some edges.

The diameter of a $d$-cube is $d$, the maximum gain ($M$) of any single swap for the objective function $D(\pi)$ is thus in range $\pm(d - 1) \cdot 1 \cdot (\log n + 1)$. Then we have $\Delta_{\text{max}} = O(\log n)$. Let $t$ be the total number of iterations. The number of calls to $Max()$ is $Q = t$. $Q$ is dominated by $O(\hat{d}^2 \log n)$. According to Lemma 4, the overall running time of TSD is therefore the summation of gain initialization and update for both bucket-list and heap operations, that is, $O(\hat{d} \log m)$ for gain initialization, $O(t \log m)$ for heap initialization, $O(\hat{d} \log m)$ for heap update, and $O(\hat{d}^2 \log n + \log n)$ for gain update. The total time complexity is thus $O(\hat{d} \log m + \hat{d} \log n + \log m)$.

6.4 Performance comparisons

As for TSC in Section 3.2, the random graphs, the geometric graphs and the perturbed regular graphs specified in Section 3.1 are used as benchmark graphs. The comparisons are made (1) between heuristics TSD and TSC for random graphs and geometric graphs; (2) among heuristics FG+TSD, TSD, and TSC for perturbed regular graphs. The performance comparisons reported in this section are obtained by making the trade-offs between solution quality and execution time. For each set of 10 graphs, we run 10 times on each graph, and take the average cost and average running time over the 100 runs.
<table>
<thead>
<tr>
<th>Graphs</th>
<th>TSD</th>
<th></th>
<th>TSC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D(\pi)$</td>
<td>Time</td>
<td>$D(\pi)$</td>
<td>Time</td>
</tr>
<tr>
<td>R128W.3</td>
<td>10.00</td>
<td>8.21</td>
<td>11.96</td>
<td>8.80</td>
</tr>
<tr>
<td>R128W.7</td>
<td>11.70</td>
<td>11.95</td>
<td>19.92</td>
<td>11.90</td>
</tr>
<tr>
<td>R128W.10</td>
<td>16.30</td>
<td>24.73</td>
<td>21.40</td>
<td>23.31</td>
</tr>
<tr>
<td>R512W</td>
<td>20.00</td>
<td>66.68</td>
<td>28.80</td>
<td>66.91</td>
</tr>
<tr>
<td>R128.3</td>
<td>3.00</td>
<td>6.33</td>
<td>3.83</td>
<td>6.33</td>
</tr>
<tr>
<td>R128.7</td>
<td>4.00</td>
<td>16.61</td>
<td>5.16</td>
<td>16.61</td>
</tr>
<tr>
<td>R128.10</td>
<td>5.00</td>
<td>10.51</td>
<td>6.42</td>
<td>17.02</td>
</tr>
<tr>
<td>R512</td>
<td>6.00</td>
<td>42.23</td>
<td>7.10</td>
<td>74.81</td>
</tr>
</tbody>
</table>

Table 6.1: Comparisons for embedding random graphs to minimize $D(\pi)$

As described in Subsection 4.1.2 and Subsection 5.1.3, for each of our benchmark graphs, we tune the parameters one at a time, and repeat the process until no perturbation for the parameters can improve the performance. The following reports are obtained based on the best parameter settings.

6.4.1 Random graphs

Table 6.1 shows the performance comparisons between TSD and TSC on random graphs. For all random graphs with edge weights, TSD on the average can improve the cost $D(\pi)$ of TSC by 25.9% in 86% of the running time of TSC. For all random graphs without edge weights, TSD on the average can improve the cost $D(\pi)$ of TSC by 21.4% in 70% of the running time of TSC.

6.4.2 Geometric graphs

Table 6.2 shows the performance comparisons on geometric graphs. For geometric graphs, the performance of TSD depends on the attributes of the graphs. TSD still outperforms TSC for geometric graphs with edge weights and various average vertex degrees. For geometric graphs without edge weights, TSD gives low maximal
<table>
<thead>
<tr>
<th>Graphs</th>
<th>TSD</th>
<th>TSC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D(\pi)$</td>
<td>Time</td>
</tr>
<tr>
<td>G128W_3</td>
<td>10.10</td>
<td>13.15</td>
</tr>
<tr>
<td>G128W_7</td>
<td>15.20</td>
<td>24.11</td>
</tr>
<tr>
<td>G128W_10</td>
<td>18.60</td>
<td>31.59</td>
</tr>
<tr>
<td>G512W</td>
<td>24.00</td>
<td>52.70</td>
</tr>
<tr>
<td>G128_3</td>
<td>3.30</td>
<td>13.03</td>
</tr>
<tr>
<td>G128_7</td>
<td>1.00</td>
<td>28.75</td>
</tr>
<tr>
<td>G128_10</td>
<td>1.10</td>
<td>31.27</td>
</tr>
<tr>
<td>G512</td>
<td>6.00</td>
<td>44.89</td>
</tr>
</tbody>
</table>

Table 6.2: Comparisons for embedding geometric graphs to minimize $D(\pi)$

mapped distances for graphs with either $d = 10$ or $n = 512$. For graph G128_3, however, TSD performs worse than TSC.

To be more specific, for geometric graphs with edge weights, TSD on the average can improve the cost $D(\pi)$ of TSC by 11.5% in 85.7% of the running time of TSC.

For all geometric graphs without edge weights, TSD on the average can improve the cost $D(\pi)$ of TSC by 1.8% in 86.3% of the running time of TSC.

6.4.3 Perturbed regular graphs

Table 6.3 presents the performance comparisons for perturbed regular graphs. We can see from Table 6.3 that TSD performs worse than TSC for 7 cube and 7 cube with 3 or 7 edges randomly deleted. By experimental results reported in Subsection 5.2.3, we know that greedy heuristics SG and FG can embed a $d$-cube and $d$-cube with certain edges deleted to a $d$-cube optimally. Therefore, by using FG as the front end of TSD, we can significantly improve the solution quality. For perturbed cube, FG+TSD outperforms both TSD and TSC in both solution quality and running time. For perturbed meshes, FG+TSD also outperforms all the other heuristics in both solution quality and running time, and TSD performs better than TSC.
<table>
<thead>
<tr>
<th>Graphs</th>
<th>FG+TSD</th>
<th></th>
<th>TSD</th>
<th></th>
<th>TSC</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mathcal{D}(\pi)$</td>
<td>Time</td>
<td>$\mathcal{D}(\pi)$</td>
<td>Time</td>
<td>$\mathcal{D}(\pi)$</td>
<td>Time</td>
</tr>
<tr>
<td>$C_7$</td>
<td>1.0</td>
<td>0.210</td>
<td>4.0</td>
<td>8.896</td>
<td>1.4</td>
<td>5.440</td>
</tr>
<tr>
<td>$C_7.M3$</td>
<td>1.0</td>
<td>0.267</td>
<td>1.0</td>
<td>8.795</td>
<td>1.2</td>
<td>5.260</td>
</tr>
<tr>
<td>$C_7.M7$</td>
<td>1.0</td>
<td>0.233</td>
<td>4.0</td>
<td>8.689</td>
<td>1.6</td>
<td>1.699</td>
</tr>
<tr>
<td>$C_7.P3$</td>
<td>3.0</td>
<td>1.095</td>
<td>1.0</td>
<td>8.913</td>
<td>4.2</td>
<td>5.365</td>
</tr>
<tr>
<td>$C_7.P7$</td>
<td>3.1</td>
<td>1.148</td>
<td>1.0</td>
<td>9.011</td>
<td>5.2</td>
<td>8.959</td>
</tr>
<tr>
<td>M8.16</td>
<td>1.0</td>
<td>0.133</td>
<td>3.0</td>
<td>9.888</td>
<td>3.2</td>
<td>9.117</td>
</tr>
<tr>
<td>M8.16.M3</td>
<td>2.5</td>
<td>1.622</td>
<td>3.0</td>
<td>9.612</td>
<td>3.5</td>
<td>9.876</td>
</tr>
<tr>
<td>M8.16.M7</td>
<td>3.0</td>
<td>1.927</td>
<td>3.0</td>
<td>9.475</td>
<td>3.1</td>
<td>12.180</td>
</tr>
<tr>
<td>M8.16.P3</td>
<td>3.0</td>
<td>2.081</td>
<td>3.1</td>
<td>11.051</td>
<td>3.7</td>
<td>9.281</td>
</tr>
<tr>
<td>M8.16.P7</td>
<td>3.0</td>
<td>2.781</td>
<td>3.2</td>
<td>11.384</td>
<td>4.1</td>
<td>7.757</td>
</tr>
</tbody>
</table>

Table 6.3: Comparisons for embedding perturbed regular graphs to minimize $\mathcal{D}(\pi)$

To be more specific, for all perturbed cubes, FG+TSD on the average can improve the cost $\mathcal{D}(\pi)$ of TSC by 27.8% in 29.1% of the running time of TSC. For all perturbed meshes, FG+TSD on the average can improve the cost $\mathcal{D}(\pi)$ of TSC by 31% in 22% of the running time of TSC.

6.5 Summary

In this chapter, we described the design of another tabu search heuristic to minimize objective function $\mathcal{D}(\pi)$. We explained the difficulty in decreasing $\mathcal{D}(\pi)$ and defined the special gain function to measure the incremental improvement during the search. We also introduced another efficient priority queue implemented by a heap data structure. For SIMD hypercube machines, the experiments showed that the FG+TSD cannot be replaced by TSC because FG+TSD performs better for minimizing the maximal mapped distance than TSC.
Chapter 7

Conclusion

In this thesis we proposed three new efficient heuristics TSC, SAC, and ISD. They are used to solve the hypercube embedding problem with objective functions either minimizing average mapped distance or minimizing the maximal mapped distance. The most successful heuristic for minimizing the average mapped distance is TSC. The efficient heuristic for minimizing the maximal mapped distance is FG + ISD.

In the following we make some observations based on our experimental results, summarize our major contributions to this research, and point out several future research directions.

7.1 Observations on experimental results

A variety of conclusions can be drawn from the results which we reported. Each of the following items highlights one of our major observations.

1. For most iterative improvement heuristics, there is a trade-off between solution quality and running time. We can usually adjust this trade-off by varying the parameter settings for each heuristic.

2. Iterative improvement heuristics perform better when the starting solution is better than random (SG and FG are good methods for generating starting
solutions. Our observation on this point is true especially for geometric and regular graphs when the expected running time is limited. When the running time is long enough, however, this feature cannot be seen explicitly.

3. The structure of the task graph must be taken into account when choosing a heuristic. For completely random graphs, the best choices tend to be iterative improvement heuristics. For graphs that are cubes or almost cubes, FG and SG are the best choices. FG and SG can, for example, efficiently map a cube or mesh to hypercube with the same number of vertices optimally.

4. Experimental results show that simulated annealing heuristic with adaptive Markov chains outperforms that with fixed-length Markov chains.

5. For MIMD hypercube machines, SG+TSC is the most effective and efficient heuristic for all types of graphs. TSC is the best choice for all random graphs. When running time is not strictly limited, SAC has a performance only second to TSC for large random graphs. When the problem size is relatively small, FG+KLC is also a good choice for sparse geometric graphs. For regular graphs, SG and FG are good choices. SG and FG are also useful for situations where better than random solution is desired.

6. For SIMD hypercube machines, the experiments showed that the FG+TSD cannot be replaced by TSC because FG+TSD performs better for minimizing the maximal mapped distance than TSC does.

7.2 Major contributions

The followings are our major contributions to this research:

1. Generalization of Chen's mapping model. First, we introduce the edge weight function to the objective function to model the potentially different communication loads between different pairs of processes. Second, in addition to the
objective function $D(\pi)$ which minimizes the average mapped distance, we also use the maximal mapped distance $D(\pi)$ as our objective function. Therefore, we design embedding heuristics for program mapping on both synchronous and asynchronous parallel systems.

2. Introduction of adaptive tabu list to tabu search heuristics for hypercube embedding. For both of our two tabu search heuristics, the length of tabu list can be updated according to the recent improvement history of the best solution found so far. The purpose of designing an adaptive tabu list is to avoid introducing cycling in the solution space and to help the search to get out of the local optimum quickly. The experimental results showed that the tabu search heuristic with adaptive tabu list outperforms that with static tabu list. As shown in Table 5.2, for example, tabu search heuristic with adaptive tabu list improves on the solution quality of that with static tabu list by 19%, or CPU time of the latter for graph R512W.

3. Design and implementation of two tabu search heuristics with objective functions $D(\pi)$ and $D(\pi)$ respectively. For the heuristic to minimize $D(\pi)$, we designed a special gain function. Our special combination of the cube neighborhood, the adaptive tabu list, the application of tabu status array, and our efficient data structures make our tabu search heuristics very efficient. Compared with Chen's most competitive heuristic FG+KLC for objective function $D(\pi)$, for example, TSC spends only 35% of time which FG+KLC takes to reduce the average cost of FG+KLC for random graph R512W by 53%.

4. The improvement on Chen's simulated annealing heuristic. To optimize the simulated annealing heuristic, we introduced the adaptive Markov chain search strategy. The experimental results show that our new annealing heuristic outperforms Chen's in both solution quality and running time. For all of our random graphs, for example, our new annealing heuristic spends on the average 75% of time which Chen's annealing heuristic takes to reduce the average cost of Chen's by 3%.
7.3 Future work

For tabu search heuristics implemented in this thesis, further research can be conducted in the following directions.

1. Incorporation of intermediate and long term memory functions. The intermediate memory is used to record the recent move history to intensify the search to reach the local optimum faster. The long term memory is used to record the move history since the start of the search to diversify the search to new areas and try to avoid being trapped in local optima.

2. Determination of the values of the parameters $t_h$ and $t_s$ by the statistics of the moves. For different periods of the search process, the best range for the tabu list length may be different. Therefore the value of parameters $t_h$ and $t_s$ may need to be changed during the search process. To reduce the effort on parameter tuning and to improve the solution quality, $t_h$ and $t_s$ may be periodically adjusted according to the statistics of the moves.

3. Parallelization of our sequential heuristics. Our experimental studies are based on sequential machines. To speed up the solution search and make our heuristics more efficient, we can parallelize the hypercube embedding heuristics. Initial investigations have been conducted.
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Appendix A: Derivation of the Expected Minimal Cost for Multiple Runs

If we already have the costs for \( s \) runs of an heuristic with random initial solutions, we can easily derive from these costs the expected minimal cost for \( k \) \((k \ll s)\) runs of the heuristic with random initial solutions.

Let \( L = (c_1, c_2, \ldots, c_s) \) be the list of given costs in nondecreasing order of their value. The expected minimal cost for \( k \) runs of the heuristic is

\[
\sum_{i=1}^{s-k+1} p_i \cdot c_i
\]

where \( p_i \) is the probability that \( c_i \) is the minimal for \( k \) costs randomly chosen from \( L \). We can decompose \( p_i \) as \( p_i = p_i^1 \cdot p_i^2 \) where \( p_i^1 \) is the probability that none of the first \( i - 1 \) costs in \( L \) is among the \( k \) chosen costs, and \( p_i^2 \) is the probability that \( c_i \) is among the \( k \) chosen costs. It can be verified that

\[
p_i^1 = \frac{k-1}{j-0} \frac{(s-i+1)-j}{s-j}
\]

and

\[
p_i^2 = 1 - \frac{k-1}{j=0} \left( 1 - \frac{1}{(s-i+1)-j} \right) = \frac{k}{s-i+1}.
\]

The cost derived above is more reliable than the one obtained by simply running the heuristic \( k \) times because it is based on the information for a much larger population of costs.
Appendix B: Heap Operations

Algorithm: Max($Q_h$
begin
return heap[1].key;
end

Algorithm: Insert_Heap($Q_h$,key,code)
begin
insert new_node(key, code) to last position of heap;
while ( new_node.key > parent.key )
    swap( new_node, parent );
    update array edge_index according to parent.code;
end while
return final position of new_node;
end

Algorithm: Delete_Heap($Q_h$,index)
begin
move last node to heap[index];
update array edge_index according to heap[index].code;
while (heap[index].key > parent.key)
    swap( heap[index], parent );
    update two edge_index values according to heap[index].code and parent.code;
end while
while (heap[index].key < children.key)
    swap( heap[index], children);
    update two edge_index values according to heap[index].code and children.code;
end while
end
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