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ABSTRACT

A Blackboard Architecture for Signal Processing

Hani Fanous

The complexity of Signal Interpretation Tasks processed with weak
methods can overwhelm computational resources. Knowledge Intensive
Programs can be more effective provided the programming environment allows
effective representation of all knowledge about the problem and makes
effective use of the information during the solution. The Blackboard
Architecture proposed in this study uses planning techniques to control its
search strategy. The extent of plan development 15 not fixed, bul varies
according to the knowledge of the sub-problem that i1s available to the system.
Both control and object knowledge are supplied by the user in a declarative
style and the planning process is completely transparent. The system was
developed for a speech recognition application, but 1s suited for a broader

category of signal interpretation tasks.
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1. Chapter one

1.1. Introduction

1.1.2, General description

This thests describes & blackboard suitable as a vehicle for reasoning i stanal processing
applications where exhaustive Hypothesize and Test 1S computationally prohibitive  As s
common with many such blackboards, the data generated 1s assumed to be hiahly
structured. The blackboard 1s implemented in Common Lisp and uses the knowledge
representation concepts of CRL (Carnegie Representation Language) [KNOW88] as well
as the OPS inference engine provided by the KnowledgeCraft shell. The sottware
organization allows the user to augment the basic data structures manipuiated by the
blackboard to represent the particular application’s objects The same principle apphies to

the rules which tnigger the invocation of knowledge sources

The main contribution of the system. 1s that it provides run tme generated control ptans
and strategies needed to accelerate the search tor solutions. without requinna exphcit
domain dependent scheduling heunstics. if these are avalable however. they mav be
incorporated with advantage. The purpose of caontrol plans i1s to select a succession of
regions 1N the sofution space in which the computationat effort will be expended in order
to achieve some particular objective. Efficient planning mechamism must be able to
devise strategies. modify them and reason about them as the results unfold. without
letting the planning effort overwhelm the processing resources. This blackboard goes

some way to meeting these specifications.

1.1.1. Motivation for project



The motivation for developing a blackboard arose out of a research project carned out
jointly by CAE and CRIM. to devise a system capable of tuning the parameters of an
arrcraft simulator model The compiexity of devising an exact and complete mathematical
model to represent the behavior ot an arrcraft under reahstic fight conditions compels
engineers to make approximations and use alternative models to simulate difterent
manoeuvres To ensure that a simulator meets its specifications, the generated signals are
compared with reference awcraft signals for a set of manoeuvres  Unacceptable
discrepancies are detected and hypotheses are generated to account for them  The
system must be able to reason about hypotheses and make the necessary modifications

to the model s parameters

Because the development of a problem solver's architecture requires some considerable
understanding of the problem to be tackled. and because the domam aspect of the
simulator application 15 stitt heing investigated, the blackboard was developed around an

alternative signal interpretation apphication

Very crude speech recognitinn techmgues generate a ot of uncertainty and consequently
very large search spaces Ihe data generated (hypotheses) s readity orgamzed into
hierarchtes and thus resembles the simulation problem it was felt that an architecture
which supports this type ot apphication would be pertinent 1o the simulator project as

well as diagnostic and imterpretation apphcations,

1.1.3. Organization of document

The thesis 15 organized inte, bue chapters,

Chapter one introduces the project and then triaces the tistoncal developmaent ot

automatic problem solving. the theones and wdeas that shaped production syutem based




architectures and their evolution into modern blackboard models. A considerable portion
of this chapter, 1s devoted to the development of the concept of an Information
Processing System (IPS), which was the basis for the use of production systems and
later on blackboards. in general problem solving At the end of the chapter the basic

organization of a blackboard is presented.

In chapter two, a major production system language and two major blackboard
architectures are presented. The concept of planning as the objective of the problem
itself 1s introduced, and modern planning systems are analyzed. In the final part of the

chapter, the role of planning as an instrument of control for a blackboard, is proposed.

Chapter three discusses aspects of problem space complexity and some approaches
developed to reduce 1it. The role of planming control strategies in blackboard
architectures 1s introduced and the basic design and operation of the system 1s

described.

Chapter four describes the domain of application, the speech front end, lexical retrieval

and the parser

Chapter five describes the implementation of the blackboard, and evaluates the results
obtained with the speech recognition application. The applicability of this system to
other problems is dlustrated by contrasting qualitatively, the models used to solve a well

known problem1 with those developed using an alternative blackboard The chapter

1 The problem used as an illutration is the one descnbed in HASP/SIAP [NII&FEI82]. The
task involves hypothesizing a naval situatiocn board. using accoustic data suplemented with
various mntelligence reports. The system origiaily developped was one of the first important

blackboard architectures.
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concludes with a critical summary and a discussion of extensions and possible

developments
2. Human Problem Solving

1.2.1. Historical background of blackboard architectures

The ongin of blackboard architectures can be traced back to work done during the late
fittes and sixties Computer scientists were trying to charactenze problems whose
solutions did not lend themselves readily to automation  The difficulty, it was thought,

lay in the structure of problems

“A problem 15 well structured 1o the extent that it satisties the toliowing critena

- 1t ca.: be descnbed in terms of numencal vanables. scalar and vector quantities

- The goals to be attained can be specthied in terms of a well detined objective tunction

- There ~xists computational routines that permit the solution to be tound and stated in

actual numerical terms ' [SIM&ENEW5S8]

Any problem not satistying all three cntena histed above was considered il structured and

thus not amenable to computer processing

The emergence of a number of ‘heunstic” programs performing taske such i, game
playing, theorem proving, symbohlc inteqgration etc  [FEHIGO3] demonetrated that an
certain cases. solutions to problems not tradiionally considered  well structured | could
stll be modelied on computers  This class of problem. though lacking well wpecitied
algorthms, was otherwise precisely detined A new cateqgory was dieved, the well
formed subset of il structured problems. for which a4 prece and formal descnption of

the task could he provided, and tor which the goals were readily tested JHEITE]



Newell's point of view however, was precisely the reverse. Structure was not a property
of the problem, but a perception of the problem solver [NEWEG69]. The inability to
automate certain problem solving processes, was due to the bankruptcy of the problem

solving model, rather than the nature of the problem in question.

Strongly influenced by Cognitive Psychology, some researchers felt that an
understanding of the Human Problem Solving Process, which appears unhampered by
problem structuring, would shed hLght on the difticulties encountered with the

computenization of certain tasks [SIME&NEW72].

1.2.2. The human problem solving model

The Theory of Human Problem Solving proposed by Simon and Newell was pivotal to the
development of blackboards and other problem solving architectures because 1t signaled
the end of the traditional reliance on "weak methods” (generate and test etc ), to solve
problems of Al. By investigating the mechamsms by which human beings solve
problems, those researchers pioneered the development of knowledge representation
and promoted the adoption of the production system model for problem solving This in
turn provided the basis for the subsequent development of knowledge intensive

programs [NII&FEIGB82].

The theory 1s based on empinical evidence gathered by observing candidates solving
tasks such as chess playing [NEW&SIM6S5], logic puzzies [NEW&SIMS7] and
cryptanthmetic problems [NEWE67] deemed "problematic”, and which had often been,

not surprisingly, the subject of earlier “heunstic" programs.

Human problem solving according to this theory can be modeled by an Information

Processing System. Once the parameters of the problem have been understood and



internal symbohc representation for the inital state and goal conditions generated,
problem solving proceeds through a data driven response to partial solution steps.
Human reasoning 1s carried out through the retrieval of pertinent "chunks” of knowledge,
stimulated by eternal evidence or by the result of a previous problem solving step Each
chunk in turn results In the modification of partial states (and tentative advancement of
the solution)  The process stops automatically when the specthed goal conditions have

been recognized in the partial solutions

A ull descrniption ot the Information Processing System and the mechamsms that are
postulated in the theory to account for human problem solving performance, i, given in

appendix 1

The major consequence of Newell and Sunon's theory was a renewed interest m
production systems for general problem solving and an attempt to represent human

knowledge in a framework of declarative programming

1.3. The Structure of problems

1.3.1.  NI-Structured problems

The theory of Human Problem Solving together with  two hypotheser, put forward by
Newelt to classity the problem domain of Al [HE WG] crpanded conaaderably the

scope of tasks for which a machine mode! could be attempted

The Generality Hypothesis states that ‘A General Problem Solver ¢ one that hay
collection of successively weaker methods, that demand wuaccossively o ot the
environment 111 order 1o he apphed  Thus a good probiem solver 14 samply one that has e

best of the weak methods




The li-structured Problem Hypothesis: "A problem solver finds a problem ill structured,
if the power of the methods that are applicable to the problem, lies below a certain

threshold’.

The two hypotheses suggest that solvability 1s not a property of the problem itself but a
perception of the problem solver. The hypotheses further suggest that instead of ngid

classifications, we perceive a continuum of problem types.

At one extreme are the problems deemed very "il-structured”. for which the defimtion of
the problem space itself is problematic and the task required is ambiguous and subject 10
contextuatl interpretation ("publish or pensh!’, "make a sik purse from a sow's ear'" )
The solutions to such tasks 1s currently exclusively the preserve ot humans, endowed

with the cultural wherewithal to interpret and make the problem statement succinct

At the other extreme are problems expres: 2d and codified in a ngorous formalism which
does not allow ambiguity. In addition, powerful problems solving methods, derived from
an awareness and exploitation of the properties of the problem space. make ther

solution algonthmic and programmable conventionally.

In between these extremes there exists a range of problems (the so-called "well formed
subset of ill-structured problems"), for which the problem statement can be clearly
expressed (no ambiguity about the goal) and a problem space can be devised. but for
which ther¢ ~ve no powerful problem solving methods. Much ot "heunstic programming”
and the class of problems of interest in Al, falis into this category  Generally the less is
known about the structure of the problem space, the larger the number of states relative
to the number of actions. The existence of a cohesive theory. which expresses
knowledge about the problem in a concise fashion, often serves to emphasize similanties

between seemingly different states [DAV&KIN77] The less 1s known a prnor about



problem space constraints, the more general (ie. broadly applicable) and weaker the
methods the problem solver must use n order to attempt the soiution The penalty paid
1s 1N the tentative nature of the problem solving process, hence the search for a

solution

Newell Mlustrates the point by considering the problem of inverting a matrix, a problem
for which an eftective algonthm exists and which 1s consequently considered "well

structured”

The problem space consists of the elements of matnces of order n, which include the
source matrnix A, the identity matnx I, and the inverse matnx X, and the basic set of
row/column operators £ (adding one row to another, multiplying one row by a constant

etc. } The problem statement requires that matnx X be found such that

AX |

or X 15 understood to be a transformation on A generating the dentity matnx | as i qoal

state  Then)f the sequence of basic row aperations E 1V ED2ES F ke such that

P E3t281r A

then Fh E13E2801 AV X

the sequence E1E2 LS (E b o welected from the et {E) What o matno inversion
algonthm provides 1 the welection of operators [k F 3 12 E 1 A degradation i the
power of the method, would reqult 1n 4 wearch for the most appropnate operator al
every stage, the eLaluaton of the operator beaneg based on the eotanate of the tenalting
state Methods wuch an vadl Chntineg vowares ) Heunshe Cearchies ane finaldly
Generate and Tent are ncrennngty weak (they erplon e, eftedc tieely cons toamts, of the

problem and are connequentiy mare qeneral

H




e L WY ¢ T WY PSR TR o MR N

The picture that emerges 1s not precise and does not involve hard and tfast classifications
of problem structuring but rather a continuum of methods, at one extreme very powerful
(in that they exploit most of the constraints of the task environment) but of low
generality. and at the other. methods that make Iittle use of the structure of the problem
space but are very broadly applicable. The (human) problem solver's perception of
problem structure 1s not onty related to the availability of a method for 1ts soluion (which
in itself imphes that the problem has been stated in a language clear enough for the
generation of a problem space), but on the etfhicacy of that method. The efficacy of the
method however 1s dependent on the degree to which the problem sclver 1s aware of,
and uses the constraints when generating the solution, in other words, the extent to

which the structure of the problem is refiected 1n the problem space.

1.4. Automatic Problem Solving

1.4.1.  Factors favouring the automation of problem solving

With the new perspective on the nature of prablems and the mechanisms mvolved in
human problem solving, researchers began to consider the possibihty of automating
tasks previously thought il suited to computer processing. These were achieved without
recourse to the traditional weak methods of heunstic programs. Some of the cntical
observations which prompted these attempts are Iisted below:

1) The realization that structure was not an intrinsic property of the task but a

measure of explicit knowledge about the problem and its representation.
2) The existence of a programming modei for human problem solving.
3) The capacity of the programming model to emulate the behawvior ot the

“heunstic” programs already in existence.
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4) The realization that the performance parameters ¢f the human mind (in
problem solving) was of similar order to that achievable on existing machines (with

some reservations).

This marked the beginning of the development of general purpose software
environments for emulating the Human IPS.  Since the Theory of Human Problem
Solving purports to be task independent, a system with a similar organization would in

principle, allow any problem to be encoded, and would perform comparably

1.4.2. Comparisons of the machine and the human model

With  human processing apparently senal and runming at a rate of around
40ms /elementary process. there appeared to be a real possibibly of achheving
comparable performance with a machine on problems that were perceived to be
"problematic” to human bemgs  While the STM! of a machine can be considerably larger
and does not decay. LTM cannot approach the size of human mind, aither in physical size
or in knowledge As 15 suggested by the theory, the t TM 15 actually production memory
and the ntial “understanding” phase of problem solving invoives, not only the creation
of the problem space. but the selection of an approprate et of productions  The amount
of LTM actively mvolved in the process of solving a4 problem v, probably small and

constant, uniess the problem space and methods are chanaged

As the behawvior of the IPS 15 entirely determined by thee content of produchon, (1 TM),
the content of STM, and the interpreter, attention was drawn towards the development
of general purpose task independent production System  language,  Such an

environment offered the pos<ibilty ot emulating the human 129 on a machime . gnd

T SIM (Short Term tMemaoryy And U TR doney Torm Memig ¢ ey descndyed Tty s Appeticts
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therefore of attempting the solution of problems which traditionally did not appear to be

suited for computer processing.

1.4.3.  Psychological models and Knowledge Intensive Programs

While the primary motivation behind the early work of Newell might have been the
maodeling of psychological processes [NEWE73], it provided the framework for creating
systems equipped with the kind of piecemeal and "informal" knowledge that characterizes
human "expertize”, and which performed with enough competence (albeit in very narrow
fields), to be of practical use. The DENDRAL system [FEIG71], [SMIT72], [LIN&BUCS0j}
which was designed to assist chemical analysis by incorporating knowledge about mass-
spectrometry, and MYCIN [DAV&BUC77], which focused on aspects of Medical
Diagnosis, were among the first of a line of systems of so called "expent’ systems which

encoded large amounts of task specific heuristics, in the form of productions.

The objective behind psychological models (PSG, PAS I, VIS) [DAVE&KIN77] was the
understanding of the mechanisms of human reasoning and perception, and through the
emulation of human behavior, the development of theones on human thought.
Productions in such systems are used as a formal means of expressing basic symbol
processing actions. They are organized into minimal sets which are consistent with
characteristics of human performance given certain tasks (inciuding human peculiarities
such as mistakes and the effects of forgetting). Analysis of these production sets,
when the simulations they produce are accurate, is used to develop theories of

information processing psychology [NEWE70].

The goal of knowledge based systems cn the other hand, is the attainment of human
performance at problem solving, regardless of the nature ot human reasoning

mechanisms. Productions in this class of systems, are the vehicle for encoding domain

11
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knowledge incrementally until adequate performance in achieved. it has been suggested
that some measure of the success of Al programs based on production systems 1s
attributable to the equivalence between human cogmtive processes and the way in which

know:edge 1s stored and retneved through productions [DAVE&KIN77].

1.4.3.1.  Pure Production Systems

A Basic Production System consists of three components.

1.4.3.1.1. Production Memory.

Roughly equivalent to LTM, production memory 1s the repasitory of all declarative
knowledge (knowledge which remains true regardless of the current state) and
consists of rules represented by an ordered par of symbol strnngs called LLHS and

RHS.

1.4.3.1.2.  Dynamic Working Memory.

An expanded form ot STM which 15 the sole vehicle for representing temporal

[state dependent) information.

1.4.3.1.3. An Interpreter.

This module attempts to match most commonly the LHS of every rule with every
symbol in working memory. The completion of this task marks the end of the
recognition phase of the problem solving cycle. The set of nstantiations  or
conflict-set, is the set of ordered pars of satisfied productions (those for which
lhe match was successful) and data elements from working memory The

interpreter selects an instantiation and performs the transformations 1o the




working memory that correspond to the symbols in the RHS. This completes the

action phase of the cycle.

1.4.3.2. The reasoning process.

If rules are viewed as a conditional statements then the iteration through several

recognize-act cycles constitutes repeated applications of Modus Ponens {NILL80].

Forward chatning occurs when the interpreter matches LHS and modihes working
memory according to RHS symbols. This is because the system i1s reacting to data
representing already known states and generating new ones, in the hope of achieving

a goal state.

With backward chaining the (hypothetical) goal state is the starting point, matching
occurs on the RHS symbols, and the transformations performed are substitutions of
LHS symbols. The process is repeated until at least one generated (hypothetical)
state matches the mitial {(given) state. In other words the system attempts to prove

the main goal.

Regardless of the direction of reasoning, productions never reference nor even have
knowledge of one another. They are in fact just demons that become activated by
elements in working memory. The programming discipline imposed by the use of "a
unique and universal channel of communication”, requires that each rule, as an element
of code, leave behind the necessary symbols to be picked up potentially by any other
rule. In other words programming is performed entirely vy side effect
[DAVEKING77]. Such an approach can only be successiul provided that the symbols
that are generated have a globally consistent interpretation, throughout the body of
code and over the span (temporally) of the problem solving process. This forces the

programmer to write preconditions that fully specify the states in which the

13



production’s application 1s true, and to wnte conditions parts that perform universally

correct transformations on those states.

The philosophy of a pure production system requires that pattern matching on the
LHS consist of literal, possibly variable matching with binding, and simpie predicates.
The RHS actions should represent elementary actions in the domain. These
constraints have been carried over from the early applcations of production systems
which consisted mostly of string replacement mechanisms, psychological models, and
heuristics learning programs [MINS67] [NEWE67] [WATE75]. In Psychological
models, the LHS of productions must be confined to simpie patterns, in order to
model human recognition. This restriction follows from the premise that LTM consists
mostly of productions leaving no room for an alternative (program like) mechanism
necessary for supporting complex LHS operations. Simple RHS actions are
consistent with the notion of elementary processes, and the constraints on the
overall structure of productions assures the clarity and modulanty that enables a
program to read the productions themselves, generate new ones, modify old ones,
and thus support learning. Another essential characteristic of pure production

systems is the simplicity of the control mechanism.

To implement automatic generation of rules as a learning or correction mechanism, the
interpreter must perform rule selection (confilict resolution) In a simple deterministic
fashion and the rule generation program must be "aware" of this. The Markov
algorithm [GALL70] which selects the highest priority production which is satisfied 1s
the most commonly used rule selection scheme for "pure” production systems It
provides a measure of processing economy since the LHS patterns of lower prionty

rules can implicitly assume the failure of predicates of higher prionty rules. Heuristics

14




can be learned experimentally by inserting a new rule just above the one which

generated an error when 1t fired [WATE75), the ordering being in declining priority.

1.4.4.  Production system applications in the absence of heuristic

knowiedge

In situations where the problem space is not completely factornizable, solutions will
invariably be tentative. If there 1s a total absence of heuristic knowledge, the only
method available is generate and test (whether the search proceeds forwards or
backwards). Representing the problem space using a pure production system is
particularly straightforward. The only data structure in working memary is the
representation of a state. This 1n turn consists of the collection of attributes necessary
to differentiate one state from the other. The only declarative knowledge is in the form
of state generators which are encoded as productions. As nothing can favour one
instantiation over another, little is required of the interpreter other than the recognition
of a goal state. Rule selection, from the set of satisfied productions can be ad hoc. The
constraints of pure production systems are no impediment to programming since there is

no incentive to insert any measure of control.
1.5. Performance oriented expert systems

1.5.1.  Advantages of production based programming for expert

systems

Systems that implement psychological models use production systems as a means of
understanding the nature of knowledge itself and the way the human mind exploits it.
Expert systems on the other hand are principally concerned with effective use of

available knowledge when this is too weak to be compiled into an algorithm.
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Among the characteristics of the production format which makes it appealing to the

developers of Task Onented Expert Systems we note:

1} The modulanty of rules, whichi make the system incrementally expendable. Since much

2)

3)

of the knowledge incorporated in such systems 1s informal there is no rigorous
theory that ensures compieteness and correctness of behavior. During the course
of development and maintenance of such systems there is a constant need to
augment and possibly modify aspects of the knowledge base. Productions which
embody an identifiable element of domain knowledge can readily be added or

modified without concern for context.

The situation/action or stimulus/response aspect of productions which is well suited
to the kind of domain knowledge available for expert system applications. Where
profound theoretical knowledge of the domain allows powerful problem solving
methods to be developed, they are long prescriptions of actions which require Iittle
run time evaluation and are charactenistically depended on very few state variables.
Powerful algonthms generate few states, their representation can be largely implicit
and control flow 1s heavily emphasized. At the other extreme when domain
knowledge 1s weak, the generation of states can be massive. Actions can only be
specified with respect to very detailed state descriptions. Typically states have to be
re-evaluted after every action. The production format with its duminished action
component on the RHS and constant re-evalution of state through the LHS, 1s ideal

for expressing low level situational problem solving activities,

The efficacy of production systems at evaluating the large amounts of data generated

because of the weakness of availlable knowledge. Production systems are much
g y
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better suited at evaluating changes in a large numbers of state variables than

procedural languages.

To offset the poverty of problem solving methods an expert system relies on intensive
representation of every available form of knowiedge [FEIG77]. The lack of homogeneity
of the knowledge that is available in practice, makes the selection of a formalism to

express it and exploit it particularly difficult.

The constraints on production format, which force clanty and precision perhaps at the
expense of conciseness [MORA73], and the simplicity of the control scheme which
forces the programmer to embody a meamingful "chunk” ot knowledge within each
independent production [NEWE73), constitute very serious obstacles in performance

onented expert systems.

1.5.2. Inadequacies of the Rule Format

The reasoning step involved in the firing of one production can be measured as the
"distance" between the LHS and RHS of a rule. Because designers of psychological
models try to analyze elements of human thought, they tend to work with a much finer
grain. The human minds they model, are capable of dealing with a huge diversity of
problems Considerations of LTM storage capacity favour fine grained "chunks" of
knowledge that can he re-used for many tasks. Although the finer grain will require more
productions to express complex actions, the control problem generated always remains
manageable, because of the very reduced size of state memory. With expert systems
however, the task is very specific so the need for re-usable fine grained productions no
longer exists. The overhead of matching invoking a large number of "fine grain”

productions instead ot a single coarser grained operation can be prohibitive.

17
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The object ot expert systems 1s a cost effective traversal of the search space. Regions
where the quality ot knowledge is high can be traversed with compiled programs and
consequently more efficient programs. These will typically be complex RHS actions

which carry the state considerably further than it was on the LHS.

The performance of powerful transformations without intermediate re-evaluation
amounts to a definite commitment to a method. As was discussed earlier the power of a
method 1s inversely proportional to its generahty, so that the decision to apply a
production which performs large transformations in its RHS will likely be applicable, only
In very specific situations. Identification of such states will require more complex LHS

tests.

1.5.3. Inadequacies of data format

Structure in a problem space that cannot be completely factored, allows state
mformation in one area of the search space to be predictive (at least heuristically) in
another [NEWE73]. The system can only make use of this knowledge provided state
information 1s always available to productions which detect it. Where heunstic
knowledge of this structure is available, there is strong incentive for maintaining mn
working memory a complete representation of the search space that has already been
explored. Pure production systems as used for psychological models stress simplicity n
the symbols of STM. The paucity of information available through data memory symbols
together with its reduced size, precludes the use of heurnstic knowledge based on

histories of paths.

1.5.4. Inadequacies of Control Organization.

18




The simplicity of control of pure production systems which renders learning a relatively
simple process, i1s due essentially to the reduced size of STM. Productions are invoked as
a result of changes of state occuring in working memory. All interaction 1s forced
through this “very narrow channel" of communication [WINO75). The narrowness of the
channel ensures that the level of interaction at any ane cycle 1s kept manageably small.
Where productions are used to represent every aspect of available problem solving
knowledge, 1n order to maintain the "openess of the system which ensures that any ruie
can fire any time " [DAV&KIN77}, the width of the channel must not restrict the scope
of nteractions The scope of interactions supported by a large dynamic working
memory, creates the control problem. Not only does the system have to select the
production from the satisfied set, but the bindings with which the production 1s to fire
must be determined. In terms of state space search, the control system must select an
expandable node and select an arc. The burden of finding the solution economically falls

entirely on the control system.

1.6. Development of blackboard architectures

1.6.1.  Architectural demands of experts systems

It is always more computationally efficient to compile knowledge into a form ready for
computation, than it is to evaluate it through the execution processes during the course
of problem solving. Where computational performance is the primary objective and
sufficient problem solving knowledge exists, an algornthmic approach will always be the
preferred solution. Production systems are therefore used for problem solving, only
when the knowledge level is too low to specify, a priori, a sequence of problem solving
actions that is computationally feasible. Even modest tasks, in situations where

knowledge is weak present formidable search spaces. There is a need therefore to
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express every modicum of problem solving knowiedge that can contribute to accelerating
the solution. The power of a system 1s assessed both in terms of its effectiveness as a
vehicle for expression of human knowledge, and in terms of the success with which such

knowledge is integrated and used to achieve efficient computation [ROSE77]

A demand for computer systems that can perform very specific tasks with performances
comparable to those of humans, prompted a progressive shift away from the pure
production system model. While 1t 1s true that psychological models achieve comparable
performances to humans solving puzzles (or more generally tasks with which they were
not familiar), these newer systems are required to achieve the performance of experts
solving very specific problems The performance of an individual, at a particular task,
improves with experience. This may be regarded as a compilation of knowtedge about
the problem through observation and analysis of the solving process. Without
necessarily being able to generalize the full solution (which would give rise to an
algorithm), the expert develops partial programs and local methods, which reduce much
of the tentative searching ot the novice. An example of such expertise in the game of
chess are the opening moves. A beginner, unaware of the special properties of the
starting board configuration, 1s obliged to examine all the available moves to the limit of
his capacity. An expert however, with a better understanding of the opening board
configuration (and some painfully learned lessons), already possesses compiled
{programmed) sequences of moves so that he can select a predetermined program to
suit the situation. Any less than optimal response from his opponent assures him of an

advantage.

Ccaventional productions which restrict the RHS to elementary actions, thereby

ensuring that the transformation modifies the state mimimally, are totally unswtable for
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encoding decisions that propel the problem far towards a solution. Bu this i1s precisely

the kind of "power action" expected from an expert

Limitations of conventional production systems are not confined to the format of
productions. For expert systems to be viable, the language in which they are coded,
must be effective at representing the knowledge of experts, and efficient at integrating

incongruous sources of information and using them.

In the next sections these requirements are examined in more detail and some of the
solutions are discussed. The link with conventional production systems must not
however be lost. The word blackboard which comes from Selfridge’'s metaphor of
demons (productions) observing the development of the soluton (STM) on a Global
Blackboard and reacting spontaneously to contribute to the solution [SELF59],
emphasizes the tradition of psychological models. These architectures must be viewed as
an enlargement of techniques of earlier models to accommodate an evolution in the

understanding of knowledge and its use.

1.6.2. Representing knowledge

The literature on psychological models contains very little in the way of representation of
knowledge aside from productions. In fact Newell suggests that LTM, the repository ot
all internal human knowledge is organized exclusively of productions. We know however,
that the bulk of human knowledge involves the description, classification and
relationships between objects that are used in reasoning. Objects are described in terms
of their multiple properties. These objects are often organized into hierarchies for a

variety of reasons:

1) The hierarchy provides a compact and economical representation, and accelerated

retrieval.
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2) Reasoning about elements at different levels of a hierarchy provides an economy in
processing, not only by sparing the processors an overwhelming (and redundant)
volume of data, » it by permitting qualitatively different reasoning (which might not

be apparent in a {lat database).

3) Hierarchies also faciitate recognition by identifying classification of otherwise

unrecognized objects.

In addition to hierarchies, developments in knowledge representation include other kinds
of associative representation schemes such as semantic networks which express an

arbitrary relatonship between objects or classes of objects [BRAC78] These techniques

which allow the structure ot domain objects to be represented, can be made to symbolize
the compiled knowledge embodied in expertise. Another considerable advantage of
representation schemes that are flexible enough to reflect the structure existing in the
domaun, is that they are easier to encode, the mapping to machine symbaols being more

straight forward and "natural”.

it is umpontant to note that the knowledge described above dges not correspond 10
dynamic working memory (or STM). This knowledge i1s the data component of LTM
which represents state independent knowledge of the domain  Transient or state
information (solution elements) resulting from reasoning about the problem s related to
this permanent data through special or user defined relations. Thus i a diagnostic
system for instance, hypotheses generated by the reasoning process would correspond
to a known (catalogued) diagnostic classification, with known properties,
symptomatology etc. The catalogued counterpart 1s used to assist the reasoning

process As a result of further reasoning the hypothewized data could later be removed
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or modified, without affecting the reference information compiled as part of the system's

knowledge.

A specification of blackboard language must provide at least some predefined relations
that map items of working memory to the static knowledge base. The properties
associated with these relations must be semantically meaningful in the domain of

application.

1.6.3. Representing problem solving actions

It is to be expected that during the course of the solution of a problem, an expert wili
encounter a region in the search space where possibly through recognition, analysis,
better quality knowledge or through a theory, the solver is in a position to prescribe with
greater commitment an extensive program of actions without incurring the overhead of
interrupting evaluations in the middle of the process. An example of such a situation
occuring in a game of chess was given earlier. A problem solving system, which is to
achieve expert performance, must provide a vehicle for encoding such behaviors. The
grain size of an operation must reflect the problem solving knowledge that is being
incorporated in the system. On the other hand a decision to proceed with a program
without the interruption of state evaluations, is a strong commitment to a particular line
of reasoning. Such a commitment can only be made judiciously upon a very thorough
evaluations of the state at which it is being made. Thorough evaluations of state may
require more than simple pattern matching or predicate evaluation. It is conceivable that
small programs may be executed as part of the analysis of state, prior to an informed
decision. The distance between RHS and LHS of a knowledge source for an expert

system must therefore reflect the certainty of success of the knowledge it embodies.
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Operators generate, modify, and delete solution elements. The language used to define
operators (independently of their implementation) must be developed with structure of
state memory (and consequently the permanent database) in mind. It the data has a
hierarchical structure, operators used in reasoning must have interfaces across levels in
this hierarchy. For instance a robot movement planning system may reason about the
movement of blocks; lower level operators and planning processes must reason about
the actual vector movements of the robot's arms and wheels around obstacles, to
perform the tasks already reasoned at the blocks and objects level. How such lower level
plans affect the higher ones, I1s a problem for the control system, but the data structure
representing the operators must provide the necessary pointers and links for the other

modules in the system.

A number of properties and characteristics of operators may be dependent on the
domain. For instance a diagnostic system might associate confidence factors with the
reasoning of its operators [SHOR76]. A planning system on the other hand, which
controls production in a machine tool factory must reason about resources? that are
utihzed when an operator i1s applied. With so many application dependant requirements,
it is virtually impossible to attempt a general formulation that would suit all applications.
Instead the effort should focus on improving and developing one particular aspect of the
problem, while at the same time incorporating the features that have been tried and
tested, and have passed into general use. As techrniques are developed they can be
expanded and generalized; this task is made easier by the adoption of high level
description languages which are widely used in the field, and which provide high level

support and a common specification syntax. For this project, KnowledgeCratt, which

1 Reasoning about resources i1s discussed to some extent in chapters 2 and 5
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provides utilities such as a schema representation language and a number of inference

engines within a LISP programming environment, was used.

1.6.4.  Sources of information to support control decisions

The control problem involves the selection of a path in the search space that connects
the initial state with a goal state. This path may either be speciiied in terms of successive
states or in terms of successive operators/bindings, depending on the nature of the
application; both are equivalent since one 1s deducible from the other The generation ot
the path is an incremental process, which is dependent on evaluations dunng the course
of processing. This approach is a consequence of the absence of a general theory and
theretore of powerful problem solving methods. The effectiveness of control can be
measured by the extent of the exploration of the search space lying outside of the path.
In order to maximize its performance, a control system must exploit the compiled
knowledge it is suppled with, as well as the run time generated data that is available.

Sources of knowledge available to control and to support the dectsion making process

include:
1) The structural description of data objects that belong to the domain.
2) Static state evaluation functions. These heuristics when they are available, are

based on approximations which give a measure of proximity of a state to the goal
Use of these functions presupposes that they change monotonicaily with the real
distance, a characteristic which cannot always be guaranteed, and that they

discriminate effectively between states.

3) Canned heuristics which select the best operator to proceed with, given a

state or a partial path.
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4) Dynamically generated heunstics resulting from anaiysis ot porhions of the
search space that have already been explored Such an analysis compares the
transformations brought about by particular operator/binding comhnations and

extrapolates predictions on the current state [DURELE S8/]

5) Introspective analysis of the operators availlable to the system and the ways in

which they can be combined and the ways they interact

6) Analysis of the pcssible bindings of operators and the constraint, that can be
reasonably applied so as to restrict the range of acoessble states within the search

space

A good architecture must support the descnption of all these properties and ot
provide mechamsms for reasonmg about contral decisions  and mtegrating all theese

sources of knowledqe

1.6.5.  Organization of the modern blackboard

The concept of blackboard architectures, has evolved from g generansation of the
features of a number of mnovatiye crpert Syntem cnvitcnments whicbowene degeloped
m the late seventies and cughtics,  These < pnteme, pete deagned 1o e kio particubatly
hard probieme, for which exhane e Searches g comple tely antrac tat e S bade ot
of these wyutems were onogmatly desagned to operate o specdic domans 0 bed e
obviou, that the general framework coubd e ulal e for e cotgton e s broader
clannes ol probleams Aornpnbor o Cane e g, rene rel et g g e Vot et the
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Domain knowledge is encoded in independent modules called knowledge sources. This
knowledge is used to generate or modify data which 1s part of the general solution of the
problem. Knowledge sources are independent of one another and therefore cannot
invoke on¢ another directly. Communication between knowledge sources is through
windows onto the database containing the solution. The content of a knowledge source
is unconstrained; it can consist of one or more procedures, one or more productions or a
number of logical assertions which modify the database. Knowledge sources contain at
least one condition part, describing situations in the database, where their actions can

contribute to the solution

The database or "blackboard" is globally available, for reading and wrting, to all
knowledge sources. Generally each knowledge source will tend to read and write or
modify data, in specific regions of the blackboard. The data which builds up, consists of
elements of the solution, which are organized into a structure reflecting properties of the
domain. A hierarchical organization for blackboards i1s the most common, because we
tend to organize our own knowledge into taxonomies; the structure adopted however,
should reflect the dimensional properties of the problem, and the links representing
relations between data objects should be organized into any form that 1s meaningful in

the domain.

Although the knowledge sources are self-invoking (through their condition component),
limited processing resources require that an external control system arbitrate among
competitors and allocate resources. For the solution to be found in a computationally
cost effective manner, the control system must select the most appropniate knowledge
source as well as its calling parameters. To achieve the best choice, the control system
must examine those regions of the search space (blackboard), to which the knowledge

sources, given the available parameters. will modify or write to, and select the one most

ro
~i
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most hkely to encompass a solution The selected reqon of the seareh space in wiich
the control system attempts to find solution elemenms o called the focus, of altention
The degree 1o which the control system can integrate all the avanlable knowledqge to mike
judicious decisions about the focus of attention, determines the eftechivenes:, ol an

architecture  Figure 11 depicts the orgamization ot a bliackboard

1.6.6. Behavioral characteristics of control

A blackboard system in the process ol Lolving a problem should He ablec o osbam o hine
of reasoning whulee montonng cvents and data gencrated ae o ade cftect Vhen thee,
data justifies it. the system should be capable ot e evaluabing curtent decrons o gails,

In other words,. the stabuity ot 1ita behavior <hould not make at ansensitive G mordental
information winch would calt for chianges av s appraach In the process of paranng o
task, the system should be capable of oxploting pertinent mlormation quaned i anather

For a data dniven ystem, thi, behavior requites, that o cemtnn dheapdime be oo el on
the system  The ne of regsomng cannot e dictated by the contest of the aata araed
Since most problemes aenerate dati wtnete coanoned bared cgthiet e e ot

productions must bee bl to oo sl wdbe o St qe et gtod conthie b ol T e o
Should brecome  axare when muthiple o antghione, o rate Towares e g o caation
or qoal Ao long oo theve arecgemptac by dferent o tanhaton: ool et et Gt
production, erpreong oMoty do et o oot s e e uer e el gle

Lrrong knawieccge s tavonn of o Pt g e el st i ettt b e 1 et g

Teen0Urce:,

1.6.7. Characteristics of problems suitable for processing on

blackboard architectures
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While the blackboard model offers a much more powerful environment for incremental
problem solving than does the pure production formalism, the computational overhead
involved in assessing and reasoning about the control problem makes these architectures
much less interesting unless the magnitude (complexity) ot the problem justities it, and

unless there exists some knowledge about the control problem itself.

The relaxation of constraints on knowledge source format, which 1s an advantage where
problem solving knowledge I1s inhomogeneous across the range of the search space,
makes it hard on the system to read its own productions As a result the developer must
write interfaces for the control system to communicate with knowledge sources and with
the scheduler. The burden of communication between the systems moduies 1s likely to
add to the computational overhead of the system. It 1s therefore a clumsy environment
to use where simple productions express adequately the available problem solving

knowledge.

’9
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understanding, and as a result, production systems are more easily updated and can

serve as tutoring mechanisms.
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2. Chapter two

2.1. Development of major blackboard systems and

languages
2.1.1. The OPS system

The best known example of a production wystem language eoprobably o

language has spawned a number of sanants, (OPS4 OpSS 0l vy
i

RIS

The ongugd

dHerent

implementations, have been incorpordted i number ob copert o tete desoiog iend

tools (ART, KnowledageGrath Developed Ly Forgy and Molaermett (Fe Bea A0 oS0

it differs from the other < yoteme, descnbed m bater cectons o that s

the start as a domam ndependent inguaage O s on the hoanadar,
} juaq

e fedd oo

Poetawesr pagte

production systems and rutimentary blackbhoarads 0 was onimal, coteened for e

Instructable Producthion Sypatem o2, [HAC oINS o oo edogn ol

attempted to emulate human heha sor mproblem s ooy o woil g dearnineg

In accordance with Neweed o miedo Do Lman e o tateg rracare e <t e
LTM conuety exvciuniyedy of prodoo ions, e e ot o thee peas oty frooe e

I a data working memaory of rreadec e oo wath e chgar e

perormance the oftwaare was, e g o gt padboen e s
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constituent slots (attributes). During the reasoning praocess “instances” of these
objects are generated, modified and deleted in dynamic working memory. Schemas in
OPS are the exact counterpart of records or structures in conventional programming
languages. All the values of the attributes characterizing the instance must be
constants; no variables are allowed, neither are pointers to other objects. A time Tag
is attached to each instance, identifying the moment of creation or most recent
modification. At a grain size beyond the schema, working memory is completely flat
and structureless. Object typing also provides a convenient basis for :ndexing

working memory.

2.1.1.2, Production Memory

As the repository of all permanent knowledge, productions must represent small and
re-usable increments of problem solving knowledge. The "distance” between LHS
and RHS is intended to be small. LHS patterns consist of object class specifications
and constraints on the values of attributes. To enable the productions to be general
(since they must be shared for multiple problems), variables may be used in the
patterns. No complex tests or programs are allowed on the LHS. The
implementation involves an interesting pattern matching algorithm, the RETE
network, which is based on Petn Nets. Tests on objects which are shared in multiple
productions are performed only once. The entire body of LHS tests, for all the
productions, is compiled into a network. Changes in working memory which affect
these tests, cause tokens to be propagated through the network. There 1s a test
node called a One Input Node for each different test occuring in the productions. The
cumulative effect of conditions is aggregated pairwise through Two Input Nodes. For
each production there is a terminal Two Input Node. Any (positive) token arrnving at

the terminal node signals a istantiation or combination of working elements
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satslying that production  This means that the system can ethaently esaludate thee
entire working memory an e ot all productions  at every ainterence cycle Only
changes to working memory mvolve any processing Gt all, andg the ampact of thee,
change 1s evaluated once tor all productons £3HS actions are lungded to the creation

and deletion of instances of objects  and modiication ot ther attnbotes s alue

2.1.1.3. The interpreter

The mterpreter s responuible lor coordmating and guichng the inderence process, At
the start of every cycle, changes 1o working memaory teegger et at the apperop rate
One input Nodes  ndexing speeds ths procoss, up contaderall,  Pokens of fhee
appropnate sign are propagated through the network Heagative take e temoyes
instantiations from the previous Gycle which dre no longer vabd winle posatiee tokens,

add new instanhations,

At the end of the Match phase the confhict ot contns e o b o8 ae Lintaate o that
i valhd for the current <tate of workig memeaory e i, ot tantabion e
acted upon peranforence o gole e anterpretes oot portort Yo cowctor o contin !
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If the size of the conflict set is still greater than one, the set of instantiation with the
highest specificity is retained. Specificity is measured by the number of tests or

constraints imposed on the data by the LHS of the production.

if the size of the conflict set is still greater than one, then an instantiation is selected

arbitrarily.

The conflict resolution strategy is strongly influenced by the findings of Neweil. The
first filter, called refraction , by analogy with the refractory period of neurons which
inhibits triggering for a finite period after firing, ensures that cycles are avoided. The
second filter favours the selection of instantiations involving the most recently
processed data. Newell had found that STM behaved like a short stack, with older
data decaying (unless refreshed) in favour of new data. The third filter specificity,
ensures that the most pertinent (least general) production i1s applied thus carrying the

solution further ahead towards the goal.

This basic conflict resolution algorithm is called Lexical Selection The user Is given an
alternative strategy MEA (for Means End Analysis), which is minor variant of LEX.
In the second filter (recency), extra emphasis is placed on the recency of the first
condition element. The programmer can select clusters of rules to be enabled
together by means of control elements in the first condition of each production. The
name Means End Analysis is misleading, as it bears no real resemblance to the

reasoning method.

The strength of OPS as a general purp 2 production language for knowiedge
intensive problem solving, resides n its efficient pattern matching algonthm. which
allows global evaluation of the state of the solution at every cycle The simplicity of

the syntax must also contribute to its populanty.
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Although it may be 1deally suited to the purpose for which it was ongmally designed
(psychological models), OPS sutfers from some serious limtations iy an eovironiment

for knowledge: ntensive expert systems

2.1.1.4. Expressivity

OPS pravides no other vehicle tor descnbing the doman, than basic schemas, and
productions  The rules themselves have a very constramed format nat atlowing for
LHS tesis other than compansons on attnbute values, The BHSG actions, e
intentionally imited 0 ensure hne gram H the knowledge of the domam iy ol
some extentive processing of data (as o, often the case), the yuer st resort o
programming  arbices to entorce the vocation of rubey by ane anothet
[DAVEKIN//Z]  These techimiques, are contrary 1o the phalosophy of the Languanges and

resuttin total losy of modulanty and viqually incomprebencable code

2.1.1.5. Control

Poychologieal modely roquare ng contred and OF L docee nol s upport at, Cette o
problemes Noweyer  generate boge eare o opaces, and problem coboere, che g o
penotically through a phacse o atrospechion 1o o e aduate e s tealeogue s e fogh
b the epace: atrendy crplore ) g Mot e gderdges o8 e e g o 8 W ey e

terme, of the oterpretioe o e 08 O R wau o terqnre s oo e feed gy
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v
LY 1y q . (RN ) y [ Y ‘,, N "),'.‘ Wy + , ooy . ¢ R '
I AR ¢yt . ooy R TR Oy ¢ e T L B O I IS




crowding of the workspace. The removal of unpromising elements from memory can
result in visited nodes being regenerated unless more programming artifices are
employed. With an enlarged workspace, the indexing mechanism becomes less
efficient and evaluation at every cycie becomes more demanding. The resuiting
performance drop can often make the problem unsolvable. In fact the great
advantage of globally evaluating the state of the solution which can result in
intelligent control is completely lost, but the computational burden is retained. For
smali problems which do not generate many memory elements and where an
exhaustive search is not prohibitive, the computational efficiency of OPS and the

simplicity of its use can make it a very canvenient tool.

2.1.2. The HEARSAY li Speech Understanding System

The Hearsay Il system [HAY-ROT&LES&RED80] like Mycin [SHOR76] was first
developed around a specific application and was later generalized with some major
enhancements into a domain independent problem solver, Hearsay il

[ERM&LON&FICK81]

Hearsay !l was developed as a speech understanding system. [t was designed as a
spoken natural language interface to a database retrieval system. Because of the
complexity of the problem, a bla~kboard architecture was adopted to reduce the search

effort.

The search space involves interpretation at various levels of abstraction (signal,
phoneme, word, sentence etc...). Knowledge of the domain aliows some combinatorial
constraints to be applied to these hypotheses. Despite these constraints the magnitude

of the problem and performance requirements make processing decisions necessary. The

a7




system must dentify the most pronusing hypotheses and the processing opnons that

are available, in order to achieve a solution within acceptable tunme inuts

2.1.2.1. Data memory

Working memory which contains partial solutions 15 structured trerarchwcally, each level
representing an interpretation of data at a lower level A phoneme hypothens tor
Instance s an interpretation of a succession (i tme) of signal segments, a syllable an
interpretation ot a succession of phonemes  ete Because of uncertamty i the
interpretive task a number of aiternative hypotheses nught be generided for vach
succession of lower level data clements  The cumulative result on the blackboard
(working memary) 15 an AND/OR graph Comunactive ares bemng dormed by
successive lower level hypotheses and one of ther imterpretations and disonchons,

between alternative {competing hypotheset

2.1.2.2. Knowledge Sources

The knowledqge sources perform gl the processang anserpec tation) e, well as s eppilyineg
nformation 1o the control mechant,m  about the pertinencr of thear actiate 1 ach
knowledge source containe, two Lepatatiely exccoutablee parts the precondion and e

action

The precondtion 1, more comples than the L of e ddpcinne, 5 conras b dned! of
two components a stunulus trame and g tecponse e e tendue, e
responds o changes, Goounneg or e Dl etoart whe b proaddes S o e g g
data for the knowledage s ogrce 8 orarats Thoo e ot e g ooty e g e
CoMee b ahout the trigecator boon v e gt gty e e teer o

P eeteecdoqe frogee e
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The action part of the knowledge source i1s the program that generates and modifies
and processes the domain data on the blackboard. Figure 2 1 shows the

stratification of the blackboard and the action of some of the Hearsay Il knowledge

sources.
LEVELS KNOWLEDGE SOURCES
Phrasal __Q _
; Syntactic semantic
Lexical v hypothesizer
Syllabic J

Surface Phonemic
Phonetic
Segmental

Parametric

_Word candidate
.................. generator

Phone-phoneme
i .......... i synchromzer

O -g—0

1 ‘Phone synthesizer
J\_ Q 5 Segment combiner
i ..................................... segmenter_claSSlfler

Figure 2.1 - Hierarchical Organization of Blackboard in Hearsay I System

2.1.2.3. The control system

Whenever changes occur on the blackboard (working memory) a blackboard monitor
detects the changes and identifies knowledge sources that are capable of contributing
to the solution, using the new data. The blackboard monitor informs the scheduler
about newly executable precondittons which are added to the activities queue. The
activities queue not only contains the current executable preconditions but also

pending executable action parts from previous cycles.

It the scheduler selects an action part {rom the activities queue, the blackboard will be
modified. If on the other hand the scheduler selects a precondition for execution,

the stimulus frame binds the appropriate hypotheses and the response frame sends a
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message to the scheduler informing it of the type of processing the knowiedge source

15 expected to perform.

The scheduler will use this information to seiect future activites A cycle dunng which
a precondition s selected for execution does not lead to domain data bemig processed
but 1s devoted to generating data for the control (scheduling) mechamsm. The
scheduler evaluates data from response frames using empinical heunstics which have
been embedded as procedures The schieduler takes into account the rehatnlity of the
processing activities as well as the resources they consume  The scheduler reads a
database (the focus of controf database; which contains mforimation an the resource
requirements of knowledge sources given thewr projected activities, i order to

compute prionties  Figure 2 2 shows the archutectural orgamnization of Hearsay 1l

Hearsay Il 15 regarded as the first modern blackboard, ncorporating most of what i,
now regarded as essential features of this class of architecture  The Blackboard
(domain database) 15 structured to emphasize properties and relationstips ot the
problem space Knowledqge source format 15 unrestncted 1o facilitate: full expression
of problem solving programs  Control 15, not bound by a domamn independesnt
scheduling algorithm, it exploits heunstics of the application and adapts it strategue,
to an evolving solution  The control wystem 1, deagned 1o copee vath the hgh level
of inferaction between Fnowledge sources. that can be erpected when reasonmg

uncerntainty 15 high, and dynanmie, working memory o expected 1o gqrow consaderatly




Blackboard Knowledge Sources
level n ( condition ) afseecsainne !
action L[ E
condttion ) T P~
action Wlfeeseesacses
level 2 ) :
condition ) TR :
level 1
Change of data C action ) e
level 0 Blackboard
on slac Stimulus Response Frame
( Blackboard Monitor ) —| Scheduling Queue
| Y ;
Focus of control DB |[—— Scheduler -
Databases = = cevsenieenin I Control Flow
( ) Programs —————» Data Flow
d

Figure 2.2 - Control Structure in Hearsay ||

2.1.3. BB1 (OPM)

The BB1 blackboard [HAY-ROTB85] 1s a direct development of the Hearsay il architecture
The innovation in this system is that it addresses the control problem with as much
emphasis as 1t does the domain. The Hearsay Il architecture devoted certain cycles to
supplying the scheduler with data on potential knowledge source activiies. The
scheduler ttself decided dynamically whether 1o select a conirol processing or a domam

processing cycle according to fixed heunstics.

In the BB1 system the control problem 1s solved in parallel with the domain  Data
pertinent to the control problem 1s kept on a structured control blackboara and 15

updated by knowledge sources exclusively devoted to control  Domain data s kept on a
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separate (structured) domam blackboard The interpreter selecty either doman ot
control knowledge sources for execution by using the same evaluation crdena for both

classes of activities

The 1dea of usmng opportumstic (rule based) programnung 1o solve the contraf problean

was not new, Davis [DAVIBO] states

We sugqest attacking this problem (controf) with g general nference mechanem e
which will allow the program itself to reason about and dedace the appropiaite o e nf
to use  This reasommag 1 aleo done at the e that retinement o teqiated  and hetice o
dynamic and responsive o the current state of the problem Thee appeaes 2 be 0t

powertul and flexible than attempling 10 gntcipate the problesn o praore i Pooding < foed

strateaqies

The novelty of BB v that i tackles the conttal prollem eath the tal op o a8 e

blackboard architecture and decontee, o maechane modorante gratineg e o Lt
ot the problem  Another interestng feature of Bt v a0 bants gt e e
planruna  aibeat begre oad, tor the contrel o e

2.1.3.1. Data organization
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model obscure the description of the system; the interest of BBt however, 1s in the

control organization which is independent of the application.

At the highest level of the control blackboard, the problem level, there exists a
control data element created at initialization, instructing the system to solve the
problem as a whole. At the next lower level, the strategy level, the control data
element stipulates an approach to solving the problem in terms of a long-range
heuristic, which wilt select at run time, successive regions ot the domain problem
space. The next level down is called the focus level. Data tems at the focus level
implement the current phase of the strategy. The relationship between a focus
element representing the current phase of the processing and its parent strategy
node s explicitly represented by a link, as i1s the relationship between a strategy
element and the problem it solves. All control elements contain a description of the
condition under which they spontaneously become inactive (the criterion). There are
in addition, three extraneous levels on the control blackboard that do not appear to
belong to any sort ot hierarchy, the policy level and the chosen action level: these will

be described along with the interpreter
2.1.3.2. The knowledge sources

Each knowledge source 1s described by a schema The condition component contains
two parts, a tngger and a precondition. The trigger 1s a simpler (and computationally
less expensive) test which identifies blackboard situations or events which mght
make the knowledge source applicable, while the precondition holds the full set of
LHS tests necessary for the input data A slot i1s devoted to the precondition’s
variables and another contains the programs performing the knowledge sources
actions BB1's knowledge source schema also contains six scheduhng vanables

trigger weight, action blackboard. action level. knowledge source efficiency hnowledge

43
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source credibility, knowledge source importance The viues of these attnbutes are used

by the scheduler for control decisions A domam knowledge source usen domeaun data

as i1ts inputs and makes modihcations to the domain blackboard, a control knowledyge
source on the other hand makes modiications to control data elements, bt may uoe

data nputs from either blackboards There are some addiional <ot desontang

knowledge sources such as the levet on the blackbodard at whic h modific ations e

made and their blackboard (control or domamni upon winch they opergte

2.1.3.3. The interpreter

The interpreter cycle 1 quite comphicited

1) A blackboard monitor identibies changes. an both blackboands, whuc e would < at L,

the tngger condiion of knowledge wources T or cach tngage ted bnowledoe ot

a data structure called Knowledage Soutce Activation Taeennd or A e cneated

Q) Foreach KOAR a wohedulme ratng o comptent e et o b araleed o teroe
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dynamically by control knowledge sources; focus decisions change frequently
while policy decisions are longer term  There might be several focus decisions on

the control blackboard at any time, but there can only be one active policy.

4) The KSAR corresponding to the knowledge source with the highest overall
prionty 1s selected for execution.  Since KSARs are created the same way for
control as well as for domain knowledge sources, modifications to both
blackboards will occur. Changes to the control blackboard atfect the scneduling

of subsequent KSARs so control .s capable of modiying its behavior.

The Hearsay li system was the first to devote processing cycles to dynamic
evaluations of scheduling prionties; Dawvis's meta-rules introduced the idea of
production driven control heuristics; BB1 however pushes dynamic programming
much further by completely separating the control problem from the domain. Using
the same mechanism for scheduling control and domain knowledge sources, the
system should in principle, detect situations where the search problem 1s getting out
of hand, and it should schedule control knowledge sources that modify long or shon
term control heuristics depending on the scope of the degenerating search. Another
novelty of BB1, a by-product of using a structured blackboard for the control
problem, is that the system gives the iHlusion of planming a control strategy. A
succession of focus decisions will favour knowledge sources that work in different
regions of the problem space. A control knowledge source implementing a particular
problem solving strategy which monitors the deletion of a focus decision and
generates a new one. 1s a program that embodies (perhaps weak) knowledge about
control flow. It does not constitute true planmng which requires laying explhicitly
partial or complete problem solving steps and reasoning about ther interactions prior

to their execution. Another serious limitation 1s that the system contines controf to
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the selection of knowledge sources  The focus of attention should specdy eaphonth
regions of the Learch space i terms ot all the dunensions ot the problem o practic e
this 15 equivalent 1o specifying constramnt. on values of the mput (o output)
parameters of knowledae woutces, The entite reatment of the donenowone, of the
problem space i, unclear mcansistent (ol leastn the puble ationt and v e teas.on

for much of the opacity ot the presentiation

On a pracuical legel e nteqgration of the control and dommaat tegsomng mechane e

may cause synchrondtion probleme Ot the probleoy solvineg process ans ot
troubte  control boededoe Lourc e must bee s cheaubed o chiange thae boare o D!
the oo decsions that are aotive <l buaes tatings m Lvour of the domnne koo dge
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The onginal planning systems based on the STRIPS representation assumed a near perfect
model of the world. Communications for such systems are aimost exclusively from planner to
effector since any completed plan is assumed to succeed without modification. The planner in
these systems, requires very little feedback from the executor to compiete its plans since the
state of world after each planned action is known completely. These systems were intended

to generate instructions to a robot executing tasks.

Because STRIPS like systems assume a total knowledge of the world, despite being equipped
with a very rugimentary knowledge representation formalism (FOP logic), the worlds they
describe are confined to simplified "Blocks World " type environments. Even the simplest
extension to these models (to make them of greater practical use), involve an enormous

computational expense [CHAPS87).

2.2.1.  Motivation for planning:

There can be a number of reasons for adopting the planning paradigm n problem
solving. When the cost of modeling actions is lower than that incurred by the effector
tentative problem solving can use planning with advantage. Travel trajectones and

robotic control are examples of this class of problem.

Under certain circumstances, the effector might not be able to backtrack at all. In the
construction industry for instance, tentative solutions are developed on paper pror to

execution.

When the effector also happens to be a computer program as in the case of the
blackboard problem solver, the motivation for planning resides in a reduction of task

complexity from interleaving planning steps with execution
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Appendix 2 contains a detailed review of planmng systems and dlustrates some

technmiques that have been adapted to plan control strateqies, m the blackboard




3. Chapter three

3.1. Saturation

3.1.1. Knowledge source saturation

Complexity results from a lack of perception ot the structural properties of the problem.
One of the consequences is a reccurse to weak methods (such as statistical techniques),
which are unable to discriminate effectively between solutions, another is the inability to

select effectively the correct problem solving action to adopt at every stage.

Determinism occurs when only one procedure is considered for invocation at any given
time [DAVI80]). The production environment, better geared for situations where
knowledge 1s much weaker, promotes non-determinism, in other words the availability of
alternative procedures or muitiple chunks of problem solving knowledge, to process data
at any one point.  This programming Style 1s encouraged to facilitate the expression of
all that is known about the domain, no matter how fragmentary or incoherent.
Uncertainty about the appropriate action to take, thus compensated, is one reason for
the tentative approach to the solution. The retnieval of large numbers of plausible
procedures, to process a particular item of data, places a considerable burden on finite
resources. Exhaustive application of these knowledge sources not only overwhelms the
CPU, but also generates a large amount of incorrect or inappropnate data. which wili
further aggravate the problem at subsequent cycles. At some point a discniminatory

mechanism must be applied.

3.1.2. Data saturation

The second source of saturation stems directly from the weak models used in the

knowledge sources. The weaker the model the more uncertainty in the result it produces
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(since 1t is unable to fully exploit constrant properties)  Uncertamty in the results
manifests itself 1n muitiple alternative hypatheses which are often accompanied with
weights, probabilities, certainty factors etc  Computationally these alternatives can be
an even greater source of saturation than the imprecise retneval ot knowledge sources
Reliance on cenainty factors alone to select data s msuthcient, because they are usasilly
computed on the basis of local knowledge, while the problem requires the mtegration of
elements 1nto an overall solutton (DURE&L 1:8887]  Redundancy i knowledge sources,
can help, evaluating the same hypothesis from different angles, using didferent mpot
data and knowledge sources certamly gives a better base, tor dinenmmation The
computational cost effectiveness of such {(control) decisions depends on the bhranching
factor and location ol that element with respect to the overall Lolution Lo reasoned
gecisions regarding processing this intormation must bhe avatable: belore e, required
Conventional architectures that incrementally build up wolutions,  do nol posaess, the,

information at the pont in ime when it v, necded

Within a fragmentary problem solving envieonment, in which rednoting v petlormed
without a nlabal view ol the problem sobvng proceas and n owtuch the gquahty of the
processes that mught He mvoked o, poor a correct cotmate of the computational cont of
reasonmeg with a larme ot ot data Lerue, the eftort anvol e an reduomg it can angpie e
the quality of procesaneg decisaone and conaegquently etecene ¢oot e <ot Fbaoane e,

reaunred to make thege eotunate:, gre not bigwae et shei, s aaatable

3.2. Control solutions to saturation

3.2.1. Alleviating knowledge source saturation
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and the third 1s application of the final set [DAVI80]. The vast majority of blackboard
architectures resolve the conflicts of knowledge source saturation through scheduling.
They differentiate themselves in the approach and reasoning used to achieve refinement.
From the descriptions given n chapter two, we can see that HEARSAY performs
refinement through the execution of precondition programs, which supply data to the
system on the activities of knowledge sources, as a function of the available input. The
BB1 system selects its knowledge sources by favouring the ones which correspond to
the current focus elements. The reasoning of BB1 is more complex, because the focus
elements are not generated from local consideration, but as a result of a broader

strategy.

Other schemes for refinement include meta-rules which reason about the content of
domain rules and contribute scheduling parameters. Meta-rules are organized into
hierarchical levels of (meta) reasoning. The interpreter performs a prelminary retrieval of
ob,ect {domain) rules to form the iitial conflict set, then rules, which reason about the
conflict set, are retrieved to form a second order conflict set. The process iterates
invoking higher level (meta) knowledge sources to resolve conflicts one level below.
Higher level knowledge sources represent strategies rather than direct control over the
problem solving process. The conflict set shrinks at higher levels, as strategic

knowledge is scarcer and of greater scope than local control knowledge.

Procedural attachments attempt to resolve the problem of saturation by ensuring that
retrieval remains very specific. Prototypic objects of the problem space are described
and the pertinent knowledge sources are associated with them. Instances of the data
objects that are generated in the course of the solution invoke the procedures associated
with the prototypes. This approach to knowledge representation attempts a level of

indexing which is sufficiently focused, to make refinement unnecessary. By making
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refinement redundant, the object oriented approach 1s undoubtedly computionally more
efficcent.  Processing however, i1s not the only consideration. the vehicle for
representing knowiedge must be well suited to the domamn  Object onented
programming i1s probably very well suited to certain domas, in particular those tor
which it 1s easy to specify nrototypic templates and associate with each a immted nomber
of problem solving procedures To develop a manageable database, which enumerater,
and describes all prototypes with a grain size fine enough to ensure tocused procedural
attachments, requires a substantial appreciation ot the structure of the problem  tor
domains in which the required level of structure 1s not apparent, this style ot

programming s likely to prove difficult and will hecome cumbersome: dunng processing

3.2.2. Alleviating data saturation

Meta rules, which reason about the content of rules and object onented progranung,
resolve to some extent problems associated wath knowledge source saturation, they do
not however, resolve problems associated wath data Laturation Although o+ a
secondary effect, maorae judicious apphcaton ot Fnowledge sources, rather than an
exhaustive approach, reduces the amount of mappropnate data compeling for
processing, 1t does not directly remove the bhottlenccek caused by Buge number, ot

solution elements

There does not appear to be very much research dircected to the, problem i general
problem «<olvers,  The OPS Lystem arbdrated about data an the base, of recency The
motivation, however, was the emulation of puycholomqoal models, riher than ethoency @
problem <olving 1t v, mderesting 1o note that reoency i QPSS contiict tesolution
strateqgy was domunant Goer peghaty which placed aicnmmnation o daty over and
above dincnmination of knowledoge ongree:, Phae HEATUOAY I pteen antroddur e

herrarchical arganaaton of the blackboard whseh eoplods, the dominn s lgoture o reduce
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saturation. For an application such as speech interpretation and understanding in which
weak knowledge sources generate numerous., competing hypotheses, this was not
sutficient. and the HEARSAY Il system was given knowledge sources such as WORD-
SEQ-CTL and WORD-CTL which imposed an upper mit on the number of competing
hypotheses used as input for further processing! [LES&ERM&RED74] The BB1 system
does not appear to have any mechanism for selecting data All combinations of inputs

satistying the preconditions of the selected knowledge source are processed

Oddly enough, while designers of blackboard systems have been preoccupied with
knowledge source selection at the expense of data selection. designers of planning
systems appear concerned with the reverse  Apart from tuerarchical organization,
constramt posting, as described in the MOLGEN system [STEF81}, appears to be the
most powerful method used to cope with the explosion of data generated by weak

operators

The technique involves reasoning with objects parhally descrnibed by variables  Allowing
partial descriptions has the effect of grouping under one item all instantiations which
correspond to alternative binding values. As the reasoning proceeds and the interaction
among these generalized objects becomes known. constraints discovered can be applied
progressively The application of constraints on variaole bindings has the effect, as was
described in the previous chapter, of excluding regions of the search space. When
constraints are discovered their effects are propagated throughout the hierarchy,

potentialiy excluding more regions from further consideration. and triggerning other

1The paper by L. Erman does not indicate on what basis the number of hypothesis to be

jrocessed is determined. This appears to be decided at run time and 1s probably a function of

the current processing bottleneck and the probability density distnbution of the hypotheses.
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reasoning mechamsms. The mechanism of posting constraints models the interactions

between objects. whether these have been instantiated or not.

Deferred constraints mean that the problem solver can continue the teasoning process
to discover other properties of the solution which might aliow further refinement,
without committing 1itself on decisions it 1s not yet in a position to make Arbitrary and
uninformed commitment is one of the principal reasons of backtracking Not only do
retractions result in wasteful computations, but very often by backtracking, a system will

lose elements of the reasoning process which are in part correct.
3.3. Objectives of blackboard design

3.3.1.  Representational methods

The difficulty of formulating knowledge about ili-structured problems has been
emphasizea throughout the first chapter The difficulty of finding a suitable formalism 1s
compounded by the fact that the quality of knowledge available is not consistent in all
regions of the problem space. Rather than opting for a particular encoding scheme and
applying 1t universally, 1t 1s preferable to select the most suitable knowledge

representation method for each aspect of the problem.

The knowledge source format should be as free as possible, allowing arbitrary level of
selectivity in the LHS (through patterns and programs to evaluate applicabihity). The
RHS should allow simple modifications to working memory, as well as more complex

programs

Constraint based reasoning relies on an explicit representation of dependencies  Such
dependencies are bound with classes of objects. Solutions to problems solved on

blackboards must represent a mimmum of structure since the database of partial
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solutions 1s hierarchical. In practice, it 1s possible to express a much greater level of
structure and dependency with many applications. Since this structure a prion is
expressed in terms of instances, classes and prototype objects, the languages of object
oriented programming are ideally suited for that kind of representation The effects of
constraint posting which are reasoned rigorously can be propagated along arbitrarily
defined relations and hnks, connecting the different classes of solution elements. As
partial or true instances of these classes, these elements inherit the procedures of the

prototypes which are invoked automatically by demons, or by messages.

3.3.2. Behavioral objectives

Given that a problem solver's architecture supports the description of all that 1s known
about the domain without loss of the structural information which 1s so essential to
efficient processing, it 1s necessary that the system make maximal use of the available

knowledge, so as to ensure an efficient search.

Some of the factors which compound the difficulty include:

The fragmentary nature of the information represented by independent knowledge
sources, which causes a sequencing problem. Permutation of the order of invocation of
knowledge sources in the conflict set, when subproblems interact, does not result in
equivalent problem solving situations. For instance, the timely invocation of a particular
knowledge source which rules out a whole section of the search space can save much

useless computation by its competitors.

Diversity in the methods of representation, which are necessary to accommodate
quahtatively different kinds of knowledge, complicate the integration of information By
contrast, architectures which offer only one method of knowledge representation, such

as production system languages, will have a uniform data format. The linkage between
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knowledge modules for such systems. 1s only dependent upon the contert of data,

rather than upon its form.

Redundancy in knowledge, it was argued in the first chapter, ts one of the major aids to
overcoming uncertainty. In terms of knowledge sources. having several alternative ways
to generate the same solution elements helps the system verdy the vahdity of a
hypothesis. In terms of data, a path that has been generated, whether it is the correct
one or not, together with information about the ettect of knowledge sources upon i,
can sometimes be used predictively to assess the possibilities i another regon of the
search space. Redundancy in processing knowledge and unnecessary data elements are

responsible for the saturation problems, discussed i the previous section

The increasingly complex methods of control that are used to counter the problems hsted

above, further aggravate the processing bottle-neck

An incremental improvement in problem solving efficacy, can be brought about by
incorporating certain desirable charactenstics in the design of a genera! problem solver's

architecture. For this project the emphasis has been placed on the following

3.3.2.1. Self-awareness of knowledge, and capacity to apply the most

appropriate action

The celiular format of knowledge sources 1s designed to faciitate the expression of all
availlable piecemeal information about the problem A consequence of thig format, 15
that the interpreter plays a very passive role  The system does not know what
knowledge sources cooperate an what knowledge sources compete in the generation
of a solution The system merely responds to the ids of individual knowledge
sources The problem 1s further compounded by the lack of communication between

knowledge sources. The ditficulties resulting from the lack of commumcation were
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recognized by Davis and Smith [DAV&SMI81], and were resolved through the
development of a protocol of communication between independent knowledge
sources. Any procedure requinng a sub-task broadcasts a message through a
universal channel. All competent knowledge sources can submit a bid which informs
the caller of the extent to which 1t can solve the problem, as well as the resource cost
it will incur. The caller 1s then responsible for evaluating cost effectiveness and
invocation  The approach devised further decentrahizes control and depnves the
interpreter of any capacity to influence the course of the solution  The problem
solving environment for which this paradigm was developed, is very different from
that of a conventional blackboard The system was proposed for a distributed
problem solver with multiple processors connected by a network and multiple sensors
supplying asynchronous inputs For software architectures designed to run on a
single processor, a central control system, which 1s aware of all the available
knowledge and in a position to assess the available resources, 1S better placed to make

appropriate decisions regarding procedure calls

Many recent systems, including some of the ones described in chapter two. encode
control know-how within knowledge sources, and apply the same non-determimistic
invocation methods that are used for domain programs. Control knowledge sources
thus compete with those of the domain for invocation. Not only does this
organization introduce considerabie overhead in evaluation and processing, but non-
determimism tends to make mvocation of control knowledge sources less likely, just
when there 1s the greatest need for them, as the conflict set becomes large Another
drawback of basing control exclusively on knowledge sources 1s that all information
about object knowledge sources has to be duplhicated in the control. This information
must, for practical reasons, be abndged and 1s also subject to errors. The consequent

loss of information results in decreased effectiveness
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in order to devise a method jor expressing the "seli-knowledge” that the system
shouid possess, the purpose of each procedure must be stated uneguivocally Since a
solution most generally expressed, i1s a set of elements connected by transformations
iinking a goal state with the wmitiai conditions, control can. to a certain extent, be
exercised by specitying more or less narrow regions, in which processing s directed
to generate solution elements  Even within the narrowest constraints, there might be
alternative methods of generating the same solution elements A secondary level of
controi must then decide. on the basts of cost etfectiveness. the most appropnate
method of generating hypotheses By implementing primary contral through the
specification of constraints on the output of knowledge sources, the self-knowledge
required of the system takes the form of relationslips that different parameter
bounds have on one another The methods used for computing these bounds can be

embedded within the objects representing solution element classes

3.3.2.2.  Planning longer programs of actions to achieve objectives

Problem solving m large search spaces cannot he based on local evaluations, as
regions of high certainty and credibiity are not necessanly compatible and cannot be
integrated imto a path A problem solver cannot be a purely reactive system which
shifts its etforts from goal to goal and let the tyranny of changmng pronty ratings
redirect its attention from place to place. It must actively pursue a hne of reasoming
while assessing the consequences of new results on that ne of reasomng  Planning,
which 1s a (possibly partial) specification of entire paths through the search space,
carnes the problem solver through those regions of low crechbility without distracting
its focus of attention 1t therefore provides the stability wtuch was wentihed i the

first chapter as an essental feature of problem solving
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3.3.2.3. Monitoring the evolution of a solution and relevant plans.

As plans are executed some of them will very likely fail at some point or other. The
effect of a plan's falure and the solutions which depended on its success must be
directly available to the problem solver, if it 1s to avoid unnecessary computational
effort 1in working on partial solutions that can no longer be integrated into a path.
More generally, when a plan is formuiated. the classes of solutions that it supports
must be specified and as the plan i1s refined. those solutions that no longer fall withun
the scope of the plan must be excluded. This organization ensures sufficient
sensttivity to redirect problem solving when it becomes necessary, without sacrificing

the stability needed to traverse regions of low certainty

3.3.2.4,  Estimating the effort required to achieve plans.

It 1s hkely that a problem solver will have to consider many allernative plans,
representing alternative and competing specifications for solution paths. [t 1s part of
the function of the control system to evaluate the comparative ments of each. A
system should support heunstics that estmate the number of solution elements that
may be integrated within each region specified by a plan and heurnstics that estimate
the cost of achieving these solutions. As a plan is executed, deviations from
expectations might shift the advantage to another. The system should be able to
momitor execution and revise its strategies without wasting all of the effort spent on

its plans

3.3.2.5. Knowledge to reason about processing constraints

While all architectures aim at ethiciency in processing, rarely are constraints about

computational resources specifically mentioned and used in the reasoning. Generally a
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system s expected to produce a solution as fast as possible There are many
apphcations particularly those requiring real tume processing for which the time to
produce a solution 1s cntical  Under some circumstances a trade-olf between quabty
or perhaps the number of solutions and the time required to generate them has to be
made Such considerations affect processing decisions made by the control system

The architecture should provide mechanisms for reasaning about such parameters

3.3.2.6. Cost-effective control overhead

Changes occurrning n the search space are incremental  Developments must be
reassessed in terms of existing control structures rather than mvoking global re

evaluations and assessments at every cycle

3.4. The Role of planning in control

3.4.1. Problems associated with implementing control exclusively

through scheduling

Conventional blackboard architectures resolve conflicts through heunstic scheduling
The more sophisticated among them dynamically adjust heunstics ordenng functions to

reflect current estimates of the next best action to pertorm

Functions, meta-rules, programs or whatever mechamism is used to evaluate states, must
contnbute discnminating weights to instantiations or operators that might possibly be

scheduled n the current search space front

The preconditions of meta-rules contan references to partial conditions of domain rules
that are currently scheduled. as well as references to states upon which they operate
Their action parts are weights to be attnbuted to the carresponding scheduling clements

tach meta-rule therefore focuses on one or a group of scheduling elements (be they
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instantiations or operators). The final ordering of the scheduling queue, which
represents control reasoning at that point in the solution process, is the cumulative
result of multiple meta-rules. The meta-knowledge base programmer is given a coding
format, which 1s designed to focus on conditions specified by the LHS, independently of
the rest of the database. The actions performed are not absolute ratings, but have a
relative effect which is meant to differentiate the scheduling elements. Thus, the
inclusion of a new meta-rule in the knowledge base requires a comparative assessment of
its actions with respect to those of every other meta-rule. Thits however s precisely
what meta-rules were supposed to avoid. In the paper introducing the concept of meta-
rules {DAVIBO], Davis states .. adding the nth. KS {knowledge source) to a system

should not require companng it in detail with all the other n-1 KSs".

A second drawback of using a meta-rule based control is that the formalism does not
easily allow path dependent information to be expressed. Problems often have
constraints dependent upon extended path histories. These constraints can be very
valuable in reducing complexity, particularly as the solution progresses and the search

tront widens

Although meta-rules are used to control and therefore to impose constraints on the
search, their formats directly express the constraints that they apply in terms of state
parameters. Bearing in mind that the complexity of the problem is a diect consequence
of unperceived structure. failure to express unambiguously and to apply what little s
known about the problem, can only aggravate complexity and obscure the problem

solving process.

Static evaluation functions generally attempt, through simplificaion of the problem, to
make estimates of nearness of an intermediate state to the goal. When the space to be

traversed is large, it is very unlikely that a single function can make such approximations
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with any level of accuracy or consistency, this was one of the major reasons for the
abandonment of earlier weak methods, such as Hill Chmhing and Best First.  With
multiple evaluation functions, each operating within a specified region of the search
space, discnimination is more likely to be accurate. There are however, two problems
which make this approach less than satisfactory. A good heunstic function 1s not easy
to find, and requinng many of them, for the majority of tasks, 1s an impossible demand.
The reason for this 1s that heunstics require analysis of the problem whereas human

expertise or competence 1s acquired through a process ot generalization.

Systems which contain multiple heunstics introduce another ditficuity While an individual
heuristic may discriminate effectively within its area of competence, the problem solver
must arbitrate over the whole search front. The control system has no yardstick for
comparing the estimates of different heunstics and therefore cannot make reliable

processing decisions.

Encoding scheduling knowledge within one or a small number of programs. which 1s n
effect what BB1 does, picks the worst of all worlds. A program 1s a very tightly
constrained method to solve a problem. If this amount of control knowledge 1s available,
a blackboard 1s not the correct environment in which to find the solution  Writing
separate control programs does not make the task very much easier when knowledge 1s
weak, even if this knowledge is scattered over a small number ol weakly linked
procedures. Applying this control knowiedge through scheduling might make the system
more tolerant of errors, (in contrast with control fiow of conventional programs), but it
does not reduce complexity as effectively as direct intervention in the apphlication of

processes.

3.4.2. Integrating the constraints of the problem space and

exploiting them to reduce combinatorial complexity

62




o yacem S N L B ST ERU A L g

A problem solver given a description, of domain dependant constraints through object
knowledge sources, must have an overriding mechanism for identitying occurrences of
constraint parameters and imposing them on elements extending solutions paths. Such
constraint posting mechanisms must not compete opportunistically with knowledge
sources which extend solutions, since omussion of their application potentially allows a
combinatonal explosion It should be noted that knowledge of constraints, 15 object
(domain) knowledge although 1t 1s used to eifect control and not to create solution

elements.

To propagate the effect of a newly discovered constrant well ahead of the current
search space front, the system places constraints on values of attnbutes of solution
elements still to be created, and which will lie In the same solution path as the source of
the constraint. Loss of a piece in a chess game, for instance, can immediately impose
constraints on the types of end-games left open to the player, and can thus reduce much

of the uncerainty over the choice of moves in the intermediate stages of the game

Expressing such constraints on future elements subsumes knowledge of a class to which
these elements belong. This knowledge s always available since 1t is implicit 1n the

knowledge sources, and i1s built into the organization of the database (blackboard).

3.4.3. Planning and execution with broad objectives gives more

robust plans

The idea of propagating ccnstraints forward down the solution paths, creating partially
specified, but uninstantiated objects, which belong to broader classes defined within the

system, provides the elements necessary to a control plan.

63




Planning systems descnbed in chapter two, operated in a world were actions were nearly
certainly predictable. In the extreme case of predictability, the problem 1s solved once
the plan is generated. In a world where the result of actions are not so certain, planning
ahead of execution can be advantageous where the plan can be generated much faster
using simulations of actions, and where the planner is capable of repairing a plan to
adapt it to the effective outcome, while monitoring execution. Other situations where
planning a program of actions I1s advantageous include systems where backtracking is

undesirable or impossible (eg. controlling a robot system)

For a blackboard whose workings are totally internal, the execution of a ptan involves
the invocation of the object knowledge sources to generate solution elements. The role
ot planning 1s a httle more subtle, 1t s used to provide the problem solver with some
foretaste of what lies ahead in the solution path corresponding to the actions that are
currently being considered A plan. therefore, partially specifies an overall solution,
spanning an entire path from initial condition to goal state. Partial specification of the

solution takes the form of local constraints on successive elements in the path.

By reading its avatlable plans, the control system is able to identify those regions of the
search space (not yet explored), that are compatible with every existing solution
element. Conversely it 1s able to exclude with certainty considerable regions of the

search space when pursuing a particular path.

The view of the search space afforded by plans is global. The system can decide to
pursue several intersecting plans simultineously and monitor the progress of several
alternative solutions. This organtzation opens the ways for a number of domain

independent heunstics.
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3.4.4. Planning and execution with broad objectives gives more

robust plans

Plan elements define regions of the search space by specifying bounds on parameters.
The plans themselves consist of linear paths connecting these regions in such a way that
individual operators (knowledge sources) can generate elements in one region using data
from another. There may be alternative paths spanning a solution and some elements
within the plan might be redundant, since alternative knowledge sources can overlap and
span different regions of the search space (see figure 2.1 illustrating knowiedg?>

sources/solution elements of the HEARSAY !! system).

The generation of plan elements themselves affects the behavior of the system. If
individual elements are very tightly constrained, there will probably be more alternatives
and the chances of failure of a plan at execution time will be greater. At the extreme, if
plan elements can only encompass one solution element, the task of generating plans is
identical to the task of searching for a solution; it demands as much computational effort
and the plan 1s as hkely to fail as any individual path of an exhaustive search. The one
advantage of working with plan elements (that of carrying all accumulated constraints
down the path), 1s a result of the method of representation, and could be incorporated
n the domain knowledge sources with some modificaton of format. Conversely, if plan
elements specify very broad constraints (each specifies broad regions of the search
space), the number of alternative elements will be much smaller. The chances of finding
a set of compatible elements (one from each region), under the tighter constraints of the
plan execution phase, will be much greater. The drawback, however, is that coarser
fragmentation of the search space can result in poorer discrimination and more local

search within each plan element.
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Advantageous control lies in the correct equilibrium between the two. The planning etfort
must not overwhelm the processing resources, nor replace the primary task of the
problem solver which is the apphication of the full set of constraints of the problem to

identity the correct solution elements.

The problem solver must have, in the second detailed phase of the search for a solution,
an exhaustive set ot plans which spans ail the dimensions ot the problem space such
that no solution element belonging to a true a path lies outside a plan element. In
practical terms, this means that during the planning phase, the generation of plan
elements must be exhaustive. Since a detailed exhaustive search at the level of
granulanty of one or even a few solution elements is ruled out, the generation of solution
elements must be sufficiently coarse to be feasible. The method ot partitioning the
search space into planming elements should not be an arbitrary exercise, hut should be
determined by the dimensions of the search space, the direction of the solution paths

and the constraint knowledge available.

In passing, it should be noted that overly fine plan elements are not only prohibitively
expensive to generate, but are more likely to fail at execution time and require

backtracking.
3.5. Representing domain data to facilitate control

3.5.1. Representing the dimensions of the problem space

Viewing problem solving, at least partially, as a constraint propagation task, in which the
system identifies sequences of regions in the search space possibly containing mutually
compatible solution elements, which together integrate into a solution, suggests a certain

clarity and homogeneity in the representation of the problem. It is desirable that all



dimensions of the problem space (including the levels of abstraction), be represented as
parameters in all solution eler 1s; the goal states would then be specified as
constraints on a number of parameters. Unfortunately this is not always
straightforward nor even possible. Often techniques incorporated in a problem solver
onginate from ditterent theories, and the methods of analysis are inconsistent in fact, a
case often made in favour of blackboard architectures is that i1s allows such dwverse and
disparate techniques to be integrated into the problem solving machine The speech

apphcation used for this implementation 1s a case in point.

This system interprets an acoustic signal which has been segmented and labeled
externally?  Processing involves the generation of elements at the phonetc, lexical,
phrasal and sentential levels. The lowest three levels in the abstraction hierarchy
(segmental, phonetic and lexical) we.e the result of a particular development, and the
integration of words into phrases and sentences 1s completed by a conventional parser.
The vocabulary of parsing and 1ts techniques for analysis and classification are totally
different from those of signal processing. The dimensions of a problem space,
illustrated in figure 3 2, while adequate for signal processing are not adequate for the
paising problem. Signal segments, phonemes, and words hypotheses can be specified
by a label, a start and end time. A parser on the other hand requires different sets ot
attnbutes to describe a word. Table 3.1 shows some the attributes required tor parsing

using an ATN grammar:

2 Details of the domain and techniques for processing are given in the next chapter.

67



WORD: WORD: PHRASE: SENTENCE:
LABEL" noun LABEL: verb LABEL LABEL.
START-TIME: START-TIME: START-TIME. START-TIME
END-TIME: END-TIME- END-TIME: END-TIME"
CATEGORY CATEGORY: CATEGORY NP SUBJECT
NUMBER FORM: DETERMINER DIRECT-OBJECT
CASE. TRANSITIVITY HEAD INDIRECT-
OBJECT

TYPE DESCRIBERS MAIN-VERB.
QUALIFIERS AUXILLIARIES-
NUMBER MODIFIERS:
PERSON. QUESTION-

ELEMENT:
QUESTION. VOICE:
MQOOD

Table 3.1 - Attnbute descriptions of parsing entities

Even within one level of abstraction the dimensions can vary It 1s not particularly

meaningful to quahify the "form" of a noun.

Another source of difficulty is that implicit properties of objects connected by arcs at
different levels nf abstraction might change. For example, a lexical hypothesis (word) is
related to its phonetic supports through a relationship of constituents, and a phonetic
hypothesis to its segmental supports through a relationship of interpretation. At the
phrasal level of abstraction this breaks down completely, because the constituents of a
phrase need not only be at the word leve! only, but can be an arbitrary mix of words or

other phrases.
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Figure 3.2 - Fundamental dimentions of search space for Speech Recognition problem

it would therefore be misleading to think of the search space as being defined by a global
set of problem coordinates; even the notion of a blackboard hierarchically organized
along levels of abstraction may not it every apphcation. Instead, the search space
should be defined in terms of prototypic solution elements, each containing the

appropriate attributes with domam dependant semantic links cornecting them.

Knowledge sources are mapping functions which generate or modify instances ot domain
prototypes during the solution phase of problem solving. Inputs as well as outputs of
knowledge sources are domain elements. The output elements must comply with the
constraints of the currently selected plan element. Figure 3.3 illustrates the relationship

between prototypes, solution elements and the corresponding plan element. In addition
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to the relations shown, domain elements typically contain "links" generated by the
knowledge sources, which relate the input domain element to the output domain elements
of the appropriate knowledge source. The semantics of the links are totally dependant
on the knowledge sources and may not be the same across different levels of

abstraction

Plan elements are generated during the first phase of problem solwing The programs
that partition the search space can be stored as procedural attachments3 . Each pian
element 1s a specification of constraints on one or more attnbutes of possible domain
elements Plan elements designate distinct regions of the search space, and no domain
elements can satisfy the constraints of two plan elements When the task i1s defined, the
system contams the imitial data and a statement of the goal. The latter is a specification
of constraints on values of domain element attributes. Domain elements which satisfy
these constraints are 1dentiied as goal states. The main goal is therefore, an inalizing

planning element, just as the given data constitutes the imitializing domain elements.

3 In the impiementation plan, elements are not generated by procedural attachments but by
planing knowledge sources. This approach has some drawbacks which are discussed in the

chapter detailing the implementation.
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3.5.2. A rigid representational format to impose a problem solving

style

Attempting the design of a domain independent problem solver is a juggling act between
generality necessary for versatlty, and representational nigidity necessary for the
apphcation of a problem solving method  To achieve any measure of success, it 1s

necessary to separate form from content.

The represéntational language which provides the form, must be rich enough to faciitate
expression An attempt however, to enlarge on form makes automatic interpretation
and processing of language structures too complex and subject to ambiguity  The design
of such systems, therefore, requires that a concise format be provided for the
specification of all aspects of problem solving knowledge utiized by the system Such
formats should be accompanied by a description of the kinds of knowledge for which
they are intended. A ngid format may not be well suited to represent every kind of
information, and n fact this would not be considered a desirable property. A formahsm

which 1s tailored for a very specific type of information will assure its proper use

The type of information is related to the function it serves mn the problem solving
process. If the system can assume that certain data structures contain a particular type
of information and the format 1s invanant, it can use the knowledge without concern for
its content. The extent to which the formalism wili selectively accommodate knowledge
with a specific function determines the extent to which the system can automatically
make efficient use of it, and consequently, the extent to which the system is effective as

a domain independent problem solver.
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3.5.3. Extracting control knowledge from domain descriptions

Two classes of domain dependent knowledge, the object knowledge sources and the
search space partitioning procedures, are intimately related Each member of the latter
corresponds to a member of the former set. The function ot partittoning knowledge
sources IS to create a number of plan elements specifying non-overlapping regions of the
problem space. This process must be performed exhaustively to encompass every
possible solution element and it must be completed in ane pass; there 1s na proviston for

backtracking to modify or delete previously made elements

If the control cycle is to deliver a computational advantage, then exhaustive coverage
can only be achieved with coarse granulanty. This means that attribute values are
specified with broad constraints, or more frequently, plan elements will only specify
values for some ot the attributes, allowing other parameters to assume any possible

value.

The constraint on backtracking implies that knowledge sources responsible for
partitioning cannot reason about secondary interactions that invalidate partial paths
For example, a plan element which integrates adjacent determiner and noun plan
elements to form a noun-phrase are unable to reason about conditions on matching
number attributes. This is because, in generating the input plan elements (which
encompass words), the category start and end times are retained but not the label, and
consequently not the word dimensions (number and case for nouns, form and
transitivity for verbs etc). The resulting space defined by the plan element encompasses
all the word hypotheses located in the same time interval, and which belong to the same
lexical category. The loss of information, which is propagated along the solution path,

makes it impossible to detect interactions that might otherwise have been found in later
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stages of reasoning. The coarse grained partitioning resulting from elements with
unspecified attribute values 1s also under constrained, because missing information

relaxes condimons which would rule out paths.

With  procedures that generate plan elements, low resolution and under constrained
verstons of object knowledge sources, the user has a guide for producing this code
Closer examination of partition schemes for different types of problems and
experimentation with relaxation of different constraints might yield heunstics for

automating this process

3.5.4. Using constraint bounds to partition the search space and to

represent dependencies

When plan elements are created, the input data elements to the procedures are linked to
the new output elements. The partitions are therefore linked with one another 1n a
network of dependencies Since every domain knowledge source which creates new
elements (though not those which through applications of post-cunstraints remove
partial solutions), 1s matched by a corresponding partittoning knowledge source, any link
between true domain solutions will find its equivalent in the links connecting the
corresponding partitions. By the same token, if two partitions are not linked, the
solutions they encompass cannot be integrated into a path. The converse 1s not

necessarily true, since the partition links are established under relaxed constraints.

The initializing plan element or main goal, as was stated in the previous section, 1s the
region containing ali acceptable solutions. Any plan elements not included in a path to
the main goal can therefore be discarded. Since plan elements have been arrived at with
little computational effort, this provides a means of eliminating potentially large areas of

the search space from further (detailed) consideration by doman knowledge sources.
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Since the database contains only the initial data and the goal plan element before the
start of processing, the parttioning problem must involve connecting the given data to
the goal partition As we are dealing with only one goal element during this partition
phase, the search space topography 1s clearly a “fan-in" and the preferred direction of
reasoning 1s forward (bottom-up). Processing 1s exhaustive, so the system is not

encumbered with any control decisions

3.6. Representing control plans

The role of the planner in a blackboard architecture 1s to reason about the effect of actions
(knowledge sources) on solution elements, to analyze their interactions and to improve the
qualty of processing decisions The planner 1s therefore in charge of control, while the
effector actuaily invokes the knowledge sources, performs the changes on the blackboard
(database), and supplies additional or corrected information to proceed with control

reasoning.

3.6.1.  Planning control strategies to select the focus of attention

The object of a plan is to provide the system with an insight into what lies ahead in the
solution before it commits itself to the detailed task of problem solving. Through
planned sequences of problem solving actions, the control i1s system able to evaluate
cumulative effects and interactions, and to better select operants. For planning to
represent an economy over actual knowledge source invocation, the planner must
reason about the effects of knowledge sources without incurring the cost of invoking

them.

In the first chapter it was mentioned that in order to be efficient at problem solving,

blackboards architectures, must possess a capacity for "introspection”, or a capability to
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base problem solving decisions and actions, upon an assessment and where possible, an
analysis of the progress being made. This assessment can be based on heuristic
evaluations of state as well as on deeper knowledge of the procedures available to the

problem solver

In the speech signal recognition task, the reasoning task is performed along two
dimensions, the levels of integration, which include the abstraction hierarchy, and along
the time axis. Each plan involves integrating non competing solution elements along
the time axis lying at the same level of abstraction. A domain constraint requires that

elements of plan be time adjacent; no overlapping or gaps are allowed.

Each element represents a region in space; for this particular application, the abstraction
ievel, the start and the end time attribute vatues are fixed for all plan elements at levels.
Other attnibutes may or may not have constraints applied to them. There are therefore
potentially as many plans as there are possible legal combinations of plan elements at
each level, which will span the duration specified in the goal (the initializing plan

element).

Executing a step in a plan involves directing the control system to generate solution
elements within the bounds specified by the plan element. The selected plan element
being worked upon is the current focus of attention. A plan may fail either because the
system is unable to generate solution elements within the plan, or because none of the
solution elements that have been generated will integrate with existing solution elements

under the tighter constraints of domain knowledge sources.

3.6.2. Representing hierarchies of plans which are mutually

exclusive
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A plan for the speech application, as was mentioned in the previous section, 1s composed
of regions ot the search space, specified by plan elements which he on the same level of
abstraction, and which span a por.on of the signal (denoted by the time axis}, without
overiap or gaps At the highest level, the plan contains only one region (that speciied
by the goal). At lower levels these regions specify shorter time intervals, since the
mechanism of solving this problem involves integrating shorter interpretational entities
into larger ones. The problem is solved if a solution element 1s found at the highest level
plan, as this element will necessarily satisty the constraints specified by the goal. Initially
the solution elements are only available at the lowest levels in the hierarchy. Plans will

therefore have to be developed and executed at I wer levels.

Despite the coarse grain of plan elements, at the lowest levels in the abstraction
hierarchy, the number of distinct plans increases as does complexity. Detailing and
reasoning about all plans can become quite a formidable task. To maximize efficiency the
system should perform all the analysis that is necessary to ensure that the next decision
1s made as correctly as possible, given all that 1s currently known about the problem. The
system should not perform work for plan steps scheduled in the future, which might
never be executed if the plan is aborted. The planmung process is therefore refined
incrementally. A plan however, even at the very first stage of refinement, spans the

space necessary to achieve its goal.

It is crucial for a particular planning task to identify the information needed for the
decision at hand, to achieve a representation that makes this information readily available
without incurring the cost of unnecessary computation, and to make use ot information

which has already been computed in previous cycles and remains unchanged.
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As no two plans contain the same set of regions and no solution element may lie in two
regons, each plan will generate a different overall solution. Competing plans therefore

generate mutually exclusive solutions.
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R11,R1,...,R7 are plan or partition elements
P1, P2, P3 are competing plans.

Figure 3.6 - Relationship betwen Control Space and Domain Space

Figure 3.6 shows the relation between plan elements and the domain search space. Plans
P1, P2, P3 compete to generate disjoint sets of solution elements, in the region of

domain space corresponding to plan element R11.

3.6.3.  Planning on the basis of least commitment

For each plan element which does not encompass enough domain solutions, a plan
spanning the dimensions of the region is created. In the speech apphcation, generation
of solution elements is an interpretation of its constituents one leve! below in the
hierarchy (phonemes in terms of signal segments, words in terms of phonemes, phrases
in terms of simpler phrases and words, and finally sentences in terms of phrases). A
plan is created because the knowledge source in charge of integrating constituents has

failed to meet its target goal ot solution elements. The failure can only be due to an
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insufficient number of suitable constituent elements being available as inputs. The
objective of the plan 1s to identify the regions encompassing every constituent, and to
ensure that enough elements are created in each. As the control system is likely to have
many alternative plans to choose from, each potentially generating completely ditferent
solutions, the system must first select a plan. A policy of least commitment is applied.
As plans will often mtersect, the control system can "hedge its bets” by electing to
process first those elements shared by the largest number of plans. Success then
assures that the problem solver retains the largest number of options Failure, on the
other hand, rules out all regions of the intersecting plans and eliminates a larger portion

of the search space. thereby reducing complexity.

in the previous section it was stated that the control system does not attempt to
generate all the possible plans from the beginning. Instead, it defines plans only as far
as 1t needs them to make immediate decisions. There are therefore as many plans
elaborated to deveiop solution for a "parent” region further up in the solution process, as

the system has decisions to make at any one step.

os

O A B C... disjunctions

B conjunctions

Figure 3.6 - AND/OR graph ot Planning Space

Figure 3.6 shows a set of disjunctions { A, B, .., | } all painting to partitions at the same

hierarchical level. The disjunction labelled O1 points to a partition at a hierarchical level
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above the others. Conjunctions A1,...,A10 all pont to the same partition as O1. They

will all however generate different solfution elements.

“w o< == 3JTD~—10

OCCURENCE OF
A PARTITIONS WITHIN
PARENT NODES
TWO DIMENTIONS OF PARTITIONS A occurs in 4 conjunctions
B 4
C 5
A B C D 4
E 4
D E | F F 6
G 2
G H l H 2
-l 5
0 1 2 3 4 5 6 tme

Figure 3.7 - Conjuncts in Domain Space

Figure 3.6 shows three levels of the AND/OR graph with niodes poirting to partitions
occuring at two successive levels of abstraction. Figure 3.7 shows a table listing the
number of conjunctions that each partition occurs in, as well as two dimensions of the
partitions A, ..., I. The horizontal axis in the later figure, shows the signal time and the

vertical shows the label dimension.

According to the table in figure 3.7, under a policy of least commitment, control would
choose region F to work on first, since it is shared by the largest number of
conjunctions. A decision to process F however excludes partition B (since the time
segments of signal they span overlap and solutions from one cannot be integrated with
solutions from the other). Because the planner must decide which betwean two

alternatives, separate plans are generated each encompassing one of the choices.

Assuming the plan encompassing partition F has been selected and that the required

number of solution elements in that region have been found, the planner continues
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processing solutions in other regions and mtegrating them with those in F Under a
¢] g ¢ g

domimant policy of sfand driving 4. regions { E, H, I, C } would be considered as

candidates for the second step of the plan encompassing region - Since E and H

compete with one another as do C and 1, the plan P15 refined mto two further plans.

PO compatble with Al A10

| P1 A, AG, AT, A8,
po A1, A2, A3, A4
Py A7, AR, A9 AT0

GH 24 AL A6 A0

Y AB
26 A7, A9
P7 AY

D Py A7

@ Plan

A Additional region(s) processed by plan

Figure 3 8 - Successive Plan Complehon,

higure 3 8 shows the succession of plan completions  Plan PO the untial root plan does
nat represent a commitment 10 process any particular requon other than o doecisions 1o
ntegrate solutions into the partition O1, 1t 15 therefore compatible with all the conjunets

AT L A10 arouped by Ot Plans P1 and P72 encompans the first processisg decison to

4 Island dnving 1s a pohcy that has been adopted in a number of signal procesuing
applications including the HASP/SIAP system [NH&FEI78], the HEARSGAY I} system, the
SPARSER system [BATES7S5] and the "Distributed Vehicle Momitoning Teot Bed” L E S&COR
83]. Under island dnving a system processes radially from anchor pomnts of certamty, then

attempts hypotheses 1o connect 1slands iNto complete theones
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process F or B. Each of theses parttions 1s rated in table 39 according to its

occurrence n the conjuncticns grouped under O1

Partition Occurrences

A 4

B 4

C 5

D 4

E 4

F 6
G 2

H 2

! 3

Table 3.9 - Occurence of Comuncts

In the absence of other knowledge F 1s rated most highly and theretore plan P1 s
processed first. Success in generating the required numoaer of solutton elements will
cause plans P3 and P4 to be sprouted expanding the RHS from of the solution isiand
Plan P5 which extends the island into partition also involves processing partition G

since the latter 1s a consequence of the decision

3.6.4. Meta-level reasoning about plans

In the previous two sections it was stated that a plan need not be investigated beyond
the next step, and that a least commitment policy mimimizes the refinement of plans.
This statement requires some qualification. This policy which is well supported by the
system, minimizes unnecessary computation and maximizes the odds of successiul
solution elements being found early during processing. It is a good approach to take,
when the level of knowledge about the sub-problem, or more specifically about plan

selection is low.
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in situations where the search 1s better informed and has expectations about the form of
the problem  the system may want to discnnunate early on about possible alternatives
This prnaiple s m tune with a more tlexible planning philosophy were where the planner
under certan arcumstances has a better mode! ot the world than i others The
nteraction between plannet ang eftector must retain the flexibiity necessary to allow
dynamic adjustment of the extent of plans A data dnven mechamasm s i good vehicle

tordentitying opporntunies tor the planer and tnggenng its mechamames

From o knowledqe cniimecenng ot of view, the planmng activity o transparent the

Seootem allows e pner crpress meta Fnowledge which extends the planting capacity

Conader for example a Specech understandimg system to control robot commands, The
ystem hay access o the rabots understandig of the world in terme of TOP logie
predicates  The current tate indse ates, amoneg other things that thereas o box anca shelt

and another Loy on the table ath two predicites

(O e helfy (ON Hox Table)




example of solution element
(not yet found)

NOUN
table

"Fetch the boX

-%— sland —# 1

the

/ displaced

~_ "

Partitions

Figure 3 10 - Example of Meta-level Reasoning at the lexica! level

Figure 3.10 illustrates a situation were a solution island at the lexicat level has been bult
up and is being extended to the nght. The system attempts to vahdate the partal
hypothesis by checking f BOX 1s an object in its world and wtiuch can be an argument to

to the command FETCH, in order to determine if the island 1s worth pursuing

A check through the predicates identifies two occurrences of BOX and contirms that
such a symbol may be used as argument to the command FETCH Since there are two
predicates containing the argument and the command must be nterpreted without

ambiguity, the system searches for a prepositional phrase to specify the predicate

Further reasoning reveals that the second argument to the predicate occurs as the noun
at the end of the prepositional phrase. This reasoning can be used to restrict the
processing options opened to the planner Extending the island into the successive

partitions PRO, DET, VERB would not provide a satisfactory hypothesis
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Figure 3 12 - Plans generated through apphication of Meta knowledge

Figure 3.12 shows as black and white nodes the plans that would be generated trefined)
to find solutions in regions N and H  Only the plans corresponding to nodes m black

need be executed.

The representation s also useful for keeping track ot plans that fail Plan 1
encompasses ail paths through N Each sub-tree refines a different path  Failure of a
plan eliminates the entire sub-tree  To examine the remaining paths the system develops
the other branches. The representation assures the avadability of mtormation generated
by previous cycles in a form that is readily usable by the decision making processes
Hawving this information, the system can. if control knowledge 15 avaiable. make better
informed decisions without incurning the cost of unnecessary re-evaluations The system
updates its knowledge of the search space to reflect changes. rather than re-considerning

the problem globally.

Control 1s implemented through the reasoned generation and retinement of plans, the

selection among competitors, the ordering of plan steps when more than one s

86

:
4
)
!
F
i
.

N e vk amafe s

—Ph e s

B i



wpechied. and through the management of knowledqge source/data artutration to

qgenerate ndividual plan elements

3.6.5.  Incorporating control heuristics
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choices that are available; in the example of igure 3 12, the heunstics can be used to

compare the costs of P112 and P122

To estimate the hkellhood of success of a plan, control retrieves the nearest matching
region 1o the one being processed by the current plan  in the vpeech apphcation tor
instance, if the plan i1s designed to generate hypotheses at the word level, the plan steps
being regions at the phonetic level, the system would retneve a closety matching word
region which had already been processed The attnbutes upon which the match s
performed would have to be selected atter carefui study of the apphcation  The
relationships between the completed pian. represented by the matcting word r2quon
and the plans under consideration can be used as yardstichs for evaluation  ihe number
of plan steps, the parameters of individual regions within the pran. criteria dependant on
local properties of plan elements, and global properties of the entire plan, can for the

used for predictions

3.6.6.  Finer control within individual plan steps

Once a plan has been chosen and the system has selected a step for processing
assuming enough hypotheses exists within the region and that sub-plan are not required,
a processing conflict will anse as hypotheses compete for integratton mnto the solution
The level of control that has to be exercised at that level, will be very much dependant
on the application and the cost of processing. If the knowledge sources are very
expensive, the system will have to be selective, choose the best hypotheses first. and
limit the number of solutions. If the knowledge sources are not computationally
demanding, exhaustive processing within the bounds of the region and the integration
of all avaiable hypotheses can probably be considered. Even ¥ selective control 1s
required, the task is sufficiently simple to be implemented with a conventional scheduling

queue.
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3.7. The complete problem solving process

3.7.1. The complete problem solving process

The System ot ed with Starting data and the qoat The goal, as wae sad earher, e, a

plan clement which forme b, iteelt the ponopal oot plan
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Structural relations ol of et b e G o e the programmer o altenbon on
qenet propertes o the data baaneg cnatag ot - AU e eneg o thee bt phataee ot

procesoma gt L perforoeey b ttort ot rwarrt chantia g the e ot

proguchnns.; the eagre by opace it cone ot ot g netyo e o aree gl teqean ngee: A
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generate hypotheses within the constraints of that region. In the interpretation task,
hypotheses are generated by integrating elements from compatible regions one or more
levels helow. If any region requires additional solution elements which can be integrated
with adjacent neighbors, then a local plan is created to generate them Planming 15
therefore a recursive process It a region contains enough sutabie hypotheses. the
planner proceeds with the integration of these elements into an island ~ventually
spanning the parameters of the parent region  This last process models the interactions

between solution elements

If the number of hypotheses that are generated 1s very large, the resources can be
overwhelmed Rather than allowing all solution elements to be generated withite one
region, a beam of the best solutions 1s retained It the correct solution element 1 mMmissed.
the system backtracks and generates plans encompassing partially processed regions
The systerm re-plans, because the selection and ordering of steps can change as a result
of additional information about the search space, discovered in the preceding pass at the

solution

3.7.2. The interpretive cycle

To describe the interpreter's cycle, it 1s first necessary to describe some of the

procedures it nvokes and to specifv some of the data structures that are reterenced

Plans can be described by the foliowing schemas. The examples refer to * » problem

lustrated in figures 3.11 and 3.12:

{{ Plan P112
Generates-solutions-for-region-

Regions-to-process: N F G H |
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Reqions-aiready processed

Start time-ot requon-lor-which-solution-ts sought x
£ nd ume of regron-tor which solution 1s-sought y

compatble paths S¢S0 83 S48y 58 5, 54

Latus, Procesang

i oretined by

Floetine < 12121

"Plan 11
Caefveraleen Soluthions lor reaion
Fasraone to pracess HEF G
Forrone, alrend, proceased
Start tme ot requon tor o which L olution e, Lought x
Enet hime ot reaqmn tor sehich Soluhon o, snught
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Foretned by YYD

Fatine.s, 121

L Plan i*1
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End-time-of-region-for-which-solution-is-sought- y
Compatible-paths: S1 Sy S3 Sq4 S5 Sg S7Sg ~ -
Status. Processing

is-refined-by: P11

Refines:

%

where Sy =ABC{NFGHI}J
So=ALM{NFGHI}J
So=KLM{NFGHI}J
So=KBC{NFGHI}J
S5 =ABC{NFGHI}RS
Sg=ALM{NFGHI}RS
S7=KLM{NFGHI}RS

Sg=KBC{NFGHI}RS

The refinement of plan P1 before 1t 1s processed 1s an anomalous situation which resulted
from the intervention of meta knowledge Normally plan P1 would be executed first and
if successiul, would be refined into P11 and P12, and so on In this exampie however,
because of meta-knowledge constraints, plan P112 1s processed directly, and as soon as
a step has been completed, the updates are made to the ancestors P11, P1 Tlius ensures

that the system can recover in case of plan failure

Two separate procedures are required. The first generates a seed plan where none exits,
the other refines an existing plan which does not yet span the parameters of the region.

for which solutions are sought
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Function Create-plan-from-scratch (region)

and generates il the alternatives resuling from an nitial processing decision
The function retuns a hst of plans representing the hiest level of refimement

Beqgin
create-root plan (reqon)
Anchor  get anchor {reqon)
it May actnvate meta-knowledage sources 't/
dalternatives to anchor get altermatives 1o anchor (anchor, redgion)
for (m alternatives do begin
prath catenate (
oCatenate the path from the nght and trom lett
extend path (1, region, extenhion o lelt)

cExtend path to the dett antid 158 decicaon pont

o encd path to the nght until 151 decisaon pioint
Gienerate plan (requon pathy,
end 7t for”

Return ool plan and qgenerated plans)

.

end /* muaun

I* Creates a pian where none exists Because the root plan does nct comnnt the

search to any reqion, this function must also perform a fust level of refinement

Ly
/

"

oxtend path () requon, extention ta nght) )

)

]
‘

o
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Procedure Refine-plan (plan, direction-of-path-extention)

I* Takes any plan which does not yet span the parameters of the region for which
it is expected to generate solution elements, and refines it so that it incorporates
additional sub-regions needed to generate solution elements at the parent le rel.
As Island driving and least commitment are always the underlymg polictes, the
system will always extend the plan either from the nght or the left of the existing
island,

The side (left or nght) which i1s selected for extension is the one containing the
fewest choices. The plan is extended in that direction to include all adiacent

elements up to the point where the path spits. */
Begin
if direction-of path-extention = nght
then Neighbours := get-neighbours-to-rnight (plan.regions-to-process)
else Neighbours := get-neighbours-to-left (plan regions-to-process)
For i in neighbours do
create-a-plan-refinement-extending-path-to (direction-ot-path-
extention,plan)
End /¢ refine */

The paths listed in the attnbute "compatible-paths” of the plan schema, are retrieved
from the "links" connecting the regions generated dunng the partitioning of the search
space. Every sub-region within a path is a conjunct, and alternative paths are disjuncts.
The start and end-times refer to the dimension along which the planning process takes
place. For the speech application, this represents the duration of the signal. The actual
values appearing in the plan, are the same as those of the regton for which the pian is
generating solutions. A plan in which constituent sub-regions do not span the the
interval specified by these attributes, will require further refinement. As eacl successive
plan refinement extends the path(s) of its predecessor, it will inhent the values of the

slots "Regions-already-processed” and "Regions-to-process’ of its parent plan. Each
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plan iepresents o commitment to a partial path, which represents a processing decision.
The reygions to be processed by a plan involve no choice. Normally a plan i1s refined only
after all its regions have been successfully processed. Meta knowledge can intervene to
entorce arbitrary patn constraints and therefore telescope several decisions at once.
Because the only provisiun for meta-knowledge to specify constraints i1s in terms ot
paths, the mformation 1s available when the (first) root plan 1s formed by the procedure
"Create-plan-from-scratch”. and mieta-knowledge rutes need only be invoked ance for
each plan 1 meta level knowledge imposes a path encompassing several decision points,
the "dummy” parent plans are created The leaf plans are executed, but the parent's
‘regions-already-processed” and "regions-to-process”’ attnbutes are updated. This 1s
necessary to track the portion ot the path that succeeded in case the leaf plan fals. A

plan fais f no solution element can be integrated into the island
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Plan execution:

Function Execute-plan (plan) ;

I" This function is invoked by GENERATE-SOLUTIONS when the system is unable to
generate solutions elements. It executes one of the alternative plans PLAN in order to
generate the components (input-data) needed by the knowledge sources to create solution
elements in the target partition. The function returns one of three values "success+fully-
refined" if the plan was executed in full (no further refinement 1s possible) and generated
enough component data to produce the required solutions in the target partition A value
"success" is returned when the plan tor a plan which i1s not fully refined but which has
been executed successfully. The value "redundant” is returned when the plan is aborted
during the course of execution because domain knowledge sources were able to generate
the required solution elements The plan has in this case become redundant. The function
returns the signal "fail” whenever the processing of a sub-partition fails to yield at least
one solution element (input data item) necessary for the target partition's solutions. The
solutions elements are generated as side-effects. */
LOOP
if no-regions-left-to-precess and plan-is-fully-refined-to-nght and plan-is-tully-retined-to-
left
then return (plan tully-refined-and-successfully-executed)
else

if no-regions-left-to-process

then return (success)

else if no-goal-is-attached-to-region-for-which-solutions-are-required

/* The plan 1s not yet completed but the goal which drives the KS responsible for

generating solutions in the target region has been removed by derion action */
then return (redundant)
else if call to GENERATE-SOLUTIONS {current-region) = 0
then return (fail)
else continue processing another sub-partitions

go LOOP
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End /* execute-plan '/

Function Generate-solutions (Region) ;

I* Generates solutions within Regian and returns the number of them which were
created. */

Goat .= Create-goal-element (region)

/* the goal specifies the number of solution elements required in the region  When
these have been created a demon removes the goal in that region */

Activate-domain-knowlede-sources
if goal-element-still-exssts (goal) and get-level (region) > lowest-level-in-hierarchy
then pian-list := create-plan-from-scratch
LOOP
current-plan .= pop (plan-hst)
if null (current-plan) and no-solutions-generated-satistying (goal)
then begin
delete-goal (goal)
return (nil)
end
else if null (current-plan)
then begin
delete-goal (goal)
return (no-of-solulions)
end
plan-execution-result := execute-plan (current-plan)
if plan-execution-result = success+ull-refined
then activate-knowledge-sources
it goal-removed (goal)
then begn
delete-all-plans (region)
return ()
end
else if plan-execution-result = success

then begn

best-direction-for-plan-refinement :=
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get-direction-of-plan-refinement {current-plan)

new-plans :=refine-plan (current-plan,

best-direction-for-plan-refinement)
push {new-plans, plan-list)

end

:
i
H
K
i
N

else if plan-execution-result = redundant

ot

then begin
delete-all-plans-for-partition (region)
return (t)
end
else if plan-execution-result = fail
then delete (current-plan)
/" and process next plan in loop */
Go LOOP
if goal-element-still-exists (goal) /* level of regron is leaf, no planming possible */
then begin if number-of-solutions-corresponding-to (goal) = 0
then begin
delete (goal)
return (nil)
end
else begin
n = no-of-solutions-corresponding-to-goal (goal)
delete (goal)
return (n)
end

end

else return (t)

end /* generate-solutions */

Plans are created to generate solution elements in a region. Each competing and

complete plan represents a combinatorialy different selection of sub-regions. Elements
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trom each sub-region may be combined, subject to additional constraints not specified in
the plan, to generate a soiution element in the parent region. The abjective of the plan

1S to select a set of compatible regions.

Because the constraints iImposed on the aggregation of elements tend o increase with
the length of the plan (number qf steps), the planner attempts to generate a number of
1slands. This number declines as the plan progresses and cumulative constraints reduce
the number of extendable partal solutions If there are not enough solution elements in
one sub-region to generate the required parhal solutions, the system will generate and
execute a plan for that particular sub-region. unless that sub-region 1s at the level of the
iitial data  If this occurs the plan fails and the failure 15 passed up to the pomnt where an

alternative plan may be selected

3.7.3. Heuristics for plan selection

Plan selection 1s a commitment to a restncted set of paths and therelore a subset of
possible solutons  Heunstics can be developed that evaluate the comparative mernis of
alternative paths supported by the plans These heunstics differ quahtatively from the
ones used in traditional hill chmbing, 1n that they do not attempt to measure the relative
distances of states to the goal, hut estimate the comparative hkebhood that different
sets of constraints will contan solutions  For stance i the reqgion 1o be analyzed

represents a noun-phrase. one plan might immpose the following censtituents,
DETERMINER + ADJECTIVE + ADJECTIVE + NOUN + PREPOSITIONAL PHRASE
while the other, of course also spanning the same signal, might require:

DETERMINER + NOUN
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Evaluation can be on the basis of parameters internal to the plans, for instance
consideration of the signal length versus number ot words, or they might involve
context based evaluations or expectations. Plan selection therefore provides another
means of expressing knowledge based control which serves to make searching more

efficient.

3.8. Reassessment of behavioral characteristics

3.8.1. Two grain sizes of reasoning

The system allows reasoning to be performed at two levels. A coarse grained level
enables a rapid and economical ehmination of large sections of the search space
Formalizing this knowledge 1s a relatively simple task. Regions of the search space,
which are the data elements used by the partitioning procedures, bear a meaningiul
relation to the solution elements they encompass. For instance if three adjacent regions
at the phrasal level , a noun-phrase, a verb and a second noun-phrase combine to form a
sentence, the verb and each of the noun phrases may correspond to a large number of
distinct (domain) hypotheses. However all that 1s required to proceed with the
reasoning is the classification of the word or the phrase It should be noted that a
consequence of the "blurnng” of detail which occurs when reasorning 1s based on regions
as opposed to individual object hypotheses, results in loss of information which might
have eliminated candidate plan elements. This loss of information is propagated along
with the reasoning. Generally however, the reduction in complexity resulting from
reasoning at coarser resolution far outweighs the increase in complexity due to relaxed

constraints.

This provides a clue to the methods of partitioning the search space.  To integrate

phrases into a sentence, the system requires precise signal ime parameters in order to
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determine adjacency of constituents, and it requires coarse classifications. Second order

features such as the form or type of verbs, and the number of noun-phrases are ignored.

3.8.2. Goal driven processing

Problems which are subject to data saturation cannot be effectively resolved with data
driven processing. Processing ettort must be focussed m those areas which have a
direct bearing on the objectives The second phase of processing to generate solution
etements, 15 goal dnven, and under the control ot plans  Processing starts with a
requirement to generate solutions at the mamn-qoal level  If such a requirement cannot be
immediately satstied. the system attempts to analyze the alternative sets of sub qoals
that are necessary to generate soluhons  Flans are generated as a means of reasoning
about cub-qoals m a manner which 15 more effective than that which 15 possible with
static heunstic tunctions  The plan construct provides a language tor expressing domam
dependant control knowledge (meta knowledge)  Like conventional plianners, control (g
apphed by reasonmg about goals  Unhike conventional planners, however, the wystem g

intended to cope with uncertainbies, so the extent of planting i1, constramoed

3.8.3. Planning capability to achieve objectives

The decomposition of the problem into sub search search spaces, vinle 4t the same ime
recording thewr mutual dependencres,, contines the plannima problem  ath the scope ol
each individual plan imited 1o one decision pont, the system avoids the ten traps
associated with planmng in uncertain environments  The wystem avoids developing
extensive plans that are never used !mcau'.'e of an early tilure and st e, spared the
management of increasingly complex ocenanos, which reselt when the planner decicte, 10
hedge its bets  Complexity 1+ controlled by mlerleaving executon al ¢ sery deciron

point. while at the same time retaining, through reqgional dependences o longes range
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view of the problem. Through the plans, the system 1s capable of reasoning about the
interactions between goals and about the imphications of control decisions as far as the

knowledge of the problem allows.

3.8.4. Meta level reasoning

By providing explicit representation of structural properties of the solution, the problem
solver favours the expression of meta-knowledge, where it is available. When meta-
knowledge represents information about dependencies between the plan's conjuncts, it
refines the plan several steps without invoking execution of domain knowledge sources.
The system therefore translates meta-knowledge directly into control knowledge, by
extending its planning decisions beyond the scope of its regular processing Meta-
knowledge, which 1s knowledge about the applicabiity of problem solving processes or
knowledge sources, should reduce the uncertainty about invocation. Extending a plan is
exactly a commitment to a specific program of problem solving actions. The organization
of plans ensures that processing decisions are not extended beyond the level of
knowledge available to support them At the same time, as meta-knowledge 15 itself
subject to error, the system allows for backtracking out of plans without losing the

information gained through processing.

The level of meta-knowledge which is not well supported, is that which applies additional
constraints within one processing step. For example, when combining Noun-phrase +
Verb + Noun-phrase to form a sentence, meta knowledge sources might be able to
specify the number of the first noun-phrase. The system does not directly support this
level of intervention because control reasoning is entirely in terms of regions and their
interactions. Within a region it has been assumed that the problem 1s small enough to be

eftectively controlled by a conventional scheduling mechanism. Under these
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circumstances. layered meta-rules for refining the conflict-set, would probably be

adequate

3.8.5. Minimized control overhead

The effort expanded to reason about control 1s justified. provided it 1s commensurate
with the effort it saves in the domain. In order to be effective, and mimimize evaluation,
the data must be available in indexed. and compiled form The parutions of the search
space provides an etfective basis for indexing The tree representation of plans allows
incremental evaluation of control decisions, and etfective backtracking whean contro!

actions fail

3.8.6. Reasoning about processing and resource constraints

Although this aspect of problem solving has nat been discussed n this chapter. usage of
finle processing resources 1s at the heart of all Al problem solving I imitless resources
were avarlable then the weakest method, “generate and test”, would be adequate for all
problems  Although problem solvers do not always work in an environment with
predefined hmits, pertormance becomes progressively less acceptable a5 the resources,
consumed exceed expectations Other systems wiuch perform real tme computations
must achieve results within specified time hmits. No matter what the operating
constraints are, a problem solver should have expectations of the eflort required to
achieve a particular goal, it should be able 1o maonitor progress and if necessary alter ity
course of actions Reasoning about resources 1 important when the system contams
redundant knowledge. The problem salver can trade off quality or certainty s the
solutions for resources requirements The system can make estimates ot the work
required for each plan by estimating the number of additional solutions elements, neaeded

per region (and sub-regions) The system may decide that it will procecd with fewer
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solution elements, thereby reducing the hkelihood of successful completion, in order to

satisfy resource limitations.

Referring to the example in figure 3 10, the system may, if estmates the time required to
process solutions in each partition exceeds that which s available for processing, decide
to generate the solution elements only within the noun partition, or within the noun and
preposition. Such decisions involve a risk of error but the economy of resources may be

considered worthwhile.

3.8.7. Expectation of effort required to achieve a solution and

execution monitoring

The constraints of a plan are cumulative. Even if each component region has the same
large number of solution elements, the number of i1siands that can be built up dechnes
with the length of the plan (the number of processed components). It seems
reasonable to suppose that an incorrectly selected plan (for instance one that partitions
the signal time wrong), would show an accelerated decline in the number of islands. This
opens the possibility of of monitoring progress as a means of heunstic evaluation ot plan
choice. Thus a plan not only serves as a control device but also the basis for the

development ot heuristics
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4. Chapter four

4.1. Background to the application aspect of the blackboard

4.1.1. Objectives of the application

The onginal objective of the project was the development of a "general” purpose problem
solving environment that might eventually be suttable for the flight simulator apphcation.
Because tdeas on problem solving techniques cannot be developed without focussing on
the needs of a particular problem, and because expertize In speech recogntion was
avallable locally, 1t was decided that the blackboard would be developed around this

applcation

The speech domamn 1s however very complex, and the problem s stll actively researched
With processing techmiques diffening widely, and it was evident from the <tart, that the
software needed in order to actueve state of the at pedormance would not be
avallable The goal in any case. was not a speech recagriion System bt a blackbosard

architecture

Blackboards and productions systems. which require cycheal evaluatione, ot large data
bases. are not well suited to problems requinng very fast reaponse i the yardstick for
the evaluation of speech recogmtion wystems 1, huaman performance  then the
blackboard model, with 115 extensive use of working memory and vaned assortment of
processing techniques, o a very poar approach and not a satabde model of the baologe

system

These general purpose problem wolsers dou neeventheles, manange g nab,ly el fange
quantties ol imermediate results, qenerated by weak LIocesang methods e Gheonoe

of a good theory. which might have uven e 10 powerful wolution methe e madoee, the
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speech problem, a good candidate for the development and evaluation ot blackboard
type problem solvers. While production systems therefore are poor performers for
speech recognition, the domain provides an excellent application for testing and

evaluating their architectures.

The weakness of speech interpretation techniques makes the task particularly "hard” and
problematic. The knowledge available consists of collections of different processing
techniques, which individually yield uncertain and partial results; only through cooperative
effort between these individual knowledge sources can any measure of success be
achieved at reducing uncertainty and at attaming the overall goal. Another characteristic
of knowledge about speech is that is fragmentary. The structures used to represent
sounds, words, phrases, sentences and the information applied from sentences are all
different. They are in fact organized into a hierarchy of interpretation levels. This
stratification of information facilitates the complex process of mapping structures, which
is the essence of interpretation. Figure 4.1 below shows commonly recogmzed levels 1n

hierarchy and the classes of knowledge that perform the mapping of structures.

One prossible explanation for stratification, 1s that it i1s considerably easier to develop
knowledge that transforms structures that are conceptually close, than it would be say to
map speech signals directly into the current mode! of the worid. As a result of this
fragmentation of the problem space, knowledge sources function within ther
specialization levels, ndependently of one another. This modularity makes speech an

ideal candidate for blackboard processing.
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IN C KNOWLEDGE SOURCES

SPEECH SIGNAL SIGNAL ANALYSIS)
SIGNAL PATTERNS PHONOLOGY)
PHONEMS MORPHOLOGY)
MORPHEMS DlCTlONARY)
WORDS PROSODICS )
SYNTACTIC
STRUCTURE C GRAMMAR )
SEMANTIC { SEMANTIC RUI LD
REPRESENTATION \ -
MODEL OF ( REASONING )
THE WORLD > i

Figure 4 1 - Domamn Objects in Speech Understanding Problem!

While the diagram of figure 4 1, sugqgests a preset strathcation for speech and languaqge
structures, there are in fact no hard and fast rules; techimiques exist for maotance, to
mterpret signal patterns drrectly into words. and stnings of words can be mapped
directly into a semantic level without recourse 1o parsing when dealng with proverbs or
sayings Often the model of the world and 11, expectations are used to chnunate

candidates at the word or syntactic leve! ete

While strathcation of structure faciitales conniderably the task of deviving processang
techniques. there 1s no concensus on the best approach for nterpreting data any lovel
Beanng in mund that the evaluation of speech interpretation echmaues. ¢, not the goal
of this thesis, and that a valid, or at least <tate of the ant speech undertanding Lystem

1S not achievable, domain modules were confined 1o a sery modest et of techngues,,

‘ Based on 1 Yonograg o representation in [(YiNOR)
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which were readily availlable. The weakness of the domain methods available, makes the
problem "harder". by introducing additional uncertainty. This presents an even greater

challenge for the control system.

Recognition of an utterance for the purposes of this system involves synthesis through
four levels of abstraction. At the lowest level the signal 1s processed through
segmentation and analysis into Primary Acoustic Cues (PACs). Primary Phonetic
Features (PPFs) are then hypothesized from the PACs using Markov Models. From the
PPFs and a lexicon, candidate words are generated. Finally theories consisting of time
adjacent words are parsed to screen out invahd sequences. Any successfully parsed
sequence of words I1s accepted as valid interpretation of the signal. Since there is no
processing at the semantic level, and there is no modei of the world to update, as a
result of interpretation, the system has no "expectations" and no means of excluding
successfully parsed but incorrect hypotheses. The absence of real test data, adds
another serious limitation, to the evaluation of the speech recognition performance of
this system. As there were no facilities for recording and processing speech, input data
was in fact built up artificially, by catenating signal segments generated from individually

spoken words. This data was made available from another project.

4.2. The speech front-end
4.2.1. Processing the signal

PACCODER a program implemented by R. Cardin and described in [MATH87], segments
the signal and labels each segments according to recognized features and attributes of
the signal (eg. peaks and valleys etc... in the change of energy with time)
[DeMOR&LAMEGIL8B7]. The labels generzted are descriptions of that interval and are

independent of adjacent segments. Table-4.2 lists the set of PACs and describes the
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charactenstics of signal associated with them. Table-4.3 gives the descrniption of the

symbols 1n table-4.2.

PACCODER makes absolute decisions about segmentation and labeling so the entire
signal generates only one sequence of PACs. As no search is involved in this first step,
the system accepts the sequence of processed PACs as s starting data for

interpretation.
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PAC symbol Attributes Description
LPEAK b, te, m1, zx, long peak of total energy (TE)
rmin
SPEAK tb, te, m,1 zx, short peak of TE
rmin
MPEAK tb, te, m1, zx, peak of TE of medium duration
rmin
LOWP tb, te, m1t, zx, low energy peak of TE
rmin
LNS tb, te, zx, rmin long sonorant tract
SNS tb, te, zx, rmin short sonorant tract
MNS tb, te, zx, rmin sonorant tract of medium duration
LVi b, te, m1, zx, long vocalic tract adjacentto a LNS, a
rmin SNS, or an MNS in a TE peak
MV tb, te, m1, zx, vocalic tract of.medium duration adjacent to
rmin an LNS, a SNS, or a MNS in a TE peak
SS| tb, te, m1, zx, very short vocalic tract adjacent to an LNS,
rmin an SNS, or a MNS in TE peak
LDEEPDIP emin, tb, te, zx long deep dip of TE
SDEEPDIP emin, tb, te, zx short deep dip of TE
LMEDDIP emin, tb, te, zx long dip of TE of medium depth
SMEDDIP emin, tb, te, zx short dip of TE of medium depth
LHIGHDIP emin, tb, te, zx long rion-deep dip of TE
SHIGHDIP emin, tb, te, zx short non-deep dip of TE
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TABLE- 4:2: Primary Acoustic Cues

Attribute Description
tb time of beginning
te time of end
m1 maximum signal energy in the peak
emin minimum total energy in the peak
X maximum zero-crossing density of the signal denvative in the tract
rmin mymmum value of the ratio between high and low frequency
energies

TABLE-4 3: Attribute Descriptions

4.2.2. Phonetic alphabet

The labeled signal segments are interpreted into phonemes Instead of the standard
English phonemes, the signal segments are interpreted nto a set of coarse phonetic
classes, called Primary Phonetic Features (PPFs) [DeMOR&LAFEMONSS])  The set of

PPFs consists of five basic phonetic classes and a further fourteen auxihanes

The main five PPF classes are the following:

1 The descnption of PACs is taken form the Msc thesis of | uc Mathan, School of Computer

A

Science, McGill University (1987). A more complete discussion on segmentation and fabeling

can be found in [DeMORELAMEGII.87)



V vowels

SON sonorant consonants

WF weak fricatives

NC non-sonorant continuant consonants (fricatives)

NI non-sonorant interrupted consonants (stops)

The relation between the standard ARPAbet phonemes and PPF symbols is shown in

tables 4.4 10 4.9
Phonemes mapping into PPF NC

Phonemes mapping into PPF NI

Phoneme ARPAbet Phoneme ARPADbet
transcription transcription
s as in "sat” S p asin "pet" P
z asin "zoo" Z b as in "bet B
sh as in "shut" SH t asin "ten” T
z as in "azure" ZH d asin "debt" D
h as in "hat" HH k as in "kit" K
f as in "tat" F g as in "get" ‘G
Table-4.4 Table-4.5
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Phonemes mapping into PPF SON Phonemes mapping into PPF V
Phoneme ARPAbet Phoneme ARPAbet
transcription transcription
masin "'met" M ea as In "eat” Ly
n as in "net" N i asn"bn IH
ng as in "sing” N X ai as in "ban" EY
w as in "wit" w e as in "bet" EH
wh as in "which" WH a as in "bat’ AE
y as in "you" Y a as in "about” AX
I as in "let" L u as in "but" AH
r asinrent R 00 as in "book™” UH
00 as in "boot" uw
oa as in "boat" ow
ou as in "bought” | AQ
0 as In "Bob" AA
e as in "roses IX
Table-4.6 Table-4.7

Phonemes mapping into PPF WF

Phonemes mapping mto PPF NC

Phoneme ARPAbDet Phoneme ARPAbet
transcription transcription
th as in "that" DH ch as in "church" | CH
th as in "thing* | TH j as in "judge” JH
v as in "sing” v
Table-4.8 Table-4 9

The auxialharies are formed by the catenation of two or more basic PPFs:
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SV for catenations of SON-V

SVS for catenations of SON-V-SON
VS for catenations of V-SON

V8V for catenations of V-SON-V

VV for catenations of V-V

WV for catenations of WF-V

NIF for NI at end of word

NIS for catenations of NI-SON

SVSYV for catenations ot SON-V-SON-V
VSVS for catenations of V-SON-V-SON
SW for catenations of SON-WF

VW for catenations of V-WF

NCF for NC at end of word

NCS for catenations of NC-SON

Signal to phoneme interpretation using Markov Models

Given a set of phonemes:

V={v1, V2 sV }

and acoustic evidence O generated by one member of the set V. The task of phonetic

interpretation is that of identifying V, a member of V, such that:

n

P (V|O) =M P(vilO)
i=1

Where M is the maximum canditional probability. The signal interpretation knowledge

source searches for the most likely phoneme label, given the acoustic evidence O.
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From Bayes's formula:

P (v]0) - P PO

where P (V) is the a prion likehhood of occurrence, of a particular phoneme in the

language,

P (O) is the average probability that acoustic evidence O is observed in the language in

other words:

n

P@=;mwmmn
|=

For an observed acoustic evidence O, we therefore have:

g
P(VIO) = N P(vi) P(O]vi)
i=1

The learning process involves recording the statistical distnbution of  acoustic
observations associated with uttered phonemes. The database accumulated by learning

isP(O|V).

4.2.4, Acoustic models based on Hidden Markov Models

Hidden Markov Models (HMMs) can be used to model stochastic processes that are not
directly observable (hidden), but which can be perceived though an auxiliary set of
stochastic processes, producing a sequence of observations. In speech recognition, the
observations are acoustic evidence, in this case, the sequence of PAC symbols

generated by the utterance. The hidden process is the speech utterance itself.

115



The HMM is trained by recording multiple instances of the sequence of observable
symbols (PACs), generated by repetitions of the same utterance. A separate model is
trained for each PPF. Recognition is achieved by "sconng" the sequence of observed
symbols against every traned model. The highest scoring model corresponds to the

most likely spoken string.

A HMM consists of a number of states and a set of allowed transitions. Within a state,
certain properties of the signal remain constant. An event occuring at time ¢, is
characterized by a transition, possibly to the same state, according to a probability
density distribution, and it is detected by an observation. The symbol is also generated

according to a probability density distribution which is dependent upon the current state.

A Markov model A , is built for every phoneme. The first parameter of |, is the the matrix

of state transition probability distribution A, such that element ajj = P(qj att+1 ] q; at ),

q, denotes the state i in the model. The second parameter of A, is the observation symbol

distribution, for every state B. where B = { bij (k) } and bij (k) = P (vk | q; att, q]- at t+1).

Given a sequence of agbservations O = O4, Og, ..., OT, corresponding to an unseen

sequence of transitions | = iy, io, ..., IT:
P (O 1, 4) = bj1 (O1) bi2 (O2) ... biT (OT)
P (l|A) = 8 i, i Bipir

P (OJA) = 2, P(OJI,A) P(IA)

all i

Recognition is achieved by scoring the observe sequenced of symbols O against all every

HMM A. The HMM which appears to model the observation best, corresponds to the
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most likely interpretation. The complexity of the summation grows exponentially with the
number of observed symbols. The forward-backward procedure [RAB&JUA86] can be
used to compute P (O]A) with a complexity of the order of N2, where N is the number of
observed symbols. Alternatively one can use the Viterbi algonthm, which gives similar

discrimination for speech applcations, but requires fewer calculations.

Training of HHMs is achieved iteratively using the Baum-Welch re-estimation formulas. A

full description of the algorithm 1s found in [RAB&JUABS].

4.2.5. Hidden Markov Models used to model Primary Phonetic

Features

For each main and auxiliary PPF a three state Markov model is constructed and the

diagram below shows the allowed transitions:

-6

Figure 4.10 - Three state Markov Model

The initial state is always 1 and the final state 3 has no outgoing arcs. A PAC
observation is associated with each transition. A PPF can therefore be hypothesized

from one {(with a 1 --> 3 transition) or more PACs.

For a given model 2. the probability of a transition from state i to j denoted by Py (i -->

j) is ajj and the conditional probability of observing a PAC V, given this transition

P3. (Vk | i —>j) = Syk!
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For say a 3 PAC string {Vk, Vi, Vim}, there are three possible sequences of transitions

generating such a string:

H:1->1 5 1->1 ; 1->3
l2: 1->1 ; 1—->2 ; 2-->3

I3: 1-->2 ; 2-->2 ; 2-->3

where:

Py (11) = (a11 “Sva!) * (@11 “Svb") * (@13 " Svcd)
P;. (I2) = (@11 * Sva') * (a12 “Svb?) * (a23 " Svcd)

PMm (I3) = (a12 ~ Sva2) * (a22 " Svb?) * (@23 * Svcd)

More generally for an n PAC interpretation of a PPF there are n possible paths. The

diagram below shows all the possible paths for one, two, three and four PAC

interpretations.

1P~C 2 PAC 3 PAC 4 PAC
interpretatior  interpretatior  interpretatior  interpretatior

Figure 4.11 - Graph of possible paths for 1, 2, 3 and 4 PAC interpretations of PPF

4.2.6. Compiling the training data

The training data is available in the form of text files listed in [MATH87). For each model
(PPF), the prior probabilities of the transitions are given as well as the conditional

probabilities of occurence of PACs for each transition.
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Compiling the training data involves computing P (O | 1) for every possible sequence of
observations and every i (PPF). In practice the probabilities of PAC sequences longer
than four was found to be negligibly low, so that it was sufficient to compute the
expression for every possible one, two, three four PAC strnings for each PPF and

storing the resuits 1n tables.

In order to obtain a number of competing interpretation, a mapping of PAC sequences,
to list of PPF hypotheses and their respective probabilities is generated from the

conditional probabilities. Details of implementation are given i chapter five.

4.3. The lexical level

4.3.1. Generating word hypotheses from PPFs

The next level in the synthesis is the interpretation of sequences of phonemes into
recognizable words. This step is. achieved through a lexicon developed by Professor C.
Suen. The lexicon originally developed for speech synthesis, contains the transcription
of some 9000 words in terms of the PPFs described earlier. The onginal lexicon was
modified using the following transformation rules suggested by E. Merlo. The
transformations involve all possible decompositions of catenated PPFs such as SV,

SVS§, SVSVS, VS, V8V, VSVS, NIS, NCS, VW, SW, VV, WV. For example:

SVS —> SON V SON
S8V§ —> SV SON

Sv§ —> SON VS

Every occurrence of one of these phonemes is replaced by all its possible constituents.

Multiple occurrences require all combinations to be included. While vocabulary available to
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the system remains the same, the number of keys to the words increases enormously

{over 70000).

The resulting lexicon is stored as an inverted dictionary, so that given a string of PPFs it

is possible to retrieve all the candidates words that share the same phonetic description.

Each word hypothesis contains the parameters of time corresponding to the signal it

interprets.
4.4, The phrase level

4.4.1. The grammar

The final step in processing for this system is a parser that screens theories of words
that are incompatible with the rules of grammar. The grammar used is based on ATN
grammar described by Winograd [WINQO83). While the syntax is described in terms of an
ATN the parser it was actually implemented as a rule based parser. Figures 4.12, 4.13,

4.141 describe the grammar.

T ATN grammar taken from T. Winograd "language as a cognitive process” Addisson Wesley

(1983).
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S Network
8:Send

1:NP 2:Verb 4:Verb

3:Verb

Roles: Subject, Direct-Object, Main-Verb, Auxiliaries, Modifiers

Feature Dimensions: Voice: Active, Passive: default, Active

Initializations, Conditions and Actions:

aNPp
bVerbg

cVerbg

cVerbg

cNPg

cPPd

dSend

A
A
C:
A:
C
A

A
cPPd A:
A
A

. Set subject to *
. Set subject to *

. The type of the Main-Verb is Be, Do, Have or Modal
Append Main-Verb to Auxiliaries. Set Main-Verb to *

. The form of * is Past-Participle and the type ot Main-Verb is Be
: Set the Voice to Passive.

Append Main-Verb to Auxiliaries. Set Main-Verb to *

Set Direct-object to subject.

Set Subject to a dummy NP,
.+ Set Direct-object to *

Append * to modifiers.

+ Set Subject to the Prep-Object of *.

" refers to the most recent node role or feature attributes of the most
recent constituent or node (ie. the one just processed by the current arc.

: Voice is Passive and Subject is a dummy NP and the word in the Prep of * is

Figure 4.12 - "S" Network Grammar
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NP Network

6:Proper

5:Pronoun

Y

!

8:Send 3

!

ii

3:Adjective 7:PP ‘

Feature Dimensions: Number: Singular, Plural; default, -empty- '

Initializations, Conditions and Actions: :

NP-1: {Determinerg  A: Set Number to the number of *. .

NP-4: gNounp C: Number is empty or number is the number of *. j

A: Set Number to the Number of *. 4

NP-5: {Pronounnp A: Set Number to the number of *
NP-6: {Properp A: Set the Number to the Number of .

i

refers to the most recent node role or feature attributes of the most recent
constituent or node (ie. the one just processed by the current arc.

Figure 4.14 - "NP" Network Grammar

A brief description ATN parsers is necessary to be able to facilitate reading the grammar;

the parser actually implemented is not an ATN.

4.4.2. ATN parsers
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An ATN grammar consists of labeled networks consisting of nodes and arcs  An aic
specifies a word, a lexical category, a symtactic constituent which must occur at the mput

it the arc 1s to be traversed. There 1s a also a jump arc which may be traversed withou

consuming any input A1N's are generally tap down / left to nght parsers atthough Bates
[BATES75] has shown how an ATN may be adapted to work from the nuddie out for
island driven recogmtion systems and can be designed to hunction top down, bottom
out or bi-diwectionally. If the processing reaches a send arc, then a constituent hag
successfully been processed. It the parser {ails 10 Iind a swtable arc at the current poit
of input then parsing of the current consttuent has Laded and the system mot

backtrack

The nodes of an ATN represent intermediate states dunng partang Dunog the
processing of a constituent, the parser may perform actions which include the wetting aor
modification of a number of attnbutes of the constituent bemmg parsed  These attnbutes,
are called roles  For nstance the roles ol the Sentence constituentan the, grammar ae
Subject, Auxihanes, Mam voerty, Indirect object, Duect obpect The Holes of 4 contitiyen
are filled by words or by whole conutituents Foranstance the “aabypect Haolee ot g

sentence can be a Noun Phrase

In addition to role attnbutes, consttuents, can buve a anather clase, of atttbates o glied
features  The values, of theae foature attnbute,, are characton,ics, of e cansttuent e,
a wholn whuch the pateer b, arreedd ot o o e utt o e analyae, ot e s nn
structure of the constitaen Thee watues of role attnbotes, ate Weretore gt op
constituenty, o the parae winde Yo cqlge s o teatare attobaten gre proop ot of the

conshituente




Arcs can have conditions attached to them. The constraints imposed by conditions must
be satistfied by the current state if the parser is to proceed along the respective arc.

Conditions generally test the current values of role and feature attributes.

The result of parsing 1s a tree structure whose leaves are the individual words of the
sentence being parsed. The structure is built up through the values of role attributes
which are pointers to constituent and words. Figure 4.15 below shows the structure
resuiting from an ATN parse of the sentence the speaker was given a standing ovation

by the audience .
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a standing ovation by Foaturos Fonturos
the audiance "
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4.4.3. The grammatical dictionary



From the grammar it is clear that the values assumed by the festure registers, although
sometimes initialized before the start of parsing, are modified according to the properties
of the words consumed during the course of processing. The parser must therefore
have access to a dictionary where the category and all the features of the word can be

accessed before an arc is taken. Table-4.16 below shows a sample of the cictionary.

Word Category ‘eatures
the determiner

speaker noun

was verb Form: past

Type: be, non-auxiliary
given verb Form: past-
participle

Transitivity: intransitive

a det Number: singular
standing verb Type:
Transitivity:

adjective

noun Number: singular

ovation noun Number: singular

Table-4.16 - Sample Dictionary entries
In addition to the grémmatical dictionary it is often practical to keep a table of default

attributes and values such as the one listed Table-4.17.
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Category Dimension Choices Default
Adjective

Determiner Number Smqular, Plural Sinqgulat
Question Yes, No No

Noun Number Singutar Plura Singashit
Case Subjective, Objective | Subjechive Objedtive
Preposition

Pronoun Number Sinqutar, Phaal Canepalar
Person 1491, 7nd. 4rd 3

Case Subjective Obpective | Subrectivee Ghjective

Question Yes, No No

Proper Number Smqular, Plural Singutae
Case Subjective Objective | Gubgectne, Obyec e

Verb t onn ntiitee e e Prrocssnt 8 Girat g

Past, Past-participle
Present participte
3rd Sinqular pre.aent

Transitivity

Type

Modal, Non aur

tranaitive
Trantattee tu
transitive

He 12 Hnee

Trancati, e

ey aur

4.4.4,

ATH patner

HT AR fegliyres g o Uy el gy

‘
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Use of ATN parsers in blackboard architectures
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the hypotheses are reasonably certain, and then to expand laterally in both directions
until compatible islands merge. A system understanding system developed by Bates
[BATE75], was one of the first to modify ATN parsers to allow processing in both
directions and possibly bottom-up. Given a word or a sub-network hypothesis, the
anchor point, the system retrieves all possible “lead-in" transitions from all sub-networks.

As processing continues towards the left some sub-network candidates are eliminated.

4.5. Search space partitions in the speech application

4.5.1.  Partitions at the phonetic level

The finest resolution at the phonetic level is the PPF. These phonetic features do not
however, represent the full extent of discrimination possible within the domain as each
of them groups multipie English phonemes. Vowels for instance are all represented by
one HMM "V".  The result is that the lexicon maps each phonetic description into a
number of alternative words. While some reduction of these candidates is possible
through parsing, the number of alternatives still remains large. PPFs in fact should be
considered as partitions at the phonetic level rather than domain hypotheses. Domain
solutions should refine "V" hypotheses into individual vowels. Efficient partitioning
requires good familiarity with the domain, the lack of familiarity with these phonemes

makes it it difficult to make suggestions.

4.5.2, Partitions at the lexical level

The lexical level being more familiar, suggestions ar a litle easier to make. The time or
signal atfribute must be exact in all partitions, since this is t;'le dimension along which
plans are developed. The system can proceed with the partitioning phase bottom up
without differentiation between alternative words hypotheses belonging to the same

lexical category and spanning the same signal time. This imphes some loss of
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information, for instance the features which are tested by the parser, but the redoction
in complexity obtained by broadening the label constrants. outwesghs (substantially we
feel), the reduction in complexity that ttus information would contnbute. at subscequent

stages in processing

4.5.3. Partitions at the phrase level

The partithoming process 1s performed exbaustvely and therefore with i mitumum of
control. Processing must be economicat and efficient  Since loss ol information it the
lexical level makes the tests appeanng in the condiions of the ATN granumar impaos-able,
a simplified rule based parser which generates, all the constituents produced by the ATH
parser 1< sulficient. At each level in the phraval hwerarchy, altermaative hypothoeses,
(constructs) of the same type, and which <pan the wame seqgment of agnal, are grouped
together before bemng mcorporated into twgher level constituenty, Agaan e,
parttioning 1s the same as it was at the lexical level with constramts, beang teliaxed an

the label, but kept on the signal time and on the oy,

ey,




5. Chapter five

5.1. Software environment
5.1.1. The programming environment

The software was developed on a Tl Explorer |l Lisp machine. The KnowledgeCraft®
program augments Common lisp with a schema based description language, object
oriented programming, and two inference engines. The forward chaining engine is a
specially adapted version of OPS5, and the backward chaining is a modified form of
Prolog. KnowledgeCraft features are available as function calls and the system is

otherwise a conventional LISP machine interpreter.

Invocation of schema generating functions creates as a side-effect, special data
structures which can be retrieved, modified or deleted by other KnowledgeCraft
functions. These data structures are used to represent all the basic elements of the

blackboard (solution elements, partitions, plan elements etc...).

In the KnowledgeCraft environment schemas are generated, modified or deleted by

three mechanisms all of which are utilized by the blackboard:

1) Through explicit function calls initiated by the interpreter or by other
functions.
2) Through demons and other object oniented programming techniques. These

occur as a result of modifications to schemas.

3) By the actions of inference rules.

The transfer of control from one mechanism to the other 1s crucial to the function of the

blackboard.
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{{ Partition I partition and region are used synonymously */
LABEL:
START-TIME:
END-TIME:
LEVEL:
HAS-DOMAIN-MEMBERS:
SUB-PARTITIONS:
OCCURENCE:
TARGET-NUMBER-OF-DOMAIN-MEMBERS:
DATA-GROUPING-NODE:

CF:}}

The LABEL slot takes the value of the lexical class for "word" level partitions, its value
for partitions at the constituent level is the syntactic constituent class itself (NP, PP,
S...). START-TIME and END-TIME refer to the time values of the signal spanned
(PACs). LEVEL is the ievel of abstraction in the blackboard. Because a phrase level
hypotheses can be composed of other phrase level constituents, it does not necessarily
follow that the components of a partition belong to the next lower level. HAS-
DOMAIN-MEMBERS is a pointer to solutions elements within the partition. SUB-
PARTITIONS is a pointer to lower level component partitions which are used for
abstraction. Partitioning of the search space results in an AND/OR graph of paritions.
During the forward phase of reasoning, time adjacent partitions are integrated into
higher level ones. Non intersecting spaces that compete but cannot be differentiated by
forward knowledge sources are merged by broadening some of the constraints. The
objective here, is to reduce the number of (redundant) elements with which the forward
productions have to reason.  Rather than modity the parameters of the elements

themselves, nodes to be merged are connected through a OR node. The input data for
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forward (partitioning) rules is always composed of these OR nodes and the output
always AND nodes The partiioning process therefore alternates synthewrs (AND
nodes) with data reduction (OR nodes) higure 5 1 allustrates a portion of the AND/OR
graph In the program the same data structure 1n used o represent bolh types ot
nodes The slot DATA-GROUPING-NQDE, takes a boolean value which o troe indicates,
an OR node The slot HAS-DOMAIN-MEMBLE RS 15 only Hilled for AND nodes, as the
plans are specified m terms of comuncts  The SUB PARTITIONS <lot continnes the

pointers to conjuncts in the case ot AND nodes, and dispmcts m the case ot OR node,
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phonetic level.

In the absence of heuristic evaluation functions at higher levels of

abstraction, these values were propagated to word and syntactic constituent

hypotheses using the formula:

CF

It
="
=

where hj is the CF of the ith. hypothesis (conjunct) incorporated tnto the higher level

interpretation.

The sigmificance of these certainty factor values is, however, very doubtful and provides

a very weak basis for discriminating between hypotheses at the nigher levels. TARGET-

NUMBER-OF-DOMAIN-MEMBERS, is used in the plan elaboration phase.

Partitions

that are processed in the earlier stages of a long plan, should allow for more solution

elements to be integrated into islands, as the chances of failure with cumulative

constraints are greater.

elements required to retain enough islands up to the completion of the plan.

The prototype schema for a plan is as follows:

{{ Plan

PLAN-LEVEL:
PENDING-PARTITIONS:
COMPLETED-PARTITIONS:
PLAN-VALUE:
RESOLVES-PARTITION:
COMPATIBLE-SOLUTIONS:
SUB-PLANS-FOR-CURRENT-STAGE:
STATUS:

START-TIME

END-TIME
CURRENT-GOAL-GENERATED-BY-PLAN: }}

This slot contains the estimate of the number of solution
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The PLAN-LEVEL leve! value is the same as level value of the solution clements 1 mtended
to create. PENDING-PARTITIONS, contains the hst of partitions that stll have to b
processed under the current plan  COMPLETED-PARTITIONS. contains the hist o partiions
for which solutions have already been found (under the current plan)  Unless the plan hias,
falled, there will exist at least one island spannimg all the complete partition ot the plan
PLAN-VALUE contains an estimation of the plan‘s potential for tulblhing 1t ol qiven the
current processing constraints and policies  This value 15 used o select a plan from the set of
competing alternatives, which will generate solutions within the ame parition RE LOEVE G
PARTITION, contains a pointer to the parttion for winch the colution elements are bemg
generated. COMPATIBLE-SOLUTIONS contamns pointer to the de,uncts iparition nodes)
which are compatible with the processing decisions represeited by the plan LU P AN
FOR-CURRENT-STAGE, points to other plans which have bean claborated to generite
soluton elements within the paribon in which solution wlands are beng ertended I he
plan's STATUS siot informs the system whethor & pian has been completed (oo farthes
processing required), whether it has taled (no wsland could be cdended 1o pan e entite
plan) or whether 15 still procesang  START TIME and FHD TIE hathe <ane caae a0 the
start and end tumes of the pariton for which the plan v, geaerating olitione A plan i

has generated the required number otstands <panmme e tant and end e e comglete

Controt over domain knowledage sources, v, ereded through goal cleancnts qenenate by the

plans bemg executed  Goal cchemas ate ditechiy e, 1o qenerale odubon coments e g

particular partitton of the blackboard, or to mtegeate oluhon et of g parbicanat ¢ atthion

o 1nlands  The prototype goit e acehned o 30lowe,
{ Goal
AOTION TEVEH:
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PLAN-WHICH-GENERATED-GOAL:}}

ACTION-LEVEL refers to the herarchical level on the blackboard at which domain knowledge
sources are required to output their solutions. To control the number of hypotheses that are
generated. knowledge sources only output one solution element per invocation. The number
of required solution elements is recorded in the slot REQUIRED-SOLUTION-ELEMENTS,
every time the goal 1s nvolved in the invocation of a knowiedge source, and results in the
creation of a hypothests, the value in the siot SOLUTION-ELEMENTS-STILL REQUIRED is
decremented. When the value in this latter slot becomes zero, the target number of solutions
has been reached and the goal 1s removed by a demon, effectively inhibiting further
processing The slot PARTITION-UPON-WHICH-GOAL-IS-FOCUSSED points to the
partitton etement, to which the solutions output will belong. PLAN-WHICH-GENERATED-

GOAL is a pointer to the plan schema which generated the goal element.

With the exception of the top level, the purpose of goals is to generate solution elements that
may be integrated into higher level hypotheses. When the required number of solutions at a
particular has been created and the demon attached to the slot SOLUTION-ELEMENTS-
STILL-REQUIRED 1s tniggered, it should not only remove the goal in question, but all the sub-

goals that were created at lower levels in the hierarchy.

The attributes of domain elements difler according to the hierarchical level on the blackboard,

several specialization of the domain element prototype are defined.
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Figure 5 2 - Domain Object declarations

Each specialization schema shown i figure 5 2 inhenits all the attnbutes of the more
general parent DOMAIN-CLEMENT schema
{{ Domain-element
EVEL
LABEL
PARTITION-LABEL
BELONGS-TO-PARTITION
START TIML
END-TInME
WORK DONI
Ct
PLAN-THAT CREATED N
GOAL RESPOHSIHLE FORCRE ATION
SULSELEAEHITS

PAREHT ELERY T )

The LEVEL <ot recoredr the daerarcboe ot e con of e scution element EARE L ooy,
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level hypothesis "dog", for instance the partition label wouid have the value "noun™.
BELONGS-TO-PARTITION is a pointer to the partition schema itself. START-TIME,
END-TIME are the subtended signal times. WORK-DONE s an integer value which
represents the cumulativa computational effort to arrive at the hypothesis. In this
particular application, it is assumed that every domain knowledge source invocation is
equivalent, so that the work done is one plus the sum of the work done for each of the
constituent (lower level) hypotheses. The CF s the confidence factor associated with
the hypothesis. PLAN-THAT-CREATED-IT is a pointer to the plan schema which
generate the goal necessary for the invocation of the knowledge source. CREATION-
CYCLE contains the cycle number at which the hypothesis was created. GOAL-
RESPONSIBLE-FOR-CREATION points to the goal which enabled the instantiation and
was eventually responsible for the creation of the hypothesis. SUB-ELEMENTS and
PARENT-ELEMENTS point respectively to constituent hypotheses and integrations of

adjacent hypotheses.

In addition to the slots of the Domain-element schema, hypotheses nhert slots which
depend on their hierarchical relations:
{ Pac
IS-A: domain-element
PREVIOUS-PAC:
NEXT-PAC:
LEVEL: 0 }}
{{ Ppf
I1S-A: domain-element
LEVEL: 1
NO-OF-PAC-SUPPORTS:

BETTER-HYPOTHESIS:
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WORSE HYPOTHEFSIS
PREVIOUS-PPt S

NEXT-PPFS })

PREVIOUS-PAC, PREVIOUS PP pomt respectively 1o the PAC o PHE < whone tagnal
times terminate at the starting pont of the current hypothesis WORSE HYPOTHE 515,
points to the ppt (domain element at level 1) schema supported by the same PAC evidence
with the next best sconng valie (the sccond best pbonetic interpretation for the ame
succession of signal segments)
{{ Phrase
IS A domaim eiement
FEATURES

LEVEL 63}

{{ NP
IS A phraswe
D TE RMINE §2
HEAD
1 PP
15 A phrase
PRE O
PREPOSIT O
The preposmional phease: amd the nogn e cota e g dae by v ot ey e
clement . wel e o Gb e prege e et ey A Pt ra
IS S T L P O L O T R R R R IR

5.2. Knowledge sources used to partition the search space




5.2.1. Partitioning knowledge sources at the phonetic level

The initial data consists of a sequence of PACs spanning the entire signal. The first step
in processing involves generating PPF hypotheses. Examination of HMM models shows
that the relative probabilities of phonetic interpretations of strings of PACs greater than
four, are virtually insignificant. At the same time the compiled tables required for 5 or
more PAC interpretations of phonemes become unmanageably large making them totally
non cost-effective. For these combined reasons phonetic interpretations comprising

more than 4 PAC segments are ignored.

Given a sequence of PACs the system will generate all possible phonetic interpretations
for one, two, three and four segments. For instance given a five PAC sequence {a b ¢ d

e} where the the PAC identified as a is the first, followed by b etc...

Possible 1 PAC per PPF interpretations are: {Ha} {Hp} {Hc} {Hd} {He}, where {Hg3}

denotes the set of hypotheses which can be generated from the labetl ot PAC a

Possible 2 PAC per PPF interpretations are {Hap} {Hpc} {Hcd} {Hde} . where {Hap}
denotes the set of hypotheses which can be generated from the labels ot the two

successive PACs a and b.
Similarly {Habc} {Hocd} {Hcef} {Habcd} {Hbede} are generated.

These sets of hypotheses are generated by four functions {one for 1 pac hypotheses
another tor 2 PAC etc...) which iterate through the list representing the successive

PACs.

The functions access a LISP hash tables. There are four hash tables. one for 1 PAC

interpretations, one for 2 PAC interpretations etc.. . The key to the hash table is formed
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Had paths longer than 4 PACs been taken into consideration, the compilation of the
hash tables could have been based on the Viterbn algorithm which selects the maximal
path incident upon a node of the network in figure 4.11, instead of the sum over all
possible paths. The Viterbrn algorithm gives more or less the same discrimination

between models, though with different relative weights.

There are on average about eight phonetic hypotheses for every one, two, three, and
four PAC segment of signal. The combinatorial complexity, even at these nitial stages of
processing, is such that exhaustive processing cannot be carrned without reduction of
data. It was decided to group similar PPFs into a smaller number of classes (constraints
broadening of the label dimension), before generating partitions at the lexical level. The

grouping 1s as foilows:

FRICATIVE <~ {NC NCS WV VW WF}
RESONANCE <~  {V VS VSV VV VSVS SON SV SVS SW SVSV }
SILENCE <= {NINIS}

FINAL <~ {NIF NCF}

During the partitioning phase a function 1s invoked to group phonetic hypotheses that
span the same signal times and belong to the same class. The phonetic classes are then
used to generate partitions at the lexical level. The confidence levet associated with the

partition is the same as the highest confidence level of its member hypotheses.

5.2.2.  Partitioning knowledge sources at the lexical level

Generation of lexical partitions 1s achieved by means of rule based hnowledge sources
The input elements are partitions representing phonetic classes An output element 15

generated for every lexical category represented by time adjacent integration of
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5.2.3. Partitioning knowledge sources at the phrasal level

Integration of partitions representing lexical solution elements is achieved by a rule based

parser. The grammar used 1s compatible with the ATN grammar described in chapter

four. This rule based grammar however does not apply all the tests and constraints as

much of the needed information has been lost at the current (lexical) level. The parser

must however generate a super-set of the constituent structures of the ATN. Some of

the structures of the rule based parser will inevitably fail if processed by the ATN,

because of the tighter constraints. Table 5 3 below lists the rules

NOUN-GROUP

DET + NOUN-GRQOUP

ADJ
ADJ + ADJ1
ADJ1 + NOUN

DET + ADJ1 + NOUN
NP + PP

VERB

VERB + VERBH1

NP + VERB + VERB

NP + VERB + NP
PREP + PP

S + PP

NP + VERB + VERB1 + VERB

NP + VERB + VERB1 + NP

->

-2

->

NP

NP

ADJ1

ADJ1

NP

NP

NP

VERB1

VERBH1

PP

S

Table 5 3 - Context Free Grammar
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5.2.4. Flow of control and flow of data during search space

partitioning

fLach rule 14 considered a Separate (partitionna) knowledge searce o vathe proce:s ang
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Level | Domain element type Used by knowiedge source type

8 Complete utterance (solutions)
6 Syntactic constituents  (S.|inputs to parser or sol. grouping
NP.PP..) KS

4 Lexical groups ({Noun, Verb,|Inputto parsing rules

Prep,. .)
2 PPFs Input to lexical retriever
1 PACs inputs to HMM hypothesizer
0 Speech-string (Initializing data) Input to PAC schema generatcr

Table 5.6 Hierarchical Levels and knowledge sources in domain space

Table 5.6 lists the domain element types and their function with respect to domain
knowledge sources. Although PPFs are regarded as domain elements for the purposes
of this application, The phonetic discnmination they provide 1s nsufficient to allow
interpretations of small sub-dictionarties. They should in fact be regarded as partitions
within which the search for a particular finer grained phoneme 1s performed. As is it
was not possible 1o train develop HMMs for more focussed phonemes. it was assumed
that PPF hypotheses represent the finest degree of resolution at that level of

abstraction.

Figure 5.7 illustrates both control and data flow in the partitioning phase of the solution
Steps 1, 2, 3 and 4 are achieved by direct function calls. Step 5 is executed by the
enablement of a set of 7 OPS rules runming in parallel; six of these rules generate lexical
partitions and the seventh carnes control to the next step. After step 5 has been
completed, the only rule that can fire (the 7th) disabies the set ol 7 rules (including
itself), it invokes a function to group all lexical partitions (effectively completing step 6).

v d

and enables a new set of to achieve concurrently steps 7. 8 and 9 Although the flow
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of control 15 such that the three steps are enabled concurrently, the parsing tules, require
mput data that has been grouped to ehnmmate redundant parttions Phe mput data can
consists of lexical categones (grouped) at level 4 and syntactic constituents (Grouped) at
fevel 6 The output data s either lrger syntactic constituent (ungrouped) atlevel S oo a
complete sentence spanming the entire signal (ungrouped) at level 7 Procesaang up to
level 4 proceeds incrementally up the level hierarchy, levels 67 and 8 mteract in i data
dependant fashion, hence the flow of control orqanwation  The [ast rules o hire m that
saet disables the parsing productions and transter, control to the rale whaeh combunes, ail
solutions (the root of the AND/OR graphy  and enventually temmanates the parbiionimeg
phase
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that must be enabled together (including the rule which disables them) specify the same
value for "current-step”. The rules which perform data transformations, for instance
synthesis of PPF groups to lexical partitions, will contain one or more additional
condition elements (in the LHS). The specificity condition of OPS (described 1n chapter
2), ensures that the instantiations associated with rules with more complex LHS
condition elements, are selected first. The simplest rule which has only the STEPPER
condition element, will fire last and its RHS modifies the value of the STEPPER schema

thereby enabling another set of rules.

Once the partitioning of the search space into an AND/OR graph of partitions 1s
completed. all partitions not connected to the root node can be eliminated. These occur
when syntactic constituents parse correctly but cannot account for the entire signal.
The blackboard will then commence the planned search for a solution selecting

compatible sets of partitions to investigate

5.3. Domain knowledge sources

The shortcomings of this application are primarily due to the weakness of domain knowledge
sources. Effective control in searches requires a problem solving framework that allows the
expression of every modicum of application related knowiedge, and a program organization
that integrates effectively this information, to optimize problem solving actions. Evaluation
of a problem solver requires not only a complex problem but also multiple sources of
information, evaluation techniques and a diversity of methods for building solution
increments. The problem of speech recogmtion and understanding is certamnly complex
2nough, interpretation techniques and analysis techniques abound, but their incorporation
and evaluation requires thorough familiarity with the field and very broad based expertize.
This problem was underestimated initially and the result is that what knowledge sources were

incorporated are insufficient to test fully the features of the problem solver.
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The blackboard was designed to support istand driving.  This type of strateqy 15 advantageous
as interpretation tasks are bound to span partitions of uneven certainty  Istand driving
however, requires reasonably meaningiul certainty factors at every level where ilands are
built up. With the knowledge avalable certainty factors are rehable at the phonetic level, but
there are no reasonable evaluation heunstics at the lexical or phrasal level  Propagating the
values of lower level hypotheses to the higher levels, dos not contnbute additional

information about newly synthesized data.

The mitial survey of hterature confirmed that island daving was very conmon an speech and
signal processing systems employing blackboard type arcliutectuses, [tas fuelied the
matvation to adopt this approach without proper consideriabon ot the knowledge ources
required to test it In the end the mmplementation was moditied o Lome cdent to

accommodate a functioning of the available knowledqge sources
5.3.1. Domain knowledge source for parsing

The onginal mtention was to inplement an uland dnven ATH parer ondar 1o thal
described in [BATESG/S). These parsers given an wutial good word Tyypothese, e, an
anchor pomt, retneve the lexical categones from a grammatical dictionary L or each

category the sub networks n which it might acour are retneved

It can be shown that thare exists a contextdree grammar tor cpery TN (Hocareage
Transiion Network) grammar {SIHNOB2] Samdarly thee augmentatons of ATH Boave then
counterpart i Augmentod Phrase Structure Grammar (APLOn  es poasable W coprer s,
an auqgmented phraee strgctuee grammar which e, irongly egusivalent Yo the A TH that e,
the structures the parer gonerites are e ame i parttioratig e earch oo at thee
phrasal e ved g contert trea grogmmae was, e S thie e Qigre et o) ot gty the

partiticrneg Af the coaroh o nace et e e bar, b cntre b e plantierd g h
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phase, it is imperative that the structures generated by the two parsers, for a given
string, be identical. For this application, the design alternatives were to use an RTN for
partitioning, and an ATN for the detailed search, alternatiely to use a CFG parser for
partitioming and a strongly equivalent ATN for the planned search, i nnelly to use a
CFG for partitioning and an APSG for the detailed search. The CFG based parser IS
advantageous for partitioning because 1t is readily implemented using the existing OPS
engine. For the second phase of processing, the constraints of natural lfanguage require
either an ATN or an APSG based parser. Of the two, the ATN can exploit the control
properties of the blackboard more fully. When implemented for sland driving, the
control decistons required of an ATN parser are the selection of the edge to develop (left
or right) and the selection of arcs, at nodes where a choice exists.  This is exactly the
type of decision performed by the blackboard's planner. The disadvantage of an island
drivers ATN however, resides in the comparative complexity of its implementation and in
the uncertainty that the structures generated will map in to those ot the partiions The
ease with which the augmentations can be incorporated into the the CFG parser, using
the extended OPS avaiable with KnowledeCraft favoureu the impiementation of the

APSG parser.

Rule based parser consume all the elements of a phrase simultaneously, rather than
element per element. The blackboards planner was designed to provide a finer level
controf. A fully refined plan specities the set of adjacent partitions which must each
contain at least one solution element in order to attempt the parsing of a grammatical
constituent. The planner described in chapter three however, only refined its plans to
the extent of one decision point before invoking domain knowledge sources. The
modification that were made to the design of the blackboard are described in the next

section.
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The left hand side tests of the rules used to implement the APSG parser, are a super-set
of the conditions used for the CFG parser. There 1s a one to one mapping between the
rules in each parser. To create a rule for the APSG the corresponding CFG rule 1s taken
The augmentations are found by taking the appropriate path in the ATN network and
applying all the tests and actions as augmentations For example the path (f, g) in the
NP network of figure 4.14, specifies that the number feature of the Noun Phrase, s set
to the number value of the determiner consumed by arc tdeterminerg  The second arc
gNouny, requires that the number register of the NP be either NIL or match the number
of the noun word consumed. Because of the action of the first arc the net constraint on
the path i1s that the the number of both the determiner and the adjacent noun must
concord. The noun phrase resulting from a successful parse will assume the same number
feature. The tests and augmentations only restrict the construct that might be
generated (with respect to the CF® grammar), there 1s no nsk of generating a new
construct. AugmeninQ the the CFG parser 1s a very straight forward task and avoids

the nisks of using grammars that are not completely equivalent.

5.3.2. Domain knowledge source for lexical retrieval

The input to this domain knowledge source 1s a string of PPF symbols and the output 1s
one or more words. As with partitoning knowledge sources, the phonetic dictionary is
stored as strings of PPFs which evaluate into a list of candidate words within a
dedicated package. This method of storage I1s iIncompatible with true island driving, as
the entire stnng of PPFs must be available to generate lexical hypotheses. A
discnmunation net with vanables provides an easy way to retneve all hypotheses

consistent with an arbitrary sub-string
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The grammatical dictiocnary which is much smaller, contaiming some 50 words, (the
phonetic dictionary contains some 7000 words) 1s stored in a hash table, its key 1s being

the word
Example
(gethash 'fish "gram-dict*)

—> ((NOUN (NUMBER (SINGULAR PLURAL)) (CASE (SUBJECTIVE OBJECTIVE)))

(VERB (TRANSITIVITY INTRANSITIVE)) (FORM (INFINITIVE PRESENT)) ) )

The outer hst contains sub-lists, each of which 1s headed by a lexical category (noun,
verb, adjective eic .) Within each lexical category, every dimension is expressed as a sub-
hist whose head 1s the dimension. and whose tail 1s the value ot that dimension. The value
of a dimensions 1s an atom if it 1s single valued and a hst if 1t 1s multi-valued. Although it
was suggested 1n the fourth chapter that default values for the dimensions of each
lexicai class should be kept in a table to mimimize storage. In practice because the
grammatical dictionary had few entries, and it was more difficult when compiling 1t to

remove entries for default values, ail the properies were entered

5.3.3. Domain knowledge sources for generating hypotheses at the

phonetic level

It would have been preferable to use HMMs trained on the broader classification of PPF
groups for paritioning and to use finer grained HMMs, including models tfor vowel
recognition to perform the domain search. For a fixed size training set, models based on
a broader phonetic classes would have ytelded better discnimination.  Similarly finer

grained classification for the planned search would have resulted in fewer and more

153



| R

LA

had

AR ATTR A S, o AL N L S Sl

precise solutions As however, traiming HMMs was not possible, the lowest level

partitions were generated artificially by compressing phonetic (PPF) data.

5.4. Implementation of control and planning

5.4.1. Departures from the original blackboard design

While the use of rule based triggers for knowledge sources, imposes some ch:nges on
the synchronization of the blackboard. the moditications are less drastic than might be
expected From figure 3 8 one can sce that only after a plan has been fully refined, in
other words when the sub-partitions 1t spans. encompass the signal time of the parent
node, can a domain rule be tnggered at that level  kxecuting a retined plan ensures that

the solution elements required by conditions of the knowledge source, are generated

A capacity for testing partial tnggers (a subset of the conditions of the knowledge
source), would enhance the performance appreciably  With the blackboard functioning in
beam-search mode, the system could detect failure or perhaps a drop m the survival tte
ot solution 1slands, and could consequently repair the plan by broadening the beam
Similarly if the system were required to search exhaustively target conjuncts, early

detection of plan fallure would save much needless searching in the lower sub qoals.

Testung parual tnggers. provides a capacity for interleaving ptan refinement with plan
execution Reducing this capacity, dimimishes the amount of information that 15 available
to control which could be used to influence its decisions  One could envisage more
sophisticated domain knowledge sources, which exploit information available to control

through the exccution of partial plans, to generated more appropnate hypotheses

The reduction ethciency which results from coarse sequencing of plan-elaboration/plan-

execution, 15 10 a certain extent mimimized because partial paths are shared by competing
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plans. This charactenstic is emphasized because plan development s heavily biased by the

policy of least commitment.

5.4.2. Control interface with the OPS engine

Any architecture built on top of an OPS engine, which imposes an alternative control
discipline, must program its inference cycle in terms of a number iterations of the basic
engine's interpreter. This does not allow optimal low level efficiency. More recent
implementations of the Rete algonthm (OPS83 ) provide the programmer with
information on instantiations, and allow the selection ot the rule to be fired This
blackboard was onginally developed with an older version of KnowledgeCraft which only
provided the two traditional OPS5 conflict resofution strategies A newer version of
the software now provides some information on the conflict set and allows the user 1o
customize the conflict resolution strategy, but it stll does not provide the full
functionality of OPS83 As the blackboard was modified to run with the new software a

description of both interfaces follows

5.4.2.1. Interface with the older version of OPS5

Two additional data structures are required for this interface.

{{ Instantiation
STATUS:
CYCLE-NO:
ASSOCIATED-GOAL:
LEVEL-OF-ASSOCIATED-GOAL.
CONFLICT-SET-TO-WHICH-INSTANTIATION-BELONGS:
KNOWLEDGE-SOURCE:

INSTANTIATION-SELECTED-P. }}
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{{ Agenda
CYCLE-NO
CCNFLICT-SET

SELECTED-INSTANTIATION }}

The knowledge sources are coded using two rules  The first tests the conditions that
make the knowledge sources invocable and returns this information to the
blackboard’s control, while the second allows the control system lo tivoke the

selected instantiation

The LHS of the fist rule of a knowledge source contamns all the conditions pertinent
to the knowledge source itselt  The GOAL condition ensures that the knowledge
source remamns dormant until the blackboard requires its output, and creates a qoal
schema instance with specifications that correspond to the desired output partiion
When such rules fire, the system is informed of the knowledge source instantiations,
that can potentially fuitill a data processing requirement  This formation v, passed to
the blackboard's control by the creation of an instance of the INGTANTIATION
schema containing all the relevant mformaton (knowledge source name, qoal schema
that the instantiation satisties, input data rehabidity and efthcaiency parameters were
they are relevant etc ) This schema 1, created by the RHS of the firut OPS rule
Because the system must know all the nstantiations that are avadable at evory
blackboard cydle, the OPS engine 14, allowed to fire all the first rules of the knowledge

sources together with ali the bindings, that exist {OPS instantiations)

The blackboard must then consider its processing prionties  Pomters to the
nstantiation schemas are stored in an mstance of the AGENDA schema Such an
instance 15 created at every blackboard cycle, and 1 retained for tracing purposes,

The best instantiation in the current agenda 5 selected by setting a boolean attnbute




The second rule of each domain knowledge source has a conditton element that
requires this attributes value to be true. Since only one instantiation I1s set at every
cycle only one nvocation of a knowledge source is performed per blackboard
evaluation cycle. The orgamization of the systems allows this evaluation to be
performed on any basis Meta rules could be used for evaluations, and there 1s no
fundamental reason why only one instantiation should be selected at every cycle. In
fact, evaluation should be regarded as a costly blackboard function, to invoked

frequently, only when major changes of state are expected.

From the point of view of implementation, the blackboard has no means of
determining from cycle to cycle, what instantiations have become invalid as a resuit of
the most recent knowledge source invocation. All currently valid instantiations, must
be regenerated at every cycle. OPS's refraction strategy however inhibits repeated
finngs of a rule with the same set of parameters. A change of value of one attribute
in a condition element however, constitutes a new set of parameters and permits
invocation. Each rule in the system contains a STEP condition element which 1s used
to control the blocks of rules that are enabled durnng any OPS cycle A single
instance of the step schema 1s created for the entire run. Dunng the partitioning
phase, this step schema 1s used to enforce flow of control when rules are invoked.
During the planned search, the system alternates between the generation of
instantiation schemas and the invocation of knowledge sources. The step schema
enforces these changes. By changing the attribute value of the step schema the rules
generating the instantiation schemas are "refreshed” and can fire again at the next

cycle with the same domain parameter, when the latter are stil vald.

5.4.2.2. Interface with the newer version of OPS
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The OPS engine n the newer version of KnowledgeCraft provwides a function {or

determining a number of parameters of every instantiation ncluding overail
specificity, recency and the rule name There i1s no nformation on the working
memory (input)elements involved It 1s also possible to define a contlict resolution

strategy which 1s based on the available information

in the newer version of the blackboard a knowledge source |s represented by a single
rule The conditton elements are based on the goal element and the partiions which
encompass the knowledge source’s 1input data and s output  There i, no exphcit
teference to domamn elements [o prevent a rufe from finng without there being any
domamn elements to provide mput data the OPS engine 1s allowed to "wee” the slot
HAS-DOMAIN-MEMBERS of the partition schemas  Unless this slot 15 non nil tor
every input parition the rule cannot fire. The creation ot any new domain elements
refreshes this slot and allows the rule to fire without further interterence from the
blackboard. The system can however monitor the progress of solutions by reading
the same slot in the partihons. and take appropnate actions should the situation
require it Since the invocation of a domam knowledge source 1 a one rule process,
there 15 no need of the STEP condition element, all the control 1 perlormed by the
GOAL schema. The simpler tormat of theses rules (there 15 no reference to domain

elements), reduces the tune required for pattern matching conuiderably

5.4.3. Knowledge source enablement priorities

The objective of the problem 15 to gencrate soluthons satistying constraints, at the

highest level on the blackhoard Generally, the tugher level the solution clement, the

greater the integration of partial solutions and the closer to the main goal A top level

solution element corresponds to a very small set or possibly even a unique et of lower
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level hypotheses. The generation of large number of hypotheses 1s associated with the
uncertainty and weakness of the knowledge sources. The system must always remain

responsive to the prnmary objective which 1s the top levei knowledge source.

During the top down generation of solution elements, 1t 1S conceivable that the planner
might attempt to keep generating fower level solution elements to satisfy its targets for
each partition while there might already exist a competing top, or at least higher level,
instantiation. For this reason competing instantiations in an agenda, are always
weighted to favour higher level invocations The information given by the structure of
plans could be even be used more ethiciently to favour parent hypotheses over therr
children but perform meta level reasoning when comparing hypotheses not connected by

direct ancestry

As the interface with the newer version of OPS does not include an explicit knowledge
source instantiation selection cycle, the conthlict resolution strategy is programmed to
favour rules with a lexically smaller name. The user then ensures that rules are named

appropriately.
5.4.4. OPS efficiency considerations

The OPS engine was designed to solve problems .n which the transformation expressed
by the action (RHS) part of rules represent small changes of state. In fact the
efticiency of the RETE algorithm rests on the fact that these changes are incremental
and only partial re-evaluation is required from cycle to cycle. The blackboard on the other
hand shifts its focus of attention by means of goal schemas at every cycle thus forcing
extensive changes in the RETE network. This probably explains why none of the

blackboard architectures descnbed in the hterature appear to be built ontop of OPS

5.4.5. Performance and results with speech application
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The results plotted were obtained by processing a sixteen segment (PAC) utterance
created by the catenation of signals labels used in single word spotting experiments.
The dictionanes used were restricted 1o the samples of words avallable from the word
spotting data files (some 70 of them) The blackboard was set to search the selected

partitions exhaustively
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Rate of generation of solution elements with time
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Integration of lower level solution elements into overall solutions
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Figure 5.9 - Number of partial solution elements which failed to integrate VS time

5.5. Suitability of the blackboard organization for the
application

5.5.1.  Relationship between the application and the problem solving

architecture

The majority of blackboard systems that are documented, were designed and optimized
around a particular application. The developments of Hearsay | [LES&ERM&RED74]
[LES&ERM77], HASP/SIAP [NI&FEI82], and CRYSALIS [TERRY83] were each
designed to solve specific hard problems. With the exception of CRYSALIS the

problems incorporated a considerable amount of "expertize". The performance was
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attnbutable to the knowledge intensive nature of the system rather than refined
computational efficiency. The momentum for blackboard architectures grew out of the
realization, that difficult problems could solved, with proper use of control information.
Through the historical line of development, one can trace a two fold development. On
the one hand increasingly complex mechanisms to support on the fly analysis, and
evaluation of processing options, and on the other growing sophistication 1n the

formalisms to express knowledge and the reveal structural properties of problems.

Innovative architecture design i1s spurred by the untapped wealth of problem reducing
knowledge. The relationship between the domain and the programing environment is
symbiotic. A powerful and flexible environment promotes the formulation and
integration of available knowledge, and application knowledge itself, provides the
necessary pointers and clues to the system's designers. Given a refined and optimized
system, it is then possible to generalize the constructs it provides to accommodate

alternative applications

For this project the stuation was completely reversed. There was a requirement for an
architecture to solve that was not yet properly formulated. The data to be represented
and processed had not yet been specified, the structural relations in solutions elements
could therefore not be expressed and the processing methods were totally unknown (to

us at any rate).

The need for a precise problem of adequate complexity, was answered by the speech
application. The task had been attempted before using a blackboard (HEARSAY [1), and
some of the knowledge sources could be coded relatively guickly. The drawback however
has been the poverty of knowledge both for control and in the domain. The
redundancy in processing techniques which so greatly assists i reducing complexity,

was in this case, completely absent.
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The problem is itself artificial as there are no physical means of generating the continuous
data required as input. Test data has been constructed, by catenating signal segments
from files used for discontinuous word recognition. The knowledge sources that reduce

complexity such as prosodic analysis, expectations of words, context, svolving models

of the world which can be used to eliminate some hypotheses, are all absent.

The awareness that such knowledge sources exist in all applications justiying the use of
blackboards, has resulted in provisions being made for such knowledge sources at
several levels in the problem solving process. The the control mechanism is built upon
an AND/OR decomposition of the task, which 1s a very general and domain independent
representation of problem solving processes. In addition the system can exploit
parallelism as well as cope with interactions between conjuncts. The generalized features
of the problem (those actually implemented and easy extensions} will be discussed in a

latter section of this chapter.

5.5.2. Suitability of architecture for parsing

Having suggested the features that make this architecture of interest as a general
purpose problem solver, one should evaluate its suitability for the type of task, around
which it was built. The problem posed by this application of speech recognition, is an
integration of two tasks quite commonly encountered in Al, namely parsing of natural

language and data synthesis.

To evaluate this problem solver's capacity to support non-deterministic parsing, we
should examine the most common types of parsers, the software characteristics that are
essential to their function, and the computational schemas that enhance their

performance.

164




- —

5.5.2.1. Parsers based on context free grammars

Non-determimism in context free parsers occurs not only because there is a choice In
the rules to select at every stage, but because there are a number of dimensions in
processing which must be decided, and u~on which the efficiency of processing
dependents. A basic parsing procedure can parse n parallel or sequentially (depth
first, or breadth first). Processing can be top-down or bottom-up.  Given any of the
above combinations there still remains the choice of nodes to expand within a rule.

Selection of nodes can be strict left-to-right, nght-to-left or island drniven.

The blackboard itself aliows all these degrees of freedom. Top-down processing is
achieved by wnting knowledge source preconditions in terms of the LHS of parsing
rules, bottom-up achieved by using the RHS of rules as preconditions (knowledge
sources wntten both ways are required to for bi-directional processing). The choice
of nodes to expand is entrely within the control of the planner and it can be fixed or

decided dynamically.

Generally top-down parsing ensures that nodes that are processed fit together in the
overall structure, while bottom-processing ensures that the structures that are built
up, are complete at the lower level. A backtracking search often requires re-parsing a
common constituent encountered in several paths, while parallel processing can
overwheim resources. Active chart parsers combine the best of ali strategies by

parsing every constituent only once and processing only relevant nodes.

The blackboard itself provides a sophisticated active charnt by retaiﬁing all processed
"well-formed sub-strings"; the system wiil actually block any attempt to reprocess a
sub-strings with the same rule while at the same time making the result globally

available. The plan generator fulfills all the functions of proposing pending edges and
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combining completed ones, but it i1s also able to perform more judicious selection by
analyzing the global consequence of its choices In addition the planner is able to
respond to external constraints discovered form levels of reasoning beyond the

functions of the parser.

In the absence of expectations or knowledge about the problem, decisions between
competing hypotheses of equal value can only be made arbitranly. However when a
parser 1s used in speech recognition and understanding there 1s a level of processing
hierarchically below the parser (as was the case with the application used in this
project), and there would be a level of processing above the parser which utilizes the
tree structures that are generated, to extract meaning, and modify the system's model
of the world. A system starting with a model of the world (as a higher level
hypothesis) and with some knowledge of what constitutes feasible, or rational
changes of state, has the capacity of discriminating between different structures that

could be generated by the parser.

5.5.3.  General adaptability to other applications

In order to claim that this architecture is generally adaptable to a broader class of
problems, it is interesting to consider whether the problem solving principles employed
can be adapted, to model effectively, seemingly different applications. A quantitative
evaluation is of course, completely out of the question. All that 1s attempted 1s a
qualitative representation of the problem using the constructs and the paradigms

described earlier.

The application considered is taken from the literature and was solved using one of the
earliest blackboard architectures. The system published under the name of HASP/SIAP

[NII&FEIB2] was developed for the US depanment of defence.
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The task was to develop and update a "situation board” to show the positions of all naval
vessels. The system receives data pnimanly from hydrophones placed at several locations
In the oceans but also intelligence reports from multiple sources. Acoustic data s tuzzy
with a low signal to norse ratio and can be misteading because of echoes from uneven

ocean floors and acoustic camouflage of military vessels.

The database 1s orgamized into hierarchies, at the lowest level the hypotheses are
acoustic segments, then lines, harmonic sets, sources for acoustic data, platforms
(vessels), and fleets Hypotheses are instances of prototypes ot different levels A
hypothesis at the highest level in the HASP system 1s a snapshot of the entire board,
identifying and locating all vessels at an instant in tme. The system concentrates its
efforts on one giobal hypothesis called the CBH (Current Best Hypothesis). The CBH
evolves with time, according to expectations (such as anticipated movements intelligence
reports etc ) and events {such as new signal detections). While local hypotheses are
allowed attnbutes with multiple values to account for uncertainty, the parent hypotheses
encompasses all allowed vanations in the children; the resulting graph 1s composed of
AND arcs but no ORs. Hypotheses that conflict with therr parents are ignored unless or

until the evidence becomes overwhelming forcing a reconsideration of the CBH.

Most of the knowledge sources (there are some 50 of them) perform bottoin up
synthesis, although some of them reason from higher levels to lower or modify

hypotheses at the same level of abstraction.

The system has two modes of reasoning:

1) Reasoning based on data events prompted by occurrence of incoming data (time

stamped). The incoming data is mostly acoustic evidence but can also include higher
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level (intelhigence) reports  All incoming data 1s stored in an event list. Event based

(data driven) reasoning mvolves bottom-up processing.

2) Model basec reasoning imtated by the CBH The CBH at any time incorporates
velocity vector for the identified vessels. This information 1s used as a basis for
predictions and expectations as ptatforms are expected to pass close to

hydrophones. Tests and venfications can be scheduled in the problem hst.

Event based processing 1S controlled by a special (control) knowledge source called
Event Dnver, and Model based processing 1s controlied by an equivalent Expectation
Dniver A higher fevel control knowledge source called a Strategy knowledge source

selects the mode of reasoning

The Event Dniver if invoked (by the Strategy Knowledge source) selects the instantiation
(data tem and the knowledge source to process it). The Expectation Driver when
invoked scans the Problem hist for the most useful candidate that can be tested at that

stage in time

Solving the HASP problem 1s a matter of extending the CBH correctly over time The
criterion for correctness 1s assessed in terms of consistency between percewved (and
interpreted) data over time on the one hand, and plausible tracks for vessels on the
other. This task of reconciliation is embodied in the Strategy knowledge source.
Difficulties arises because the signal to noise ratio 1s low and some uncertainty exits
exists over interpretations of signals. This means that the tracks of vessels can be lost,
or become fainter and misleading over periods of time. When traversing such regions of

uncertainty, the extension of a track 1s very prone to errors.

Again the advantages of island driving, manifest themselves in a very concrete manner.

It is much easier to extend a track starting from a known path, vith the support of
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acoustic or other evidence, than it is to develop an entirely new one, based entirely on
sensory data. The history of state transitions imposes constraints on plausible and
possible alternatives. The blackboard's plan construct, can be used 1o represent changes
ot states occurring at discrete points in ttme  This representation 1S the same as the
concept chronicles used 1n planling [McDER82) [McDERS5], to represent states durning
which physical parameters are invariant in tme, and state transithions as points in time
where chronicles change [PEDN86] In fact the HASP problem bears a relationship with
a conventional planning problem In traditional planming the problem solver has definite
goals (state specifications; and attempts to achieve them through a repertoire of
actions. In HASP the problem solver 1s a passive observer of plans from an obscured
viewpont Its objective 1s 1o try to determine the sequence of actions Weak knowledge
of potential goal (inferred), and the interactions of plan steps, 1s used to supplement

noisy observation data.

Figure 59 shows a component of the CBH (based on an example given in HASP's
description). The complete description of the corresponding HASP data structure 1s

given n figure 5.10
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Line-1 Line-12 Line-23
|
\/ ) OR node (indicating search space partition)

: ‘ Domain solution element

Blackboard elements in original HASP/SIAP architecture

Unshaded elements only occur in our blackboard

Link between solutionelement and partition

Figure 5.9 - Blackboard objects with HASP architecture and with proposed
representation

The data generated by HASP in figure 5.9 1s interpreted as follows.

Acoustic data represented by Line-25, which is independent of any previous acoustic
segment, is therefore assigned to a new harmonic group, Harmonic-5 This is in contrast
to Line-1, Line-2, Line-6 and Line-12 which are successive segments (5 second sampling)

of the same signal or harmonic group, Harmonic-1.

A source level hypothesis associates one (or more) generators to the signal. According
to the examples given, there are three possible generators of acoustic signals.
Propellers, propeller shafts, and the reciprocating parts of engines. HASP/SIAP's
knowledge base contains data and programs that enable the classification of signals

according to the propellers, shafts or engines of each class of vessel. A source level
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hypothesis associates the generation of a harmonic group with a particular vessel's

component.

At the vessel level the system has identified a platform's class, its location, its course and

speed, and is therefore able to extrapolate its path into the future.

At the fleet level, alt vessels have been located and thew displacement vectors are
known with certain tolerances. The CBH (Current Best Hypothesis), is the best fleet

level hypothesis at a particuiar moment of time.

In addition to signal recognition programs, the HASP/SIAP system contains information
about shipping lanes, geography, military logistics, performance and himitations of
vessels, 1t 1s provided with additional intelligence on naval traffic from alternative sources
and 1s capable of performing some common sense reasoning, about the continuity of

ship's tracks, etc.
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CBH at time 20455

Vessel-1

CLASS: (OR cherry 8.4) (iris 6.9) (tulip 6.2) (Poppy 4.8) 20455
)

LOCATION: (lat 37.3) (iong 123.1) (error 37)

SPEED: 157

COURSE. 135.9

SOURCES: (AND Source-1 Source-5)

rce-1
TYPE: (OR (cherry propeller 5.5) (poppy shaft 2.5)
(poppy propeller 2.0) (cherry shaft 2.5) 20455)
DEPENDANCY: Unknown
REGAIN- (20230)
HARMONICS. (Harmonic-1)

Harmonic-1

FUNDAMENTAL: (224.5 20520)
EVOLUTION: (fade-in 20230 fade-out 20210)
LINES (AND Line-1 Line-2 Line-6 Line-12)

Sourge-5

TYPE: (OR (Cherry shaft 6 0) (Poppy shaft 4 0) (Ins propeller 5 0)
(Tulip propeller 2.0) 20455)

DEPENDANCY" 6

HARMONICS: (Harmonic-5)

rmonic-
FUNDAMENTAL: (162 4 20455)
EVOLUTION: (fade-in 20455)
LINES. (AND Line-25)
ASSIMILATION: (RATIO Source-1 Source-5 .5) 20455)

Broblem-list

(EXPECT Vessel-1 (SUPPORT cherry {Dependency propeller 5))
(EXPECT Vessel-1 (PRED.LOC (Lat. 37.2) (Long 123.) (Error
41.3))
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(REPORT REPORT-GEN Rose (Signature {(engmne 30 166.7)....))
Figure 5.10 - Solution elements in HASP problem

The authors of the HASP/SIAP state that the system must decide whether to execute
computationally costly but accurate identification programs or whether to select less
accurate, but more expedient knowledge sources. This suggest that the system 1s not
only saturated by data, but aiso by procedures and knowledge sources. Desprte this the
control system appears very poorly developed. There 1s mention of the strategic
knowledge source which decides whether 1o proceed with model driven processing (top-
down), or whether to proceed with data driven processing (bottom-up). Based upon
this decision, a specialist knowledge source selects the most benehicial instantiation from
the appropriate confiict set. There appear to be few special control data structures that
are needed to buiid a layer of control reasoning, and to reflect the dependencies of

alternative processing decisions.

The HASP/SIAP system interestingly enough performs a similar data reduction to the
one proposed in the previous chapters. The example data of figure 5.10 shows that the
attribute vaiues for sources and vessels are multi-valued (with an OR) to reflect
uncertainty in data processing. These data structures are reminiscent of the search
space partitions described earlier. They allow for several alternative hypotheses shown
in figure 5.9 unshaded, but not represented in HASP. The authors were probably
compelled to process sensory data under relaxed canstraints to avoid overwhelming the

system.

Top-down processing options represented by HASP's PROBLEM-LIST (partly listeda in
figure 5.10), specities the task of searching for a precise hypothesis corresponding to

Vessel-1 ( {(EXPECT Vessel-1 (SUPPORT Cherry) (Dependency Propeller 5)....} ). The
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sparse data structure, does not express how this task is to be achieved, aithough much

of the work required to express this has already been oerformed.

The representations of HASP leave many questions unanswered.

- Where should the supporting hypotheses be searched for in the search space?

- What are the alternative hypotheses than Cherry class?

- Are the alternatives consistent with the past track?

- If further evidence for this hypothesis cannot be found in the immediate future time
segments, at what stage would one expect an opportune situation for disentangling

acoustic signals (a time frame where competing signais would be less concentrated?

- The low signal to noise ration, coupled with the intent on stealth of military vessels,
means that platforms will pass through partitions where they are more weakly
sensed. At what stage In time 1s a hypothesis, that 1s not showing promise definitely
eliminated from further consideration, and if it 1s not eliminated where and which

signals should be further processed to help reattirm the hypothesis?

- If processing performed in support of one hypothesis failed to substantiate 1t what

are 1its implications for other hypotheses?

Answers to these questions, would greatly enhance the performance of the HASP. The
system could easily incorporate this knowledge, and some of the information is
extractable from already existing data structure. Unfortunately the HASP architecture
does support the representation of this information explicitly. The application

programmer would have to hard-code routines to generate such information. Such a
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recourse would make it ditficult for the system to make use of the additional information

to improve ts performance.

The architecture used for speech recogmtion can, with a few modifications, be adapted
to process a continuous stream of data, and accommodate the constramnts of real time
processing An incoming signal queue or bufer is needed to hold time stamped acoustic
data until resources can be devoted to their processing. Ali incoming data is processed
under relaxed constraints to generate search space partitions. These partitions specify
time shices, and geographic areas at all hierarchical levels. Relaxation ot constraints on
the “label" attribute (by grouping similar classes of hypotheses) at the higher fevels of
abstraction, 1s probably an essential aspect of pariitioning in this problem. This appears
to be venfied by the approach adopted in the onginal HASP/SIAP system. Rather than
associating each label with an independent hypothesis, the original system allows label
attributes to assume multiple, competing values. HASP reasons initial on the basis of the
best (most likely) value. Determining whether partitions with relaxed constraints are
useful at the lower (signal) levels of abstraction, requires a more thorough understanding

of the signal processing front-end and the available processing resources.

Re-organization of the blackboard to accommodate the planning approach used in for
our speech application is to some extent dependant on the dominant reasoning

approaches of the HASP domain.

The organization of the blackboard at the higher levels of abstraction in tables 5.11 and
figure 5.12 puts the emphasize on different domain dependant properties. The

hierarchies of both schemes, from the vessel level down, are the same.

Figures 5.13 and 5.14 represent sets ot hypotheses at every level, according to the

blackboard organizations of tables 5.11 and 5.12 respectively. Processing decisions
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taken at high levels have a much greater impact than those taken at lower levels. The
task of the planner is to select one partition from a set of candidates for each one of the
conjuncts at a particular level. within each of the partitions a solution element must be
found such that the complete set can integrate into a hypothesis at the parent level. The
planner 15 successiul to the extent that it can select a compatible set of partitions that
will yield lower level solutions that can eventually be integrated. The organization of table
5.11 and figure 5.13 gives a different viewpoint than that of table 5 12 and figure 5.14
The partitions of the highest tevel plan involve alternatives for the track of each fleet.
the planner task is to select a set of alternative search space partitions that 1s mutually
compatible. The decisions made by the planner using this organization, wiil be founded
on the plausibility of a particular partition for the track of one fleet, given that another
partition has been selected for search of another fleet. For instance, if the planner has a
solution for fleet A which 1s located in partition 1, it is about to select a partition for fleet
B. A candidate partition 3 which might have been selected as the region containing the
track of fleet B, might be rejected on the grounds that tracks encompassed by this
region, are incompatible with the tracks encompassed by previously selected regions
such as partition 1. Since partiton 1 and partition 3 cannot belong in the same
processing plan, two alternative plans must be elaborated and compared for plausibility.
The grounds for selecting a blackboard organization are dependent on the capacity to
discriminate between compatible sets of conjuncts as well as the availability of meta-
knowledge to evaluate the plausibility of competing plans. Looking at the next level
down in the hierarchy defined by table 5.11 and figure 5.12, we have conjuncts
consisting of the tracks of individual vessels within each fleet. At this level the planner is
required to select compatible regions each representing coarse descriptions of tracks of
individual ships within the same fleet. Knowledge of the functions of vessels, within a

moving fleet can be used to decide the set of compatible partitions.
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The organizations of blackboard detined by table 5.11 and illustrated by figure 5.13
represents global snapshots. At the highest level, the conjuncts represent snapshots of
all the fleets at .1 successive instants in time (or within a comparatively short time
interval). The level below contains conjuncts, each representing a snapshot of a fleet, all
of which are taken at the same time. A plan at the top level attempts to combine a set of
regions each represents a coarse description of the possible situation board at an instant
in time. The criterion for combining conjuncts (regions) into a plan and rejecting other
combinations is based on the legality or the possibility of successive regions. For
instance having selected one regions to represent the configuration of fleets at time tp,
and perhaps having found viable hypotheses within that region, the planner might reject
a candidate region for time th+ on the grounds that the changes with respect to the
previous conjunct, imposed by the regions parametric constraints are too considerable,

given the elapsed time interval.

Because the second scheme breaks hypotheses down into conjuncts which are time
dependent, the plans that it generates {at the top two levels) are formed on the basis of
legal time dependent changes. The first scheme by contrast decomposes hypotheses
into time independent conjuncts, each of which represents functional agglomeration of
target objects (agglomeration of ships into fleets). The type of reasoning that is
involved in elaborating such plans is qualitatively different from that in the first scheme.
In this latter case the planner must selects regions for each conjunct, on the basis of
mutual compatibility of the displacements @ .cks) of every fleet. One level below, the
same reasoning is carried out with finer detail. Given the track of one ship, is the track
of another ship, broadly defined by the partition, compatible knowing these ships belong

1o the same tleet and function in unison?
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The constraint based reasoning that determines compatible partitions and is used to
elaborate processing plans, is not the only knowledge that differs from one blackboard
hierarchy to the other. The meta-knowledge used to compare cempeting plans and select
the most plausible is also qualitatively different. Seiecting from competing plans at the
second highest hierarchical level in the representation of figure 5.14, is a decision about
alternative sets of paths taken by individual ships moving within the same fleet.
Knowledge that is required is about the internal workings of a fleet the performance and
functions ot the ships that form it.  Selecting from competing plans at the second
highest level in the hierarchy illustrated by figure 5.11 does not necessarnly involve
knowledge about the internal workings of a fleet, but about the likely configurations
assumed between fleets Strategic and tactical knowledge taking into consideration

objectives, can be used to determine the most likely naval formations.

The order in which the events (signals) occur need not dictate the order in which
processing is performed. Knowledge of the search space that is built up through
planning, can be used to decide whether processing of a node should be deferred or not
For instance, if the system losses track of one vessel at some stage because its signatl is
drowned in noise, and if attempting discrimination would require 100 many processing
resources, it can differ that search for solution element until a latter time slot, when
demand on resources relaxes, or when the traffic jam eases. Similarly the extent of
processing and the resources that should be devoted to a particular task are most
efficiently decided in the context of the total solution. A weak or pooriy discriminated
signal might at first require extensive and processing to strengthen a hypothesis. It
subsequent tracking of the source renders the dependance on the initial data less critical,

the system can with confidence ignore the initial ambhiguity. If on the other hand
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subsequent tracking still remains ambiguous, the system can return to the particular

hypothesis and process it more thoroughly

Ihe process of planming at successive tevels, no matter what orgamzational scheme 1s

used, mvolves zeromng i on uulial data by fixing successive constraints as reqions are

selected down the hierarchy

At each stage the planner draws on its knowledge of

comyuncts (at the same level i the hierarchy) to support a decision

ABSTRACTION LEVEL

CONJUNCTS

PURPOSE OF PLAN

Situation Board (all fleets at

Luccessve e intervals)

All fleets at succestive time

mntervals,

Toantegrate movements,
tleets at suceessive iime

interval

Fleets at ananstant in ime

Individdual vessels at an

nastant i tme

o mntegrate the location of
mdividual vessels which form

the cdements of a4 et

Indradual veooel, located at

an mstantn time

Sources of perceptual
evidence and inteligence

reports,

Tomtegrates Lource, of
poerceptual evdence and
reports mn support of a vessel

hypothesr,

Sources, of evidence
(acoustic and intelhgence

reports)

Harmomc group:,

Toy amalgamate harmonie <0ty
of Lignal o o source

bypothee,r,

Individua! frequency bnes

extracted from sonograms

Table 5 11 - Model (model 1) for HBASE problem oamng blackboard




ABSTRACTION LEVEL

CONJUNCTS

PURPOSE OF PLAN

Situation Board (all fleets at

successive time intervals)

Tracks of individual fleets

To integrate movements of
fleets at successive time

intervals

Tracks of fleets

tracks of individual vessels

To group vessels tracks into

functional fleet tracks

Vessel tracks (location of
individual vessels at

successive time intervals)

Locations of ndividual

vessels at an instant in ime

To integrate location of
individual vessels in time, 1into

continuous tracks

Individual vessels located at

an nstant in time

Sources of perceptual
evidence and intelhigence

reports

To mntegrate sources of
perceptual evidence an
reports i support of a vessel

hypothesis

Table 5.12 - Alternative model (model 2) for HASP problem using blackboard
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5.6. Characteristics and features of the system and its
extensions

5.6.1.  Synopsis of the method proposed and analysis of the

computational advantage it offers

The blackboard provides a formaham for representing a problem
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The user 1s required to formulate an explicit specification for the soiution in terms oi a

generalized description of the data structures and the necessary constraints imposed on

them. This intormation 1s always known, since it is a detailed expression of the goal and

its identification 1s a prerequisite for all machine assisted problem solving.

In the

HASP/SIAP example the solution elements are described by the definition of prototype

objects:

the relations between them and the constraints on their values

In the speech example we had:

SITUATION-BOARD
FLEET
VESSEL
SOURCE
HARMONIC-GROUP

LINE

SENTENCE
CONSTITUENT
WORD
PPF

PAC

The system can only solve occurrences of the problem defined by simultaneous instances

of prototype objects.

occurrence of the problem by interpreting an occurrence of instances of PACs.

In the speech example, the system attempts to soive an

In the
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HASP example the system solves the problem it 1s given by interpreting an occuirence

of mstances of LINEs and possibly instances of SOURCESs.

The simultaneity of occurrences 1S represented by a conjunction, possibly ordered of

mnstances of imtial data

A solution involves the generation ot mstances of prototypical objects as functions ot

the wutial data, which gives nse to an AND graph

The cntenon for accepting a solution need not necessanly specity ground nstances ot
every prototype  Some attnibutes on objects may asstnae vanable values or value ranges,
and thereby retain a measure of generahty  In the HASP apphcation for example, it may
not be necessary to pm point the location of a vessel at every sitesval w time tmay be

acceptable to specify a range of values for a location within a particular ime snterval

GComplexty anses because of uncertanty assocated with the mapgng tunctons, which
generate competng alternatives  The solution as a reanlt takes, the form ot an AND/OR

graph instead ol an AND graph

Complexty can be reduced by relaxing the roqurements, of acceptabifity  For example:
it 15 necessary 1o wentify the clasy of a vessed and the analyor, of agnal, v amtiquous,
the system would need to generate a5 many hypotheges, tnstances) ol the vescel object
as there are types It this constraint can be relared otally, then only hypothess with i

vanable value for the class attnbute, need bo generated

The AND arcs relate the iput object to the output in the: mapping functions,

Redundancy of knowledge means that hypotheses, represented ae wetances, ol an object,
may be generated (or modihed) by alternatve inputs Y/hen the uncertinnty anocited

with alternative knowledage sources has diferent consequencess, redundancy oan beuedd
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to reduce complexity. The set of acceptable hypotheses is the intersection of those
produced by alternative knowledge sources. The task may be viewed as a constramnt
satisfaction problem in which each object must satisfy the constraints represented
through all incident hnks. In the HASP exampie, a location hypothesis for a ship at a
particular interval, may be eirminated because it cannot be mntegrated into a track, or
perhaps the track to which the solution element belongs 1s incompatble with the track ot

the fleet.

During the fust phase of problem solving the solutton requured of the system s less
constrained. For a given level of knowledge, less constramed solution redunomaents
reduce complexity The purpose 1s create, il necessary. under specihed objects
{containing attribute values that are under specihied). as quickly as possible and use them

to eliminate hypotheses that would otherwise overwhelm the system

The planning process is 1s geared to maxunize the use of constraints discovered durnng
the first phase of processing Since a solution ¢onsists of an AND graph, the planners
task is to select the disjuncts that can be combined into conjunctions  The plan elements
being under specifled objects. there 1s an inevitable amount of search within the space
specified by the object. The combinatonal complexity is nevertheless considerably
reduced, because the combinable sub-search spaces represented by compatible disjuncts

are much smaller.

Meta-knowledge provides additional levels of complexity reduction through two

mechanisms:

By providing the user with a vehicle for expressing additional constraints in terms of
partially specitied objects and thereby eliminating some plans {combinations of disjuncts),

from further consideration.
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By providing a much weaker, but nonetheless usetul, means of evaluating (heurnistically)
competing plans  The evaluation of plans 15 a sophisticated form of scheduling since it
does not scimply order mmedhately executable mstantiatons, but nstead orders whole
programs of achons based on mmmediate tash as well as ther dependencies A plan in
tact wonstitutes a (partal) program for solving the entire problem, through the

schedulimg ot entire sub trees of the AND/OR graph

5.6.2. Generality and applicability of the method

othe demam dependent clements of thas oystem are removed, whal remaime conusty,

oA spec o ation tor deonbing domain obpete,

SyoA speabeaton tor defiming g genenc solution whch conast, of AND graph of
metiances o prototypical obyjectr, Thay orqamye ation of the, qraph o based on the

heseare b b rddor e datd obyecte,

P A speclication or algorthm tor dires tneg the Search for the colution Thes algonthim
~hich o sonative o data and theredore 1o ome extent datid dnven Select, oot of

disunct, whach partially pectfy wolutione,

A0 A vetncle o vapresang vanow, besel ot combinatonil consteamtes tonndoed upon

incidental Fnowledage of the propertiee, of the deomam

H) Very weak quidelines dor partiioning the < oarchy ©pace

Comphance vath e first two poante, e tnct, appheations that may Lo reprenented on
this blackboard  The eftectiveness of the, architecture v, dependent on finetineg g wantablo

critenon for partitiomneg the earch wpace  ldeally partiions <hould Le hased on attnbute
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values that are most cntical 1n the selection of conjuncts The efficiency of the search 1s
enhanced considerably by meta-knowledge. This i1s due in part, because of the power of
plan selection as a scheduling mechanism, and in part because meta-knowledge can have
a direct consequence on plan refinement or eliminaton, which excludes much of the
search space from further consideration These properues are only relevant for

knowledge unensive apphications

In this respect our speech example was particularly poor, while the HASP example

appears at the contrary, 1o be very promising

5.6.3. Extensions and further work

Alternative hierarchy schemes express different views ol the problem  Fach perspective
aftords a different basis for reasoning about constraints  In practice domam hnowledge may
exist in multiple forms  An architecture provides a much more powerful problem solving
model, i it allows multiple representations and merges all the constrants  As the data objects
at the top and the bottom levels of the hierarchies represented in figures 5 13 and 5 14 are
identical, the difference must reside in the distnbution of attributes between the individual

abstract objects and their conjunctions.

Since different abstraction schemes reflect different representations ot the same fundamental
problem Constraints pertaining to plans discovered 1n one representation scheme must be
equally applicable to another. It would therefore be very advantageous to generate all the
alternative representations for which constraint meta-knowledge 1s known. formulate
equivalent plans. to enatle the application of all constraints. The resutting plans when merged

would result in a much smaller and consequently more eflective search.

An aspect of processing which has been mentioned but was particularly well developed

concerns the allocation of processing resources and the scheduling of processing tasks The
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HASP apphication with its continuous (as apposed to batch) real ime treatment of signal
highhights the need for reasoning about process schedules  Should for instance the system
devote an arbitrary amount of resources to the qqnermnon of a particular solution element, or
should 1t suspend temporanly that process in the hope that clanfication or reinforcement of
hypotheses can resolt rom new signal sources?  The answar 1o the question depends on the
fag  that can be taterated i the overall solution and whether an aimitial coarse solution 15
acceptable it tollowed by a more precise revision  Inany case this level of planming wvolves
redsoning about computational tume and processing resources, quahty and timelness of
solutions, and expectations about the esolution of the problem The architecture supports
much more development ¢ theses anpects, of problem solving - Proper testing and evaluation

of such techmgues tequires, 4 mane demanding and sophstic ated apple ation
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6. Appendices
6.1. Appendix 1

6.1.1.  The Information Processing System:

The fundamental postulate of Newell and Simon's theory 1s that Human Problem Solving

behavior can be modeiled bv an IPS [SIME&NEW72].

TASK ENVIRONMENT

Output to task
environme

environme

Generates
internal
representati

Applies Changes

a infernal
method representatign {g
? f Selects
L — a

method

PROBLEM STATEMENT

atat e

Cymbol structures
designating objects

Receptors ang
etfectors

Sympol siructures
representing program
segments or the
interpreter

Figure 6.1 Functionat Organization of the Human IPS

Such an IPS interacts with the environment through receptors and effectorc The main

components of the IPS are the processor and the memory The tundamental entity

within these components 1s the symbol token. Instances of the elementarv set of symbol

tokens combine through relations to form symbol structures Svmbo! structures function
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as designators when they reference objects. they function as programs when thay form
elementary intormation processes which may be executed by the interpreter, to

generate, modify or delete object designators

Organizationally the IPS (Fig 1), consists of a program (or a set of | PI's) capable of
translating the problem statement into an internal representation which detines the
problem space Another program selects the most appropniate method(s) for
processing,  an nterpreter apphes the method(s)  The resalting transtormations which
occur m the temporary memory (stonng the internal representation) may prompt
seqgments of programs 1o modily the mternal representaton or change the methods, as
properties of the problem are discovered I the solution s found  the 105 1eturme b to

the tack environment, the goal doving it having been sateshied

Observation that were noted pertain both to performance of the components of the
IPS ithese are analogow, to speciications ol hardwiire ) and 1o the fanction of the

1295 tanalnqgou, to the woftware organization)

A wds noted earler the human 105 1, orgamezed out of two camponent, memaory and

PIOCES,05

6.1.1.1. Memory

The memaory elements invalsed in the problem cobang process fall mto threes detinet

LAteCnes,

An assouiative Long Term Memory (0 TM) vattun which the deanunag process, ke,
place  Cuch g proces, mvotves, generation of new S ymbolc obyect deognator, o
chunks o map stumulu, patterns, (o networks of constituent deagoator,  pmboly

mn LT can desgnate comples compnled proces e an o well e elementar g Gnee, | T
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1S associative. Writing to LTM, which occurs during learning, takes an order of
magnitude longer than reading (1.5 s. for associative retrieval including recognition
versus 5 to 10 s. to fixate a new symbol pattern) There appears to be no limit 1o the

capacity of LTM.

Short Term Memory (STM), 1s very transient decaying with time (unless refreshed
with access), and 1s charactenstically smail (contaiming some 5 to 7 symbols)
Because both reading and writing to STM 1s relatively fast, elementary processes use

it as store for intermediate results

External Memory (EM), 1s availabie through sensory perception, in the torm of read
onty visual displays such as game boards, or read/wnte 1n the form of paper and
pencil. The performance of IPSs changes dramatically when depnived of FM
Functionally EM supplements STM both in capacity and duration, when consisting of

visual displays and it can also supplement LIM

6.1.1.2. Processors

The most strking charactenstic of human information processing (perceptual
problems aside), 1s that it executes senally. The trae required to perform multiple
instances of the same task increases linearly with the number of instances  There
appears to be a set of basic processes (including read, wnte and symbol companson,
and replacement), referred to as elementary processes. which are themselves
composed of symbol structures stored n memory. The speed of execution of
elementary processes (40 ms ) suggests that most writing must be done in STM
Simon and Newell suggest that almost all input/output to elementary processes 15
done through STM except for specitic reading and writing to LTM or EM  The size of

STM suggests that most eilementary processes mnvolve no more than two symbols A
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reasonable set of processes would include test-and-comparison and creation of

symbols, reading, writing, designating and storing symbol structures

The third component »f the processor i1s the interpreter which integrates the
operation of elementary processes  The interpreter 1s essentially a neutral device, the
behavior of the IPS bemg entirely determined by the elementary prosesses

themselves

6.1.2. Program organization of the human IPS

While the behavior of the human mformation processing system 1, entirely determined by
the cymbol structures, encoding i, knowledqge, an understanding of the organmization of
these structures requires an assumption to be made about the program modet  Simon
and Newells theory of human problem solving 1n based on the assumpton that the
informaton prasessing knowledge o represented as productions  To support this crucial

statemaent they note the following

Productions provide & homogeneous, <cheme tor encoduwg program behavior, an
opponsed to standard o trol Hlow, which depends on the content of actions and ther

cequential orgamization o Lpeaty the program

Individdual product ony Lemg aindependent of gne another can be balt ap ncremeaentally
50 that the oystem < behavior can be developed progressively  The featore v, ensontial

to allow tor learming, which v, typicitly incremental in nature

t-ach production represents, some meanmagiul and completo component of the problem
solving method  Limnce g o context andependent 1o may onmtinbgte 10 problem @ olvineg

spontancousty wathiaut  aning tae constraction of g camples progepn
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As LTM 1s the repository of problem solving methods, productions would have to reside
in that memory. But the authors go further in suggesting that productions are a

reasonable model for the function of LTM itself.

Producttons work on a pool of symbols resident in dynamic working memory. The
counter part of this in the IPS, 1s STM and EM. A control flow model on the other hand
would require that data be wntten n LTM (the location of methods n the form of
procedures); the write imes required for such operations are incompatible with

observations of the execution of elementary processes.

The production model accommodates a combination of stmulus bound activity
(originated from EM) and stimulus independent activity (onginating in STM), both of
which are observed expenmentally. The Control Flow model on the other hand only

accommodates stimulus independent activity.

As the left hand side of productions perform content-based addressing of dynamic
memory (through the matching process), no exphcit elementary processes are required
to retrieve data form STM. Retrieving information from LTM s the act of selecting an

instantiated production.

6.1.3. The Task Environment and Internal Representation

The task environment of an IPS encompasses the physical objects comprising the
elements (the environment) of the problem to be solved, the problem itself, all its
constraints and the goals to be satisfied. The task environment is thus the statement of
the problem in the language that 1s put to the solver. As only some of the properties of
the environment's objects may be pertinent to the problem solving processes, an internial

representation of the external environment is generated, which maps the relevant
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properties of the objects which are manipulated, and emphasizes relations which might

be implicit in the environment, but are useful to the processing.

6.1.4. The Problem Space

The locus of knowledge about the task environment that the IPS utilizes for the solution

and within which all problem solving activity takes place. 1s called the problem space.

6.1.4.1. Components of the Problem Space

The set U of symbol structures representing the mtial data, the goal data and

ntermeaiate transformations

The set of operators or information processes genetating the intermediate and goals

states

The total knowledge avalable to the IPS s

- Local information generated and used within a single state

- Path intormation to the current state

- Access information to other states reached.

- Information about possibie transformation to the current state and other

states reached.

- Information pertaiming to the properties of the set of elements U.

The values that the symbols U can assume under the transformations constitute the

search space.

6.1.5. The Problem Solving Process
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Given that a concise description of the task environment and unambiguous definitions of
the goals are available, the first step in problem solving involves the generation of the

problem space or internal representation of the problem.

6.1.5.1. Steps in constructing a problem space

- Devising a representation for the knowledge states.

- Determining the compiete set of operators which will generate all allowable states.

- Factonng.

This nvolves the recogrition of properties in the problem space that makes
seemingly different states equivaient from the processing pomnt of view Factoring

may bnng about a revision of the set of operators.

- Devising sets of heuristics.

1} functions for evaluating the distance between two states, usually a goal state and
a candidate node from which the problem solver is considenng expanding the

search; the arguments to such functions are therefore both states.

2) tunctions for selecting the most applicable operator at a particular node.

The determination of the problem space occurs in the first few instants of problem
solving. If the task is similar to a problem that has aiready been tackled then it will evoke
a problem space already stored in LTM. 1f on the other hand the task appears to be
completely new, then chances are that the task instructions themselves, and the EM

displays (eg. game boards, displays etc...), will be in terms of a particular problem space.
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These two classes of heuristics assist the IPS in two decisions it must make at every step

while it remains within the particular problem space, namely:

- The selection of the node from which to proceed

- The selection of the operator to apply at such a node.

The two types heunstics are not entirely equivalent. |f the IPS has avallable
discniminating state evaluation functions, but no operator selecting heunstics, 1t can
tentatively apply all operators to the best nodz at each cycle and evaluate the new
states, the resulting behavior being a best-first search. If on the other hand the system
has availlable very poweriul operator selection mechanisms, but no state evaluation

functions, 1ts behavior appears to be almost algorthmic

6.1.6. Interpreted, Planned and Compiled Behavior

Operator selection heunstics amount to control flow information. A problem solver
which s saturated with control flow knowledge throughout the search path of the
solution, no longer performs a tentative search By reading the state, such a system s
able to determine the correct action to perform at the next step. It is stll not able to
prescnbe the sequence of actions that will take it from the initiat state to the goal state.
The system requires an evaiuation of the current state or path to determine the

appropriate transition

It heunstics are an integral part of the problem space (they are not developed during the
course of problem sclving), it 1s feasible to compile the behavior of the problem solver
(with conditional tests on the data) such that the whole sequence of possible
irstructions s known a prori. Under such circumstance the problem solver would

appear to exhibit programmed behavior.
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Means end analysis makes an implicit assumption that local reductions in goal/current-
state differences can ensure global progress. While MEA bases its decisions on
dynamic evaluations, the window spanned by such evaluations does not extend
beyond the current state. The heunstics used to select the most important ditference
reductions must be correct throughout the path. This property cannot always be

guaranteed for most domains.

The second major fatling relates to conjunctive goals. The goals of most problems are
specified as conjunctions of constraints. MEA however, only considers one goal at a
time; 1t 1s unable to identify those actions which reverse or are incompatible with
previously achieved goals. The success of the method s therefore dependent on the
availability of a heurnstic which orders the sub-goals such that the achievement of one
does not eiminate the progress achieved by another Mutually interacting sub-goals

cannot be processed at all .

6.2.2. Planning a program of actions fer robots in a

blocks world

Planning systems have been primarnly developed to enable robots to function in blocks
world type environments. Given a description of the world, usually in predicate logic
form, a final state and a modest repertoire of actions. the system builds up a program of
transformations, which if performed in the correct order, achieves the necessary goals.
The reason that planning has focused on this rather artificial problem, s that one can
only plan {and reason about) actions as far as one can predict their outcome. With a
robot working in a blocks world, one can assume to know everything about operators

Under suc'' circumstances a completed plan is equivalent to a solution

6.2.2.1. The STRIPS system
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STRIPS [NIL&FIK71] was the one of the first robot control systems. The problem
solving method adopted 1s a modified form of MEA. Whereas the original version of
GPS did not keep a pending goal hst, but relied on the recursive call to the search
function to implement chronological backtracking, STRIPS maintains an explicit stack
of goals and dentiies conjunctions. The solution 1s developed exphcily in terms of
goals/sub-goals, n other words by step addition. in the manner of modern planners.
STRIPS has some minimal capacity for identfying interactions in compound goals
[NILS80]. After all the conjuncts have been processed, the actual state 1s compared
with the compound goal Differences due to one sub-goal “undoing the work of
another. cause the system to reprocess that component  STRIPS uses birst Order
predicate Logic (FOL) to descrnibe states  Operators consist ot Preconditions, and
Post~onditions (Add and Delete hsts) When an operator 15 apphed, the new state
contains the same predicates as s predecessor after adding those in the Add hst and
removing those in the Delete hst  All vanables are bound when the rule s apphed  This

solution to the frame problem 15 adopted by all domain mdependent planners

One of the major breakthroughs achieved by subsequent planners has been the

capacity to solve: the problem illustrated in fiqure 6 2, sometimes calied the Sussman

anomaly
A
¢ B
A B o
Initial state Goal state

Figure 6 2 Graphical representation of intial state tor SHTRIPS anomaly problem

INITIAL STATE (ON C A) ICLEAR B)
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GOAL: (AND (ON A B) (ON B C))

A linear planner starting with the first sub-goal (ON A B), would achieve (o-@r

clearing A ) the state illustrated by figure 6.3

A

C B

Figure 6 3 - Graphical representation of intermediate state for STRIPS anomaly
problem

if the second sub-goal (ON B C) were attempted first, the state ustrated in figure

6.4 would result

B
C
A

Figure 6 4 - Graphical representation of intermediate state for STRIPS anomaly
problem

Both options make the overall goal more difficult to achieve. Linear planners such as
STRIPS which will invoke a rule that satisfies the top sub-yoal of the stack make

precipitous goal ordening decisions that require backtracking

6.2.2.1.1.  Limitations of STRIPS

The fallure of MEA in the example above can be attributed to two aspects of

representation used in the STRIPS system:

The descrniption of the world (in terms of predicates) available to the system 1s

incomplete. Two additional predicates are needed to describe the goal state: (ON
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C TABLE), (CLEAR A} The completed description of the main goal would enable

STRIPS to solve the problem. possibly with some backtracking

Another property of the problem unknown to the system. could reduce the
amount of backtracking even turther. Since piling blocks 1s a stack operation, the
lower blocks i the goal should be processed first The goal predicate pertamning
to the lowest block (ON C TABLE) should be the highest prionty goal, followed
by (ON B C) then (ON A B) With this complete mformation STRIPS (as well as

GPS) could solve the Sussman anomaly without incurring a search

The exampile ilustrates the ditficulty encountered in all problem solving systems,
namely that the etfectiveness of methods, s intimately related 1o the knowledge

represemtation schemes used, and to the knowledge available for problem solving

6.2.2.2. Conjunctive Planning systems

Most modern domain independent planners use some form ot 1Ol representation
with the STRIPS assumption that successive states are sdenhical save for the
predicates 1n the ADD and DELETL lists.  This allows the operaters to be selected
according to the predicates whose truth values need to be altered  Predicate logic
also has the advantage of being processable etficiently with a pattern matcher  The
incremental umprovements made i planning systems have qgone a long way 10 resolve

scme of the vexing mutations descnbed earher

As was illustrated above, arrors 1in plans produced by FOL based systems are due to
decisions taken with incomplete descrnptions of the world  |or wuch planners, to
succeed they must retain the fleaxatlity of pursumag the planning acteaty to the end
(that 1s back to the wnitial condition) and retain the option of modityineg (or patching)

plans when conflicts occur  These conflicts occur because decinion:, taken regardineg
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the selection of steps {operators) and their ordering are made in an environment of
incomplete knowledge about the problem As the solution 1s pursued further these
errors can be detected by the system and can be corrected, with relatively minor
modifications. By prematurely invoking Forward Rules, STRIPS and GPS commut

themselves to an irrevocable and incorrect sequence of steps

After STRIPS, a number of conjunctive planning systems were developed. The
earliest systems, HACKER [SUSS75]. WARPLAN [WARR74] and INTERPLAN
[TATE75] were linear systems Durning the process of plan construction, as a new
step 1s added to achieve a particular sub-goal (conjunct), a decision on its ordering,
with respect to the steps resolving other sub-goals 1s made immediately. This decision

may be revised at a later stage.

The NOAH system [SACE75] introduced the idea of non-lineanty which has been
adopted by all its successors NONLIN [TATE75]. SIPE [WILK83], TWE, X [CHAPS87].
As with inear systems, a plan consists ot an ordering of operators selected from a
given set which cumulatively make the necessary transformations (assertions and
denials) to achieve the predicates specified in the goal description Again as with
linear planners, the systems rely on the STRIPS representations. Non-linear planners
differ from therr predecessors with regards to the ordering of actions. These
systems make no imtial comnutment to the processing order of conjuncts (sub-goals).

Only when possible interactions are detected, 1s the order further specified

A solution being an ordered set of operations, partial relaxation on the ordering
specifies a subset ot the solution space The process of incrementally specifying
ordering constraints 1s one of progressively eliminating segments of the search space
Linear planners on the other hand make specific commitments to solutions, test them,

and if necessary, backtrack.
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Apart from ordenng constraints, planners must make designations constraints on the
variables appearing in the selected operators. Again, restrictions on binding values

are restnctions on portions of the solution space

The last compoenent of the solution of a planner s the selection of the operators

needed to achieve the goal

In searching for solutions a planner starts with an imtiaily empty plan which is
compatible with the entire solution space  Impheit i every solution 1s an imhial state
existing chronologically betore any transtormations and a final state which s partially
specthied in terms of goal predicates  As the three classes of constraints are applied,
a partial specification ot the plan 1 imposed, which progressively elimmates segments
of the search space Ly delenng the apphcation ot constraints until an informed
decision can be made, planners (and parbcularly non hnear systems) can reduce
backtracking resuling from artitrary and premature decrsions A plan s complete
when all the possible ordenngs of actions specahied o the plan will transform the ntial
olate into 4 qoal state and the preconditions of each <tep are Latshied by the

state(s) at wihnuch the transformation(s) 1 appled

Using the LTRIPS representation the only changes 1o a state resufting from a
transformation are those descnbed by the ADD and DELETU hots o estabhish a
required predscate the planner must attempt 1o umiy it with an element ol thae ADDD
st of some operator  The vanable bindmags unposed by umication must be carmed
over to the praconditions, of the selected operator  Thase preconditions, that are not
true in the state at which the operator v, apphed, muost beodentbed as ub goal, -l

1o be achieved  Anv predicate which o required, and o fat,e at the ate where gt e,

203




» g™

required, must be established at some point prior to that state, and thus becomes a

sub-goal.

Since only the most trivial problems are completely decomposable, some interaction
must be expected between sub-goals so the planner must check the valdity of

predicates after the point of modification.

6.2.2.2.1. Plan construction

A plan in the process of development, 1s a partially ordered hist of operators
Where the ordering 1s not completely specified, "parallel” operations may be
ordered arhitranly. Assoctated with each transformation are two sets of
predicates, those which should be true before the transformation. and those
which become true after it. Before the completion of a plan, there will be
predicates which are required, but which have not yet been achieved. The planner

must dentity these predicates and attempt to achieve them

A system using the STRIPS representation may construct a plan by the

application of the following rules:

It a required predicate 1s not established because it does not exist in the inial
state and there 1s no pnor transformation which includes it in its ADD list, then

"Step Addition ' 1s the only way to achieve the predicate.

if the predicate exists but contains variables then a commitment must be made to

bind it to the appropriate constant

It the required predicate 1s asserted but also denied by an action parallel (and

therefore possibly before) the one that requires it as a prerequisite, then the
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system must commit 1tself 10 a particular order and ensure that predicate denial

occurs at a stage in processing atter the one that requires it.

A comyunctive paraliel planner tackles the Sussman Anomaly as follows:

Two actions are required:

PUTON (x y)
PRECCNDITIONS { {ON x z), (CLEAR x), (CLEAR vy) }

POSTCONDITIONS { (ON x y), ~(ON x 7), ~(CLEAR y). (CLEAR z)}

NEWSTACK (x)
PRECONDITIONS  { (ON x 2), (CLEAR X} }

POSTCONDITIONS { (ON x TARIE), ~(ON x z), (CLEAR x) )

The second action 15 needed becawse PUTON (x y) demies (CLEAR y), when yis
hound to the TABLE ths s not tue HEWSTACK (x) o smlar 1o PUTON (x

TABLE) but omits the demal

Predicales 10 bold and stalic are prerequintes that have not been achieved and

vhich therefore become sub-goal;, Vanables are represented n lower oase

figure 65 15 a graphical representation of the problem wtatement and the cmply

plan  Nqure 6 2 dlustrates the problem in terme, of blocks
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initial
(ON C A)
(CLEAR B)

Figure 6.5 - Intial state for STEIPS anomaly problem.

The (miimal) differences specified between the mitial and final states expressed in
the problem statement 1S the establishment of the two predicates (ON A B) and
(ON B C). Working from the goal state there are two predicates that need to be
established and the plan being empty only rule 1 is satisfied. The planner
recognizes that the postconditions of the action puton (x y) unity with those two
component goals and generates the first pass at the plan binding {A | x}, {B | y}
for one of the steps and {B | x}, {C | y} for the other. Since the two goals are
conjuncts, and when the plan is empty there 1s no way of identifying which should
be achieved first, the planner specifies the steps as parallel actions, defering a
commitment on ordering. As a result this plan is compatible with completions
encompassing both orderings. The variable z in the action is not yet bound since
the first two applications of rulel are only concerned with the establishment of
the two predicates and not with the origin of the block to be moved. Figure 6.6

shows the plan after two firings of rule 1.
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(ON A 3) (ON A B)
:gié;:g 1;:) puton (A B) :::?i\.’hﬁn; )
(CLEAR #)
initial final
ON B 2 (ON B C)
(CLEAR B) puton (B C) N

(CLEAR )

{CLEAR 2}

Figure 6 6 - First stage in plan development using least comitment mS TIPS

anomaly problem

Two applications of rule 2 result i vanable "2" in the preconditions bemg bound
I )

to the table by unification with the predicates in the utial state (hqure 6 7)

(ON A TABLE) (ON A B)
(CLEAR A) | Liion (A B) ~(ON A TABIT)
(CLEAR B) ~(CLEAR 1)

GlLEAR TABLTY)
(s

\

(ON B TABLE) (ON B )

(CLEAR B) puton (B () ~(ON B TABIT)
~(CLEAR C)

(CLEAR C) | (CLEAR TABLE)

Figure 6.7 - Second stage in plan development using least comitment InG 1 RIPS

anomaly problem

At this stage the planner detects a possible confhict, the precondition (GLE AR 1)
The action PUTON (A B) denies (CLEAR 1), if this action 1 performed before
PUTON (B C) (as the parallelism allows) then the predicate would be demed  The

system detects this interaction (by companng the posteonditiont, of the ane
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action with the precondition of another (paraliel). A further constraint (on order)
must be applied, eliminating a set of possible completions from further
consideration. The detection of potential conflict and the correction to the plan is

performed by rule 3. The result in shown in figure 6.8

(ON B TABLE (ON A B) (ON A TABLE (ONAB)
(CLEAR B) ~(ON A TABLE(CLEAR A) ~(ON A 'I'ABLE
e — = ——
A Puen B O FETAR . anae Pt (AR CETrAR
(CLEAR TABLE) (CLEAR TABLE)

Figure 6.8 - Third stage in plan development using least comitment inSTRIPS anomaly

problem.
There remains one precondttion to achieve (CLEAR A) which 1s needed for the
second action of the partial plan of figure 6.8. The action that establishes this
predicate is NEWSTACK (x). This action is needed "sometime” before PUTON (A
B); at this stage the planner is unable to specify the exact position so the location
1s specified before PUTON (A B) and therefore in parallel to PUTON (B C).
The plan step is added by rule 1, to give the partial plan of figure 6 9
(ON BTABLE (ONB Q)
(CLEAR B ~(ON B TABLE)
(CLEAR cfputon (B C) [=TTAR ) |
(CLEAR TABLE) {ON AB)

(ON A TABLE) ton (AR |=(ON A TABLE)
. [N A ZABLE)
@ (CLEAR Afputon (A B) |—emrmtme
(CLEAR B (CLEAR TABLE)

(ONCTABLE) [ ™

(ONCA) INEWSTACK (C ~ONC A)
(CLEAR C) (CLEAR A)

Figure 6.9 - Fourth stage in plan development using least comitment inSTRIPS anomaly
problem.

The precondition (CLEAR C) of NEWSTACK cannot be guaranteed because the
postcondition of PUTON (B C) denies the predicate; the ordering {puton (b c) ,

newstack (c)} which denies the required predicate is covered by the parallel
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representation. Constramning the order 1o exclude ihat sequence solves the

problem. This action is performed by rute 3. Figure 6.10 shows the completed

plan.
(ON BB IABLE) (ONBC)
(ONC A) (ON CTABLLy  (CIEAR B) . [~ONBTABLE)
. P-INEWSTACK (QFONTA) —|puton (B ) =orrar Ty
(CLEAR C) (CLLI:AR A) (CLEAR C) (CLEAR TABLL
(ON A TABLE) (O(TNA:)I’AIH )
| Puton (A B) L__.___’_>
(Cl‘l:/\k B) (CLEAR TABI 1)

Figure 6.10 - Fith stage In plan development using least comitment nSTRIPS anomaly problem

6.2.3.  Characteristics of planners

The distinguishing feature of planners (and of MEA), i1s that such systems are aware of
the changes of state brought about by their operators, and they can reason about
sequences of transformations necessary to achieve an overall result  In order 10 possess
this capacity, planners must be equipped with knowledge of the changes brought about
by an operator (the postconditions), expressed in a form (predicate loqgic), which 15

available to the processing mechanism (the pattern matcher).

Another feature of planners (though not of MEA), concerns the span of therr reasoning;
these systems will devise the necessary sequence of operations, necessary to achieve all
sub-goals, before actually executing any transformations By broadening the window of
analysis to cover complete paths rather than segments of it, the planner 15 less likely to
fall into heuristic traps where maximizing local progress ¢ counter productive ta the

persuit of an overall solution.
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With the blocks world example, executing the plan appears to be a redundant phase
since the outcome of each step 1s certain and known a priori. 1n real world problems this
1s not likely to be the case Even for a robot operating in a Blocks World, Sacerdofti
discusses plan executron, momtoring and repair to allow for "unexpected” events.
Errors 1n the gearing of the robot's arms and wheels, for instance, could result in
incorrect posttions and necessitate additional movements; these errors would be
discovered as steps are executed and would require "on the fly" modiication and re-

planning.

In situations where uncertainty about the outcome of transformation arises, planning
becomes a httle more complex. While as was argued in the example above, there are
definite advantages to completing the pian, if the uncertainty 1s cumulative over steps
then the cost effectiveness of completing the plan betfore the start of execution is in

doubt.

6.2.4.  Limitations due to problem representation

Most current planning systems use the STRIPS representation. The formalism imposes

severe limitations on the types of actions that may be represented:

Because actions are selected on the basis of the predicate changes they bring about
(isted n postconditions), such systems cannot cope wih actions whose

postconditions are functionally dependent on input,

Another himitation which specifically relates to non-linear planners is the problem of
synergy among conjuncts [CHAP87]. While these planners can detect interactions in
the form of predicate establishments and denials, parallel actions which are individually

possible but have a cumulative effect cannot be detected.
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The result of actions in real-world problems might not be readily describable by
postconditions alone Even using FOL, problems mught require deductive engines to
evaiuate the conseguences of each action. This makes the plan space very expensive to

search
6.2.5. Extensions to plan representation
6.2.5.1. The SIPE system

The SIPE system [WILK84] extends the representational possibiities of planners
considerably and introduces new concepts to faciitate the detection of conflict in

paraliel actions and to enhance performance
6.2.5.1.1. Hierarchical organization

Operators in SIPE are organized into a conceptual hierarchy which enables plans
to be constructed at different levels of abstraction. Reasoming at higher levels
allows a reduction in computation, by eliminating the manipulat:on and processing
of considerable and unnecessary lower level data. The hierarchical organization 1s
also a natural (human) way of storing knowledge and therefore makes complex
operators easter to express. Fwally mechamisms of inhentance through
hierarchies are well established and impicmentations are quite eficient so systems

incorporating them can exploit a large repertoire of established techniques.

Instantiating hierarchies of operators generates plans in the form of procedural
networks which when fully deveioped {complete} and debugged (all detectable
interactions have been resolved), can be processed at the execution phase of

problem solving.



6.2.5.1.2.  Constraint posting

SIPE system incorporates a much more sophisticated constraint language for
varniables. Previous planners could either bind variables to constants or leave
them totally unbound. SIPE on the other hand boasts a number of attnibute value
restrictions in addition to conventional numeric constraints. This means that the
system can incrementally constrain the search as far its reasoning permits.
Premature and arbitrary commitment to paricular values is reduced with a
corresponding reduction in backtracking. The posted constraints are propagated
quite efficiently as the plan 1s implemented as a procedural network. The
hierarchical data structure facilitates attribute value look-up and thus further

enhances processing efficiency.

6.2.5.1.3. Resources

The concept ot resources is a particularly interesting feature of the system. A
resource in SIPE is any object which can only be shared by other instantiated
operators, under specific conditions. When a variable is identitied as a (finite)
resource, any instantiation of that operator blocks other instantiations using the
same resource until it is released. Reasoning about resources in SIPE is used to
detect possible conflicts between parailel actions at the time the operator is
selected. One alternative is to axiomatize the availability of resources in the
preconditions and their release in the postconditions; this approach complicates
the definition of operators and for some applications, could cause an

unmanageable proliferation of them' . Early detection of resource allocation

1 A planner operating in a "blocks world", where different sized blocks are used, would require
more than one PUTON operator.
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conflicts 1s particularly useful in hierarchical planners, where considerable effort

might be deployed in refining an inadequate plan at lower levels.

6.2.5.1.4. Purpose

SIPE's operators contain a "purpose” attribute which identiftes the principal
predicate {postcondition) sought by its application. This slot reduces the amount
of work performed by the pattern matcher when selecting an operator to
establish a predicate. The purpose slot is an expression of the rationale behind
the apphlcation of a particular operator. When the system corrects parallel plans,
the operator's purpose attribute which 1s inherited down the hierarchy serves to
scope the lower fevel nodes. 1t the purpose is already achieved then the system

can simphfy the plan by removing all scoped nodes.

6.2.5.1.5.  Deductive operators

SIPE allows the definition of deductive operators. These do not expand or
modify the plan directly, but assert and deny predicates describing states. The
addition of a deductive engine makes the description of real-world problems
easier. It also makes the definitions of planning operatars simpler, as they no
longer need to incorporate extensive preconditions/postcondtions describing all
possible cutcomes of an operation. The separation of plan operator from state
transformation mechamsms opens the possibility of using much more complex
state descriptions which are required n real problems. The drawback is that the
operator selection mechanism reasons without full knowledge of the

consequences of a transformation and might therefore not make the hest choice.
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