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) definitioné of " the .office' as

eported in- the computer science 1iteratqrg,"énd péopoge to
view an office as the information processing and qenera&in}
component of an org;nization. A% a result of this view, wé
propoée eight‘requirementsﬁof a good modelling tool. ABL
(Alternative‘Bésed Languége) and three tools representati;e

.

of those currently’ available for systems analysis are’

examined . in the 1light .of ~Ehe stated requirements. We

. e e B -
- h g

o

explore the use of .ABL, developed at Concordia Unisersity,

o

by other researchers, as a modelling tool for Xffice

information -systems. This languége has power ful facil}&ies :

refinement.

Is

To' test the utility of ABL as a modelling to§1 3

Y

use it to describe part ‘of an existing, function




‘s

architectural bffice. éxamples of both sequeptial and

parallel office activity, as Wwell as structured and

unstructured tasks, are highlighted in the model.
Concurrent activities odcur naturally in the office.
Furthermore, complex office ‘procedures are freqiently

broken into sub-tasks which can be independently executed.

’If"powerfuf workstations form part of a high-bandwidth

local area network, and if the granularity of the sub-tasks

-

is large enough, then those sub-tasks can. be executed in
parallel by otherwise unoccupied workstations.

o

We present an algorithm for the assignment of these -

.sub-tasks to available workstations. The ‘algorithm

minimizes inter-task communication cost, ‘and is based on an

ABL model of the complex activity. An inherent feature of *-

such a model is its representation of complex procedures as
interrelated sub-tasks. We also use ABL-as a helpful tool

to derive meaningful executjpon and communication costs for

. . 1 - . “H
both a coarse-grain example, a sub-task in, the
. . . ‘ v '

architectural office, and a ﬁine—grain case, Quicksort. Wel

A

conclude that ABL is a .éoaerful and useful tool for

El

describing office information%systqms.
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Aij = Alternative i in Step j. ’

ah

N

The humber of Alternatives in Step h. ‘

*

il

The number of Alternatives in Step i. ~

a t

aj The number‘of.Alternatives in Step j.

o]
~
[

: The® number of Alternatives in Step k.

am = The number of‘g}tgrnaqivegxin Step m.

-

B;y "= The total probébility of branching to Step j from

Step 1.

\

C. = Step i.
C

c = The number of Steps in an ABL éystem.

1]
- is step j. -
Efj = The ' ‘total cost of communicating between Step i and
s - Step j.
. /
F = .The . number -0of processors. available for problem
‘solution. .
FLAG, = A subs&ripted“‘ﬁariable which {'s added to an ABL
: ~

- |
System in order to implement algorithm MERGE.

G = The total comﬂpnicatién cost within an ABL Systen.

.~

——

~

- xiii -

D.. = The ayerage fumber of times the Nexg_step of Step .l

. ‘. . ! . .
. . : .
o = Step 0; i.e, the terminal Step. @

~
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An index for subscripted variables.’

m.’
]

The total execution cost within.an ABL System.

[
"

An index for subscripted variables.
j'= An index for subscripteq variables. N

K(Cij) = The total cost of démmunicating .fréﬁ‘—Step i to
’ . \ ’ . -
: Step ] . ‘ \\ o ‘ -

K(x) = Notation to denote thezébst of expression .x.

k = An index for subscripted wariables.

el <A value which may be greater than, less than, or equal
[ 4 : .

' . n

) ‘ . Ay Iéo\O. - . E !

ﬂg X = The logarithm of xato base 2.

i ° . ‘
. ral _
m = An index for subsctripted.variables. . ”

N.. =, The Next step of Alternative i in Step j. /

'n = An index for .subscripted variables; also, the number of

elements in a set of data. - - S
Pi = Precondition i. . . .

Pij = Precondition i in Step j.

’

P(x)r= The probability of the event denoted by expression x

- occurring.’ <.

px = TheNHumber of Preconditions in .an°ABL Sysﬁem.ﬁgk

Q = The ABL representation of a problem or program; i.e.,

I _ s
an ABL System,

s = The ratio of the amount of time one proceésor will -take .
to execute an algotithm to the amount of time

several processors working in pargll%l will take;

-the speedup. v




T, =

ijk
?las

t =

Yii

Vi(x)

. Y ) ' \ <

. | ¢
.Action i. ‘ -
> Lt N
=.Action i in Alternative j 'in Step k.
t,J.k
Alternative j in Step k.

The number of Actions in an ABL System. . .

= The ~1Fp entry in the first row of maEFix U; t@i
average number of ﬁimes Ci }s'execgted;

= The truth value of thé éxpression dgnotéd by x. ‘

The value of the expression denoted by x duripg the

'qth iteration of algorithm ASSIGN.

‘= The value of the expression denoted by x during the
(q+l)th iteration of %1gorithm ASSIGN. 1//
The required fraction of the total ‘cost of an ABL

System to be represented by execution cost aione;

the required processor utilization, -
»' . ’ ' ~

e

= The sequentially last Action to be executed in -

Y
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o : +CHAPTER: I
) THE OFFICE OF THE FUTURE

§ o
' i

The ' business: community has

developed a

well-understood concept of the."office! as a place where,

certain kinds of activity take Place. Computer scientists,

A

however, see \the office with, 6K its computer-based offige

products, local' area networks, and portable intelligent

e “

. \'\ .
terminals as an integrated system of communication. In an

effort to bridge the gap between business people and

computer ' people, .the "office worker" of the traditional - '

Rl

office has becdme‘fhe "knowledge worker" of the "office of

8

S
_ works in an office" are synonymous.

o

. s ' P
computer scientist. We first examine

terms "office worker", "knowledge worker"

thejfuture“ (UHLIG76). For the purposes of th{s study, the
' [4

L

and "one who

\

In what follows, we take the point of'view of the.

some/ Nof the
prevailing concepts of what constitutes an office,\:gk then

~

= propose our own ‘definition. It is intended that this -

‘from \the concept of the office. Our

i

.definjtion serde to disassociate the place of the office

interest lies




~

ry o

. information’ systems. It is genérélly accepted that both

primarily® with the latter. In the remainder of this
-chapber we examine some of the research” that has been done
on "casual users"™ of computer-based systéms}°and relate

that and the problems of user interfaces to office workers.

In “chapter\ Il we discuss modelling office

- ~
’

modelling and simulation play an important parti in

designing and restructuring systems in general, and office’

Qsystems in particular (NUTTSL). We present eight

requirements for a modelling tool, including in our scope

&
odelling the concept of simulation. We also describe

éxistiqg modelling tools in order to help the reader

5

underStand the discussion that follows.

. 9 ' .
Chapter III - introduces ABL [Al'ternative Based

-

‘ . @

5 Lahguage) and , then examines ABL, SSA (Structured Systems

Y Analysis) (MENDE80), BDL (Business Definition Language)

@ .

(HAMME77) , and ICNs 4Ihformétion Control Nets) (ELLIS79) in )

7 - . P .
the light of the requirements proposed in chapter II. This

examination 1is. done by ‘examining how well "each of the

tools satisfies each of the requirements. Finally, we note

some dfxthewstrengths\and weaknesses of ABL. ,

* As an appliéationAof the use
pobl, wé present in chapter IV the m del . of ,part“of an
'Eréhiteét;ral firm. We exglain~'o r choice,Af office to
‘ﬁodel,ie;pléin the model, and d}aw gome .conclusiéns ’ffdm

our experience.
AY .

f ABL as a modelling"

-



4

" office tools, from the simplest limited-memory electronic

2

Y

e e T4

In chapter V we discuss the guestions of concurrency

and_problem decomposition as they relate to the office. - We-

v

. & . ’ . . : q
present an algorithm that draws on some of the featuriks df

ASL in order to provide an assignment of variops sub-tasks

A3
e

inter—-process communication.' .Each of these processﬁfs can
be considered machines, individual knowledge workers, or
departments in an organiz?tion witﬂout affecting  the
workings of the algorithm. . %e also discuss the question of
costing office activity, “and present two examples;, one
drawn from the architectural offiaz,-and the qthérgf;om the
computer science literature. ’ j\\
In chaptgr 'VI' we' bresent our conclusions, and

indicate some possible areas for future research.
. T ' )

2 -

N \

1.1 The present situation ~

" The microelectronic revolution is well underway.

N

"Microprocessors are-having a profound effect on the way in

> )

cwhic.h.hmany people work.: Particularly affected is the)

traditional office worker. Various microprocessor-based
ok : -

Y

typewriter to the most' _ sophisticated' . integrated
wofxstation,~ are coming into widespread use. These tools
are being linked together .using local area networks ¢to°
provide * a. ,working énvi;qnmen@ that‘is not Iimitéq by the

physical constraints of an office building;‘,

to various parallel ©processors, Based on min&i*m%zinqS
b ‘

F .
e
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N ¥
This new and impressiye hardware is-useless without

adequaté software to- drive "it. Furthermore, there is a
"growing concern about who is gfing computer-based systems
and how the software interface to thls hardware should be
desfqned (MQBANBl). lThe necessity for office managers té
be able to assess bth software and hardware aspects of the
emerging technology and deciding which ~ éunctions to
implement raises tﬁe issue of beirig able to build an

adequate picture of how the office functions now, and how

it will function with the new technology in place.

L =P

l 2 The development and deflnltlon of QIS

Most people have an intuitive 1dea of what is meant
by the term foﬁfice.“ When we deal wikth a detailed analysis
Qf office act;vity,.however! ;t'is necessary that our terms
be as precise and well-defined as possible.

* One definitibn~;f thé office is "a place where

onple read, think, write and communicate; where proposals

are cons;dered and plans are made;-where money is collected

and spent; where businesses and other organizations are

managed" (GIULI82). Another .definition considers the

office as the physical place where people’work, receiving,
dealing with, claSsif&ing, remembering, finding and sending

. information (SCHEUS1). It is important to remember that

this transmission of information is done both orally and on

paper. - Uhlig et al. consider office workers to be "the




!

1

. people who deal primarily in information" and - point out

v

that besides processing information, they also geherate new

information (UHLIG79). Of note is the Structured System

Analysis definiti;n of a business "as a logical set of
hfunctions which exists to provide‘a product or serv}ce...“
(MENDESO) . An office has also been aefined as "a place

where people gather’ to commuhicate with associates §%d

customers, gain access to information and facilities, and

perfo;m their'aésigned pasks“‘(SéKELBZ). N

Uhl{g et al. consider an "automated office" as "an

office in which interactive computer tools are put in the

hands of individual knowlédge.workers, at their desks, in

the areas in which they are physically working™ (UHLIG79).

Ellis views "the typical large office of today ... as a

complex, highly parallel, interactive information
processing system." He goes on to say that "one definition

of the, office says that it is primarily an information
{

processing and control sfstem for an organization.

v Analogous to other systemsx,'rt has input, output and

internal processing, but the individual activities tend ,to
be simple, and the data structures tend to be complex"
(ELLIS79).

Of the activities that take place in an office, we

should note that, "a major process 1in any office is

. planhing" (UHLIG79). Studies also indicate that only 20%

Qf a .secretary's time 1is spent typing (DRISC79). Other




UpE

. major processes include the allocation of resources,

monitoring the execution of Iplans, and kaing decisions
(UHLIG79). Managers build relationships, persuade others

and resolve conflicts (DRISC79). "Stratégic level managers

operate'primarily by interfacing with people. They do this

-

because each problem they deal with is unigue, requiring

unique information. Obtaining that information requires

~
™~

interacting —with individuals" (UHLIG79). 'HoweQer, in the
automat?d office, clerks are in a different_ —category from

managefs and "are more used by computérs than actually

w

" users of computers" (STEWA76).

Faced with these varying considerations of. what is
meant by :“office," I propose a definition which
disassociates the place of an office from the concept of an
office: An office 1is that part of an organization into
which comes information, from which comes information, and
in which inférmation is transformed in such a way that it

3

can be used to produce products, services and money. Of

‘particular importance is .the consideration that :the

information that enters an office may come from many,
different sources, some of which might be considered

pon—traditional from the point of view of - cohpuper system

input. There can be both étrqctured and non-structured’
input data entering the office through  such different

channels as speech, gestures and mannerisms.

Given this interpretation, we can t ;h haracterize



!

1

f

i
z

s e

offices by the kinds of information that enter them, the

a .

kinds that leave,' --and the sorts of transformations that

‘take place within them. Also, we can look at the types of

e

tools that are used both in the input/output operations and
in the.transformative operétion. r

"Another consequence of the above definition is that
it ° includes "preindustrial, industrial 'and
information-age" offices within its* scope (GIULI82).  The
.preindustriél office relies heavily on individual

performance, Workers perform their duties without the

benefit of machines or a "systematic work organization."

-

They deal with information according to their own

predisposition, and are loosely gathered together into an

‘organization. In the industrial office, workers are

organized to. serve the demands of a rigid sysfem of

production and 1its. associated machinery. They handle

information according to well-defined rules within a

tightly-knit organization. The information-age office
combines systems and machines so that both individual
wqueré and their <clients benefit. Individuals handle
infbrmation as they see  fit, while still working within a
well-defined organization. I

When "there is a computer terminal in every. home,
every office, and at every street corner ..." (HILL79) the

physical location of the hardware and the software

associated with- office activity will not matter. Then.a

-7 - *
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view such as that taken here which places emphasis on ‘the

concept of the office rather than the ﬁlace will become

appropriate.

1.3 0ffice hardware

In the preindustrial’ dffice, foice’ hardware
consists largely of paper ‘(which includés’printed forms
such as ledéer sheets and letterhéad .as ﬁwell as "“scrap"
paper used for recording ephemeral informationl, pericils,
pens, flllngfcablnets, and postage stamps, all located
within one well-defined physical area. Tﬁe industrial
office is modelled after an industridl assembly line, and

includes such additional hardware as photocopiers, postage

machines, electric and electronic typewriters and local

telephone) exchanges (PB8X). The information-age office,

"however, takes advantage of current technology to minimize

the amount of paper flowing through the offlce, and to

distribute the logical <components of the offlce in space.

4

In the information-age office, individual work

stations may be .compoéed of word processors,
microcomputers, intelligent copiers, speciallzed graphic

display units or high-speed printers. These individual

"stations, can be installed in one physical " location, .

clustered together and connected to‘each otﬁér, or they can
be physically distributed and only  logically

interconnected. Local area networks (LANs), with their



speed, capacity, ease of installation and ready
availability of daté | transmission paths, permit
interconnection topologies that can be specific to
particular office requirements (DIGIT82). Such LANs as
Ethernet (SHOCH82) and CUENET (GROSS82) permit the logical
interconn;ction of office components to be independent of
their physical location. It is also possible to include
special purpose hardware that will éive the necessary

i
degree of protection required in an office.

Already there are companies which are strongly '

committed to the information—-age office. The low cost of
micrbcompﬁtgrs has allowed many companies to equip their
office workers withh simple, basic  workstations.
S Throughout the entire coﬁpany Qorldwide, there are no
.secretaries in the traditional sense and only a few dozen
qtypewriters. Virtually every one of Sur\ three thousahd
gemployees has an Apple computer on his or her desk”

(KILLIB2)., .Killins goes on to point out that the physical

+location of bo the information resources and the employee“

are immaterial to the office workers.

-y R rd
' o
p

1.4 Office software

In both_“preindustrial and industrial offices it
makes no sepse to talk of ‘Pffice software. However,
organizational tools that ease the task of the office

;horker can be identified in both these kinds of offices.
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It is by dealing with individuals on an individual basis
that the office worker is able to transform the ihformation

that he receives from outside theioffice. Essentially, the

"program that determines how office employees function is

) i
resident both within them ané their clients.

Workers in the industrial office are - assigned very

-

specific and ,limited tasks. As long as-the information
they are\aeaiing with falls within the limits. of their
feépopsibility, they are able to deal with ié; Anything
outside their area of résﬁonsibility has to be referred to

another 1level of managsment; that. is,. to another office,

worker. In this cas€, the "software” - resides Qccmplétely

within the individual office worker.

In the information-age office, the typical officeg

’

<

worker "wants to access others' data " -and programs, .

. - -

interchange documents, messages, etc. He 'would like an
. . v P

interconnected set-of intelligent systems" personalized to

AN

his own needs (UHLIG79). . He should,haQé at his disposal a

wide range of tools to assist him in his task of, -

transforming information.

k!

Bair considers the following typical tools (BAIR79):

an inkeractive interface with on-line assistance; text and

i

S

documént preparation facilities, 1including gypeseéting;/

- distributed telecdnferencing; electronic . mail delivery}
cataloging,' storage and retrieval; a hierarchical

.information structure with fagilities to 1link with other

-0 -
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‘suggestions for ‘improving -the

'highlights "bad, sentences") ‘among others (CHERRBZY.

Iy < »

P I N -
<

. t N - . -~
nodes; personal information .management in .the form b&f
. - - .
> - - ' . . 3 - “
.calendars, private notes, etc.; organizational information

o

manadement; . and facilities to enable g‘;tom—buildind

subsystems., - Word processing sYétems allow the office

worker to transform information coming from many different

™

' “ I . .
sources into documents, forms andv/other written material

rapidly.. Data base management ‘systems

dictionaries permit him.to sStore and retrieve information.

Electronic mail systems (EMS)}and teleconferencing networks

-

assure him of read%&and secured access to other office

¢ . ; ; . 0 .

workers, even if they are 1located far from his own
.-

Finally, he has a

location. host of software tools

a

available to him ‘to allow him to manipulate information so

[

thats he can make decisions apprbpriate to the task at hand.

To point to ,one specific example, Cherry comments on some

programs béing used to help- writers ,prepare documents:
PARTS (which is used to analyze English text), STYLE (which

produces readability indices), PROSE (which provides
' L1 i . !

text) , and REWRITE (whih

O ié certaihlf'true‘ that ™"the real behefiﬁs of

ofﬁice inforration tools will become apparent when the
, < . » : .

tools form parts of the same environment™ (TSICH80) .

-

v

. Jndeed, that may be the time when the "office of the

future” would becdme the “officéfof the present."

(DBMS) and data

P SR S S s R S
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1.5 The user interface and OIS

“o

- Considering onlfk“knowledge workers," 37% of the
Upited States work force ﬂworks in an office ({BARCOS81).
Including all thoée. who 'manage information rather than
.produce' goods, however? the Eigure rises to 60%. As a
'resulé, the problem of effective use of office tqols .
bécomes significant. In . order to use a tool efficiently

the user must be properly trained in its use, and the tool

w0

itself must be well-designed. Althoﬁgh Barcomb presents an -
excellent survey of the hardwdre tools available, he does

. . o~ s
not discuss the wuser interface. "The” computer science

-

professidp must Trealize that the interface, 'not the

technology, 1is the key to successful automated office

L 4

information’ systems"” (MARYA81). Thus, when looking at OIS, |

we are led to consider the user interface. After all, "it
{ .

is people, not machines, who make an office what it is"
(UBLIG79). . ' '

. ‘ ARY M A j M ~
1.6 The casual user vé?sus the office worker

e

There is a gignificant’ body of literature that ‘.

N

concerns the "casual user." Researchers are starting to
examine some of the characteristics of such a user, and are
making sujggestions as to how interfaces should be designed

to suit his or her needs. We should note, however, that

the worker in an office 1is not a "casual wuser." The

»

A 3

-12 -
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quéstion of how cibsely these ﬁggrkinds of user resemble
S each other will not be dealt with at length in this thesis.
‘Nonetheless, some characteristics of the “casual user" that
sSeem apﬁrop:iatg éo the design of interfgces in the . offiEe

environment will be highlighted. -

In general, it seems clear that among the users of

A

office hardware those users who have 1little abiligy o;'

desire to write programs will domina&e in the future. They

look to computer systems as tools to be used, and are 'not

.

interested in learning how to program them. They want to

’

acckss each others' data and programs, interchange.

‘documents and 4héssages, and so on. They . would want

i

interconnected intelligent systems to be personalized to

. their particular needs (QHLIG795. ' .

¢

"o There are- various definitions of the casual- user,

some of which fit the characteristics of the office worker.

,Codd's, charagterizationﬁ of the cgsuai user as "one yhose
inié;éctiong\.:. are irregular ih time and not motivated
by his job " or soéi;l role" exclﬁde 7fhe majorft§. of
‘information-;ge. " office ‘workers'_ (copp74) . Their
interactions are a direct'resu;t‘of’their jobs. Kennedy
d?finesfthe caguél user as/one whq "..:inte:acts with the
éystema only rarely\and who' therefore ;equires a great deal
of help in ﬁerfofming the action hé intends" (KENNE74) .
This ~definition, too, seems to exclude ofﬁice wo;kgrs who

. ’ 4 : .
would have a high degree of interaction with, an automated

.
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- system. However, Kennedy's recommendations with regard to

the Qesign of user interfaces afe certainly applicable to
the'offige environment, |
Cuff comes up with an appropriate definition! for our
purposes: Professionals in non-cemputing: fields :kCUFFBO).
He iists\the foli&wing characteristics of the'cagﬁal user:

(1) Forgets major and minor details of a systémp (2) Has a

"high® error  rate; (3) Expects to be forgiven for errors

made; (4) Lacks typing ability; (5) Unable, or unwiiling,
to undergo a .long traininé“pefiod; (6) Prefers on-line to -
off-line documen&atioﬁ; (7) Will not -~ tolerate a gtrictfy -
formal databaseé query language; (8) ;xpects_the~da;abase to
be constructed aécording to;’his/herh mental model; (9)
Expects ay non-legali§tic interpgetafion of a database
query; (lQ)'Eipects the, context of the sesgion to be
maihtained; (11) Expecfs the 'syspem's end of any dialogye

to be coherent"; and (12) Expects a polite system.

Office Qorkers differ from Cuff's "qasﬁal users" in.
these repects: ' (1) They forget only those parts of the
system that they do not use regularly; (2), Their error rate

for unfamiliar 'parts of the system is high; (3) Secretaries

. and word-processing operators type\well} but .managers and

ﬁgaerks have var&ing‘ degrees of tybing ability; and (4) °

. 'Managers, in particular, have no time for training, whereas
. ' /.

clerical staff can be expected to undergo a training

"program. With respect to ~th'e other ° chracteristics, the
. i
]
- 1,.4- .



office -worker has Jthe same expectations as the "casual -

‘user." ' ».,/
_— . ‘
With regard to the regular user, as opposed to the

o

casual user, -Eason points out that "the problem of the

4

‘regular user is that he is 1lifkely to develop and change his
needs .and abilities and the comput;;ar has to be capable of
satisfying many levels of a‘bility", (EASON79). He also
.points out that they ”progre;siveiy broaden their need fqr
knowledge as their task requirem_eg\ts c’hangé."

A Sincé. " the user deveiops ; concg[')t‘ual view ,of the
system ‘from' the total behaviéur of the system" (‘MOQAN»Bl),,

o

and it 'is through the interface that the user observes how
. . ¥ \ ’

extremely important. This problem is well summed &ia by

Stewart: "... interface must be determined by the

character.is‘tics of the 'potenjtial users" and their tasks.

He concludes that the hardware and the software of the .

human must match the hardware and the software of .the

. computer, or vice versa-(STEWA76).’

1.7 Interface design

As part of the «consideration of proper interface

A

design, we have to consideg what modes of ‘communication
? . -

exist in the office, and which ones can (or should) be.

o

automated and which cannot. While some of " the i‘ssues‘

f b t .
.raised by this question are ethical and, touching on.{the"

t - 15 -

the system behaves, the. design of ‘the interface is
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\ 'st;gctUte of society as a whole,_will not be dealt with

i E

“‘, here, others are purely technological and will be briefly

o
. P .
discussed.. - :

B Y
’
i

In order to Fesign effective man-computer

interfaces, we ‘need L a "complete understanding of
¢ person-to-persan communiqatioﬁ" (CHAPA79). At the ' outset,

‘' we - note . that the 'simplest . means of inter-human

communication is through gestures, facial expressions and

éigns.‘ _ Natural language, or speech, is a slightly more

'“-J "difficult means of communication, followed by writing or
-drawing, and typing. ‘It is significant that 'the easiest

-

way to communicate with a computer is by typing. It 1is

o -

- « more difficult for .the cdmputer f& both understand ané
- producelhand-writing and drawings, I;telligible speech can
be’ produced by computers, but understahding free—flowing‘
. ~human conversation is stiil beyond the capabilitiés of
P computers., Finally, computers are totally inéapéble of
r\un@e;standing and generating gestures. That is, the order
- .,of ~ease’ of coﬁmunication for computers 1is the exact
’ ‘ oépééite to that of humans (CHAPA79f. .
- - . Communication in the office can be broadly divided
. into ‘two categories: Formal and informal. within eachl
. © category thereA ére three, general methods used to
»’Eommuhicatez Forms, speech and gestures (We include text

s ’

and graphics as paré of forms in this case). The

-
&

‘communication of forms of all Kkinds can, and in some '

- 16 -



‘the following suggestions: Communication be 1in a

.
PN i)

\  =nces is, being automaﬁea “(TSICH80). - Formal verbal

ely that communication using informal utterances or

¢

gegtures will be automated in the.near future,
- oo ’ / * N

Stewart points out the dual nature of the interfacej
a link and a barrier. The interface joins the physical and
psychologiéal aspects of the .user to the hardware and
software of .the computer. It keeps the usef from aspects

of the system that are too complex for him to understand,

or that are unnecessary for his cirrent task. He suggests

[ -

that the facilities should change as the user develdpé more.

expertise in his use of the system (STEWA76).

An extensive list of gﬁidelines for the "humanizing"

)

of human-computer interaction, is presented in (STERL74).
The major concern is . that each system be humanized so' that
"the, system increas®s the kinship betwden .men." Bair makes

suggestions that rilate to -the work envoronment: Workers
[ '

-« . . ‘ d
should have extensive on-line time; ‘there should be a

o

flexible “workstation" desiqned for all "knowledge

workers," with a customized interface; and before

installing a teleconferencing network, there should be a

need for intercommunication within the

<«

defined as a group having a common ground among its members.

(BAIR79).
With regard to a text-based interface, Kennedy makes

concise
L' .

te ' " - 17 -

can also be autométgd (HILL79) but it seems
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natural language; the rate of ex;hangé betwei:hggstem and
user should lie in the user's "stress-free working range";
entries to the system should be in a free format; error
messages should be polite, meaningful and informative; the
system should allow the user to iearn how to use it by
himself; there should be on-line assistance; the comménd
languaée should be logically consistent and simple; control
"must appear to belong to the user;" and "the system should
adapt to the ability of the user" (KENNE74). -

Cuff, addressing the question of database interface
design, suggestspthat the system actually help the Qser
determine what it 1is that he wants to do (CUFF80). "In
order to facilitate the user's task, he suggests explicit
62: constrained choici§,cmenus, prompg%ng messages, and so
oth with,a'"smail set"'of primitives. He also advocates a
hatural language interface, while recognizing some of the
problems that can arise: Straying from the semantic bounds
of the database, the limited worq‘range of some systems,

restricted grammars, spelling, syntax, loose queries, etc.

It is clear that office workers naturally use speech

.as part of their communication repertoire. Chapanis

underlines the impo?tance of speech to problem-solving
activity (CHAPA79). The question then becomes one of
determining how speech can be added to information storage,
retrieval, and transformation. In this context, we must

differentiate between voice input and voice output. Output

-18-.



v

is gheap, of good guality, supports a large vocabuléry, and
c;an be produced.in many languages. -Input, however, has
almost the exact opposite qualities. As. a possible
application of voice input, the slystem could ask ‘for a

-

user's password to be spoken, and thus_ could adjust itself

to the user's voice (SCHEU81). Hill notes that by -

2

"restricting- speech in{)ut devices to the identification and

—

//as'é)/of words spoken in isolation, it is possible to build

cost-effective devices for the voice control of machines.”

Such devices may r'easonpbl;; be called voice buttons..."
(HILE79) . If we are content to ha\;é a system which will
only recognize one or two different voices, then voice

input "may prove effective" even with microprocessor-based

.systems (EASON79). Such a system would only be }1541 where

it can prove to be coét-effectiye.

We can thus expect a typical work station to have
voice input as well as a mc;use, joy stick, touch screen,
and - keyboard.. With -the declining cost of per sonal
computers, such har‘dware is becoming readily available in
téle home, and it is.‘only a matter of time>be£ore it spreads

to the office.

-19 -
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CHAPTER II

7

REQUIREMENTS FOR AN OIS MODELLING TOOL

2.1 The case for modelling

Until as recently as 198l, the ' approach being

suggested to office professionals desiring to automate

“their officeé was what could best be called the "trial and

error" method (BARCO81, pp. 23-27). In fact it is claimed

that the progression from prototype desién through pilot

installation to final implementation is a "“strategy gaining
widéspread support" (BARCO8l). One reasonable explanation
for adhering to such a strategy ié the lack of an adequate
tqol to model the various acti;ities in an office.

Uhlig et al. recognized that if we view "an office

as a communicatian system, we will be able to quantify the

)
4

‘processes that transpire in the office (UHLIG79). Then,

»

given the appropriate tools,-we will be able to model ahd
formally describe office activities.

El;is stre%sed the necessity of modelling office
systems in order to help in the planning of new offices and

the reorganization of existing ones. He pfoposed usiné'

) ° - 20 -



mathematical models of offices to gain.insights into how
the office functions, and possibly even to develop general
theories\\ggggt offices (ELLIS79). On the contrary, Hammer
and Kuhn point out that "custom software must be produced
fo; each office information systen" (HAMMEB%). In order to
develop such software, it is necessary to analyze what goes
' on in the office, and assess wﬁat is needed. Nutt and
Ricci maintain that office hanagers need appropriate tools
~so that they can wunderstand how their offices are
structured. Such tools should allaw them to "represent the
"structure of the office, to speéify the .information
requirements of the office, to énalyze the information
flow, and to predict the: implications of office
reorganizations" (NUT%Bl): As fsichritéis aptly points
out, "there is a‘need to portray the f}ow of docﬁments, the
coordination requi?ement;, and the strycture of the office
information systems." According to him, "there is a need
for requirements specification tools, design tools, and

’

'modeling and analysis tools" (TSICH82).

Although it seems that "successful automated systems,

will require much modelling and analysis to be assured of
correct operation® (TSICHBO), we do not feel that "an all

'encompassiné office procedure specification 1language will

be rather complicated in order to be powerful®™ (TSICHS80). -

In fact we will show that a relatively simple language,
namely ABL, can be used for the specification of an office

y
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environment.

Before examining exactly what we should look for .in
a modelling tool for 0IS, it will be instructive éo t;ke a
look at some of the characteristics of OIS that distinguish

them from other systems.

2.2 Characteristics of OIS -

Gorges et al. note that the typical office worker
spends 10% of his time thinking, 20% reading an& analysing, -
and 70% in some kind of verbal exchange. This verbal
conmunication takes place over the telephone 20% of tﬂg
time, in meetiﬁgs 24% . of the time, and in face-to-face
communication 26% of the time (GORGE81). It is clear that
the primary office activity is communication, and the.
majority of _ that communication is verbal. The -
communication may be highly structured, ‘as in the case of
form-handling, or it may be as unstructured as 6 a remark

% . , o .
betwgen two office workers in an elevator. Tsichritzis, in

describing OFS (0ffice Form System) recognizes. that "there

¥

is much other activity not associated with forms which we

. cannot mechanize let alone automate®™ (TSICHS80). The

question we will try to answer is whether this activity
qaﬁ be modelled.

Another characteristic of OIS 1s what would be
éalled except}on handling in a computer system. One of the

major talents that an office worker has to develop 1is the

» ' £
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ability to respond to unforseen events, since such events
form an integral part of office activity. Barber explains
this ability: "Office workers are able to handle unéxpected

contingencies in their daily work because they know the

" goals of the office work and because they know what actions

are needed to "achieve the goals of the office work"
(BARBES82) .
Parallelism is another aspect of an 0IS. It is

common for more than one office worker to be working on a

given problem at the same time. This may result from

having‘a team of* people trying to resolve the problem, ér
it may come about because ofvmanagemént's desire to have
d;fferent depértments or subsidiaries compete against -each
other to be the first to arrive at a solution. Also, files
ére often shared among many workers. It is not uncommon ;6\
have different departments handle different copies of the
game brigipal‘doqument, making chénges]to their own sgopies

which then become transferred to a master copy.
A4

N

Data storage and retrieval in the non-automated

office may not be as structured as the system maodeller

‘would 1like. From a small (sample size of 10) study of thé

.'way in which office workers organize their desks and

offices, it was found that they like, to store printed or
written information in pilés on the tops of desks and
tables, 'in files in drawers and ﬁﬁling cabinets, and

arranged either neatly or haphazardly on shelves (MALONS2).

- 23 -
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modelling tool should be able to be used not only by the

S

-~

Given these characteristics and peculiarities of the
office warker, it becomes a real challenge to effectivély
model an 0IS. However, with appropriate tools, ,our task

could become easier.

2.3 Proposed requirements for an QIS modelling tool

b This leads us to <consider what, exactly, are the

desirable characteristics of a tool to model office
activity. " Recognizinq that "a powerful office procedure
specification language is an (important aspect of an O0IS"
(TSICH82)  we have formulated the following requirements of
a modelling tool for an office information system:

1) ,Be simple to learn and use. ) Ideally, the

3

0IS professional, but also ‘by the average knowledge worker
and managet, Inlgeneral, the kind of modelling tooi we are
looking for.will be an automated one. That is, it will Dbe
a computer-based tool. The user interface to the software
needs to be "friendly" and " should follow the guidel ines
prese‘nted above, in section .1.7. The modelling tool should
allow the models that are developed to be undérstood ~Ry

decision-makers within the organizationf Neither clerical .

workers, who may be called upon to build a model, , nor

managers, who will have to interpret the mode®, can devote-

a large.amount of time to learning a complex to<’>l.
‘ , ' ' , 3
2) Represent reality cdlosely. Gne of the major

u
o i
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. Y
" directiy implémented wouldlsge)yhe‘ideal.

A

" as

realize the system being modelled

“building.

PN

[y )

problems with many modelling tools is that once a model .has.

been established} it is not a straightforward task™ to

,One, cafinot 51mplm scale

up-a model into a pro]ect and hope that it will work as

spec1f1ed. S1mllar problems can -occur * when we tty to
¢ - A

translate a madel into reality. A model ."that could' be:

\ .
However, given
[

that ik is unlikely that we wi}l be able to automate every ¢

getivity in “the ' office,~the modelling tool .should at the

very least have the capabillty o@ easily correlating the-

model with reallty. The descr1pt1on‘of those parts of the

office that ate amenable to automation shqpld be directly

this way, -if the actual
we woJ{d be able to

and correct the errors in the

executable from the model. In

system proves ‘to have” flaws, ‘then

relate them to the model

system by going back to the 'model. The process of .system

»

design then becomes-interactive and dynamic( 'This approach

represents an;lmprozemegt ‘over the usual method which runs

follows- 1) - develop the mogdel; 2) éranslate the model

into a set of'p!ograms that.can be - execcted- 3) run . the

programs; 4) 1if the system dbes not perform as specified :

then elthga the model is at fault- or/the translaqFon is‘not

gaithful to the. model,- or both At thlS point we need to

EYl

be. an ‘expert in both the translation process and model

o s g - oA
e11m1nat1ng, or
% \ '
translation step, we are able to concentrate on
o ) o ’{
Lo : . L

greatly d1m1n1§hing

By . the

-the' flaws

R , .
Ve e .
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in the model .itself,

3) -Be consistent at varigus levels of the office

5 . ‘

hierarchy. Business organizations are traditionally

structured hierarcﬁicqfly. Because of that structure, "it

’ R . " -
. is approprﬁe that the specification language be

multi-tiere with 'th. topmést level expressing the

. e .
implementation-independent structure of thé office and'only
the mofe detailedfleyel serving to identify the parﬁicular
way‘in which ‘the "general structure is beigg‘ instantiated"
kHﬁMMESQ). However, we ~shquia remember that at various
I;ye}a of the‘organizationalvtree, there c;n. be functiﬁhs
and Procedures that are not hiérarchical’;n nature. Sodg

, 4 .

organizations have a more lateral structure; for example,

L]

many research establishments are organized laterally within’

a general hierarcﬁy. Without resorting té different tools,

.the model should be ablgwto reflect both hierarthical and
hete}archical structuées. N . 4

v

4) Express concurrent events. -As Uhlig et -al.

point ocut, "processes occur in® parallel, and clustered
» & ¢

. ® »
together, represent the various orgénizational functions"

(UHLIG79). The hdde} should be able to fepresént quace

. actiQity adequateiy, whether it Is sequential, parallel, or

a combination; of both. There .can be various different:

'activities going on in the office, but the synchronization

BN

e Coe . L. .1-126-

cessary occurs 'gs}ng"A‘“handshake" protocol. A common
- ' L]

example is one workér asking fofp some .information from

v
»

X
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another worker, and either proceeding with otaex_work while
‘ waitipg fqr'a ra%poﬁsa, or not being able to proceed until
a response has been‘gbtained. It is only in pra—induétrial
and ' .industrial age offices that we ,find . synchronous
activity: Tha starting and stopping times af wbrk. Thus

the modelling tool must be able to represent the kind of

asyhchrSHGUS‘ sequential and parallel activity found 'in the
. o

office. Furthermore, the model should réflect the many..

kinds of interrupts that occur within an ofﬁica. In a
typ1ca1 office environment thefa are many activities going
on at the same time, each interrupting the other, and each
one having a different priority. Some of these activities
represent "informal" communication, and as sucﬁ are
‘difficult to model; howe?ér,‘others ‘are very- structured,

and can be described.

5) Have a sound theoretical base. In order to

facilitate the analysis of whatever systems are being
-

described, the modelling toql should have a sound basis in

_ theory. It would be preferable 1if this basis could be

quantified’ mathematically. That way, the verification of

-

certain properties of the system being modelled would be

i

much easier. If a new language is being proposed as the

ba51s for such a modelling tool, then it can be viewed as a .

n formal language (HAMME80)

6) Represegt both "document model” and "processor‘

model.” An office can be looked at in two *quiEy ,different

v
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ways. One 1is. to consider the kinds of activities that

'

occuf‘ such as/filing,‘mailing~and‘so on. The other is to

examine the kinds, of data that travel through the

‘organization, such as reports, documents and forms. The

model should be capable of rgpresenting’an office in either
fashion{ or, indeed, in both .at the same time. In an
actual business office, neither the ‘doc;ments nor thé
processes that deal with the documents are separated frgﬁ
each other. The model should be able to deal with either

: . ~
of the two approaches.

7) Handle incomplete specifications. One " of the

* major uses of an OIS Fmodelling tool 1is to plan new

information systems and modify existing ones. "It 1is not

unusual for the specifications to be incomplete. Often

*

this incompleteness becomes apparent afterppart, or in -the

worst case, all of the implementation has been done. A
good modelling tool should help to bring out _inadequacies
in the specifications or in the implementation. In

addition to this, Barber points out that it is mecessary'to

add new information about the actions, choices,. and.

e

. situations present in the office environment "in an

incremental fashion" (BARBES82).

8

8) Allow incremental change of models. It should be

easy to make changes to an existing model as soon -as any
3
inadequacies are discovered. Rather f®han reconstructing

the model ffgm the beginning, it would be better to modify
. ( i
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it, one step at a time, and verify its performance at that

stage before proceeding.

*

2.4 Some existing modelling tools

The existing tools kor modelling office?systems fall
into four overlapping categories: Those based‘on Petri nets
(PETgR77), those bésed “on form flow, those based on
mapagement techniques, and those that are a combination of
technques. Our objective in presenting some tools in the
following pages is &e;eky to describe them. We will leave

a discussion of the merits of some representative tools to

chapter IIIL.

.
.

Petri nets form the basis for ICNs (Information
Control Nets) whicg‘arengraphical representations of° the
"set of related procedures” ﬁhat makes up an office
(ELLIS79) (figure 2.1). An ICN is a flow modél that has a
rigorous mathematical description. This formal description
is piesepted. in detail in (ELLIS7§). The graphical
representationJ is ’'built up wusing circles to denote

.

activities, squarés to show data storége facilities, solid
. oo

arrows indicaéing which activity comes before which other

activ}ty and dashed arrows to indicate the storing and

retrieval . of information. - Arrows coming from nowhere are

s

points of initiation, and arrows going nowhere are points

of termination. Parallelism is indicated through the use

of "AND nodes" which are. solid circles from which come

K
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arrows pointing to the wvarious parallel activities.

Finally, there are "decision nodes" which are circles into
which come dashed arrows, and from which come solid arrows
pdinting to the activitieg among which a choice 1is to be
made. Th; ICN. is\ modular. Aﬁy circle can be further
represented by another ICN. Similarly, a complete ICN. can
be represented by a single circle or'node in another ICN.
Nutt and Ricci present Quinault, an automated. tool
for the analysis and construction of office models using
ICNs (NUTT81). Ellis and Bernal describe ICNs used as part
of the modelling subsystem of OfficeTalk-D, developed at
the Xerox Palo IAlto Research . Center (ELLIS82). This
subsystem permits the simulation‘of office activity, which
can be distributed around an office using the Etherpeé,
"each machine acting on behalf of a particular sét of
people.” An important aspect of the modelling subsystem is
that one can'“replace alsimulation at a machine by a human
iht;racting with the system via OfficeTalk-D" (ELLIS82).
*The justification for modelling office activity
Qsing form flow seems to be that forms ‘repfesent what |is
important to the organization, and that, éince forms are
so widely used in offices, the way 1in which they travel
through the office presents a good picture of what is going
on in the office. Form flow appears in several different
tools, such as SSA (Structured Systems Anélysis) and BDL
(Business Definition Language), to be described below.

I4
4
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that forms may not neccessarily be the best way of dealing

with 0IS (TSICHS82). Tfeating voice as a form, and then
adding that kind of form to dFSy Lee is able to use the
form template to gfve a context to the ocutput se that it
becomes meaningful ' (LEE82). For example, the number 1982
in a "date" field will be spoken as "nineteen eighty-two,"

but in an "amount" field it will be uttered as "one

thousand nine hundred and eighty-two dollars," and in a

*part number" field as "one nine eight two."
: Z;oof has developed OBE (OfficeLby—ﬁﬁaﬁple) as an
extension to ‘the data base managemeﬁt system QBE
{(Query-by-Example) (ZLOOF81, ZLOOFB2). Office workers use
OBE to create and def;ne objects (letters, graphs, charts,
tables, etc.) on a twojdimensional display in a similar
fashiqn to how they are created on paper. Although Zloof
does not discuss this possibility, one might extend this } |
strategy to include the specification of entire offices.
One OIS modelling tool isl SSA  (Structured Systems:
Analysis) . It was developed as.part of an effort by Exxon
Corporation primarily to Help improve-software design and
implementation. Mendes describes SSA as a "business

modelling and communication technique" that is used by both

the systems analyst and the business pergpn. SSA concerns

-~
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itself with both the actual model that is built and the

process of building the model (MENDES8O) (figure 2.2}uW¢IQ?

: \
‘SSA model consists of a "global model" which is a hierarchy

diagram (figure 2.3), a "function matrix" which is an NxN

array (figure 2.4), an "information flow dia&ram" which 1is

a network diagram (figure 2.5), a "detail activity model"

which is an annotated hierarchy diagram, a "data structure

_diagram" which is another annotated hierarchy diagram, and

a "glossary of business terms" which is an English language

¢ . [
narrative description. .

v .. The global model describes how the various functions

in the organization are logically related to each other;
the function matrix defines the responsibilities associated
with each function; the information flow diagram represents

o~

how information .travels through the organization; the

detail activity model describes the "lowest-level functions

in the Global Model"; the data structure diagram describes
\“ . b . ) ' . " .

the view that the business person has of .the information in

the organization; and the glossary defines whatever

terminology is relevant to the business being modelled.

There are various "grammatical" rules which constrain the

model builder, and assist him in producing an accurate
"

model (MENDESQ).

A language which appears to address the particular

problems of the office is ' BDL (Business Definition

L

Language) . It was designed to be -a problem-oriented,

o
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(from MENDES0) o .

- 34 -



(083ANEW eoau,m

‘ . 1°POW PQoTD vSS : -
- . ) gz 8inb1a J ) - N
[rA1ay - S[aABT ) ‘ ]
Juawdyg sJapag sJapag sJ3pJn syJeg sjdeg sJusjuo] uﬁ-azm Asmyueaug |1 ﬁowa purnag
pJoday diys tt ajquassy pJoady 038, supwexy jdaday . Ayramp B:.S_. t,m__tm
1 ” . sium
) . . ) -a4ynbay
sJapap . 13017 i ’ . Adojuanu] s
a11nbay . | oupanag’ )
juasyavdag asnoqasey - .
'0) Arddng syueg vosyday b jJuaNjaedag Sajes 3y JO j{eysg U0 SJBpJ) yIedsyg o)
) ujsnoy N
tuoyezjuebig T - 1810y
. — \ ) .. _ . ) . \ )
- X ) P . ’ M . .

——h s e L wn

P

s e

At b eFd P ek

e ae e

b
E
k




Responsibility

Function

il

‘Nafehousing

Determine Inventory
Requirements’
Predict Demand

Monitar Stock Levels .

Verify Inventory

Acquire Parts .
Accept Shipment
Examine Contents
Stote Parts

Record Parts Arrival

Dispatch Orders
Assemble Orders
Pack Orders

Ship Orders

Record Shipment

Figure 2.; \L.

‘ LU
SSA Function Matrix
" (from MENDES8O)
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readable, easily modified "data proceséing“ .dégdriptiﬁe
language"(HAMMEZ7): It was to be a means of communicaéing
not only with computers, but also with people. BDL follows
the gtructure of offices very closely, mirroring the flow
ofydata through an organization..

There are four objects that BDL recognizes:

documents,,steps, paths iggﬁgiles. A document is the basic

- data structure, "simply‘data filled out on a ' form." Steps

correspond to the "organizational units of the éystem being
described," and they show, at the lowest level, how inpﬁt
documents are transformed into output documents.. gaths

represent the data flow. Documents flow overﬁpaths~t6 get

from one . step to, another. Ffles .are "permanent

'

repositories of documents." Since a document only exists

n

between steps, it is necessary to have such a facility for
storing information permanently.

Three of the major components that make up BDL are

o . .
presented in (HAMME77). They are |the 'Form Definition

N

Component (FDC), the DbcumentnFlow Component (DFC) (figure

2.6), and the ‘chument * Transformation Component (DTC).

Rather than there being one language thch is used
throughout BDL, there is a language specific to -each of the
separate components. Also, BDL programmipg requires an

interactive terminal with some graphic facilities.

The FDC in general describes the forms that are used’
. |

in the system. Hammer et al. define forms as "templates |

' y ¥
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" Processing progr‘ams'i (HAMME77,) is embodied directly in. the

s
LA
\ - [ 33
. ¥ N ¥ N
R

- with which ;ppcific documents are produced." Many documents

can use the same form; but they will all -have the same

4

structuré and restrictions in both their use and the kinds

of quantities they can represent. The language for forns

3

definitign 1is essentially one 6f interactive graphic use;
N o _

that is, the user points to certain components on a screen,
and .then using those components he builds up and delimits

tﬁguform. ' P

) *
The DFC, uses re?thgles, arrows and circles to

.. describe the hierarchical stricture of various-~activities

within. a systém‘nas well as théir interrelationships.

Rectangles are used -to represeQ: steps, solid . arrows

~

indicate which way documents flow (with the name of the

-

. *
document indicated beside the arrow, an "'s" indicating a
group of docdments), " dashed- arrows indicate file

"accessibility, and triangles indicate places in the system

T

where documents are accumulated before being passed on for

further processing.

/

The DTC shows how the various.documents of a system

.

function Qithiw-that‘system. The language used here is a

- / .
very high 1level ' language oriented towards dealing with
' |13 ‘ -
groups of documents. One noteworthy aspect of the DTC
7

_language 1is ' that: a "general approach to wiiting data

Y

language. Thus it is, a highly ssructured language wigh.

N

built in control structures. . ’ :
[N . ’ ~
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s
A\ more recent developmen{ is ~ OSL (Office
Specification Language)y which has a "complex and intricaté
. A -
inherent struocture, which may require more effort to * learn
but which should greéatly-enhance its usabiiity" kHAMMEBO)}
TﬁESOCf;Eed with OSL will be a methodology for conducting
officev analyses and writingl specifications® (HAMMES0).
"While OSL recognizes the importance offforﬁs and peoéle as
individual  units of office acEivity, it does not structure
a procedure descfibtion arbund -them; it§ orientation is
tawards the objécts %n an,offiéé.\ Objects in this thtext
@réQEhe eptities'that are'tﬁe f;cus of offi;e ?acfivities
and that form the basis for a deséription‘ of office
functions; the office as a whole.i; Qescribed in“terms of
the evolJ&ng h%sto?ye of itS"ijects".(ﬂAMMESO).; These

entities are the things-that the office workers deal' with,

and that the office is concerned with.

: The interest in modelling tools is increasing. =

-

Sailey et al. describe TICOM-II, a modelling tool désigned

specifically for auditing purposes (BAILES2). As what -
. ~ . .

could be part of a larger modelling tool, Arthurs and Stuck

' present a technique for finding the bounds of the mean rate

o
of throyghput and the m?an delay ip an abstraction ‘of an

office (ARTHU82). Taking ‘an app ach from the field of’.

artificial intelligence, Bgrber uses "knowledge embédding

’

l'anguage called Omega" to "embed knowledge of the

~ ¢

fP
{

organization into an office worker's workstation in order

-
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CHAPTER III

N
v
—~

~ ~AN EXAMINATION OF FOUR MODELLING TOOLS

B

H

3.1 ABL as a modelling tbol .
/

ABL (Alternative Based Language) was developed out

of a concerﬁ for the need to have reiiable.and provab;é
programs- (FANCO076, HINTES1). There are ;structural
similarities between ABL, decision tablés;(MCDAN70) and
guarded commands (DI&KS?S), although they differ in many

respects, In addition to providing the software designer

with a powerful programming tool, ABL allows the system;

model builder to describe’ cf@arly and concisely how his
‘system behaves; The complete syntax of ABL is pres?Jted in
appendix A. " In ﬁhe following pages, we introduce AéL
briefly, representing syntact}c units in bold type, whereas
in appendix A they are enclosed in angular brackets. The

semantics of ABL constructs will become clear when we

present a case study in chapter IV.

Briefly, an ABL description of a System consists of .

'Absfrac;_nachines and Abstract programs (figure 3.1). An
Abstract_machine Ls"composed"of Actions, Ptecondiﬁions

-
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and/or Postconditions and Data_objects, Actions are
~executed s;quentially. Any particular | set of
‘ aPrecpnditio‘ns with its associated Actions is called an

Alternaiive. Alternatives are grouped into Elusters called
Stebs. An Abstract program determines which Alternatives
\within a gilven Step are to be executed, based on the
evaduation of the Preéonditioqs in that Step. If more than
one Alternapiqe is selected for'gxecution, then all those
Alternatives are executed in parallel. -After an
Alternative is executed, the Postconditions, if present,
are evaluateq, and control is transferred either to the
Next step or to an Exception step. The selection of
Alternatives is then made again. This process continues
until the Abstract program stops which is indicated by a
transfer to Step 0. It is important to note that of the
Actions that compose an Abstract machine some can be
expressed in‘object code suitable for machine execution,

and others can .only be 'processed by humans. Further

examples of the use of ABL to model simple systems may be

found in (LEBENB1) and (LEBENS82) . An excellent_

introduction to the use of ABL for a large=scale project is

(HORVAB2) , An engineering application 1is found in

({MORGASBL) . Linares developes ABMPL (Alternative Based )

MicroProgramming Language) from ABL (LINAR82) as a software

tool to aid t%e microprogrammer.

v
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3.2 Three other representative tools

In chapter II' we mentioned several tools for
describing office procedures. We selected three tools to
evaluate in the light of the requirements presented in
Section 2.3. They represent the major categories referred

to. in section 2.4. ICNs are based on Petri nets,. SSA has

. its roots in management techniques, and BDL is a

combination of various techniques. 'Also, both SSA and BDL

have components which model the flow of forms throﬁgh the

office. An exhaustive comparison of these tools with each

other and with ABL is beyond the scope of this thesis. One

of the reasons for not comparing these t le was their lack

N

of availability to us. 1In_the foliowing section we briefly

evaluate how well the three tools and ABL satisfy’ our

proposed .requirements. ‘ . , '

3.3 ICNs, SSA, BDL and ABL in the light of the requirements
i
We will now examine the four modelling tools in the

light of the requirements proposed in chapter II.

1) Simplidity of learning and use: An ICN can 5e
understood by anyone with a minimum of graph theoretical
knowledge. Whether they can be used’ as easily by
non-mathematicians " to model and describe existing office
structures depends entirely on the user interface, since it

becomes tedious to draw and mbdify complex graphs. Even
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the simplest office proceduré results in a complex network,
aﬁd, as Ellis points out; complex office structures lead’ to
ext;emely complex graphs. In order to reduce the
‘coﬁplexity of an IéN, it is possible to consider connected
subcomponents of it as ,another ICN, and then feplace that
ICN by a single node in the original ICN. This modular
treatment permits the modelling of a complete organization
which, by définitioﬁ,-has a hidh degree of complexity.

Creaging a model of the business using SSA "is a
coopérative effort between analysﬁ and user". (MENDEBO).
The office worker who des%res~to use SSA either has to work
with an SSA analyst, or has to be such an analyst himself.
A wide variety of‘ techniques are uséd in the process of
developing the model. Each level of the design process
uses a different technigque complete with its own notations
and symbols, Notwithstanding the difficulty associated
with learning SSA, because the techniques are an integratéd
hierarchy, they foster a top-down approach to system
‘design.

.BDL tso ;equireg a "BDL application specialist“
(HAMME77} . Furtﬁermore, the language requires both speciél
hardware (a graphics' ﬁerminal), and knowledge of several
diésimilar languages., Without extensive training the
typical office manager will have difficulty building a

model of even the simplest office.’

\ * L
ABL has been used by undergraduate students taking a
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first computer ‘course for both problem analysis and

.solution. Students who have no preconceived notions about

computer programming have an easier time understanding -and
using ABL than those who have been exposed to conventional
programming languages 1like FORTRAN, COBOL vor Pascal
(J/AWQRBI). A formal study on the relative ease of wuse of
ABL for p'roblem solving is lacking, however, and would be
helpful in comparing ABL to other programming languages.
As an example of its ease of use for large~-scale p'rojects,
we cite the use of ABL to model and implement a sx'zstem for
monitoring truancy in a high school‘s‘ystem (HORVA\812) . Work
is in progress to develop a "friendly" user interface to
ABL  for r‘nodel building (EDDY82). At the outset we find

that ABL is easylto use,

2) Machine interpretation of the model: An ICN is

not intended to lead to the realization .of the model. A
one—to-one correspondence between the model and its
equivalent represenxtion in a programming language doés
not exist. Since an ICN' is an uninterpreted model, it
lacks the semantic content so important to its application
to the real world. The 1lack of interpretation does
facilitate the formal analysis of office environments, bué
for these environments to be ‘meaningful 'to, office personnel
the models must be interpreted. Ellis points out that
thére are "pragmatic pr.oblems" with trying to specify an

office completely, because of "exceptional conditions" and

[y
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"informal interactions" (ELLIS79).

SSAlis not intended fbr direct implementation.. It
is, . useful for diagnosing problems, . identifying
opportunities for computerization and developing a
"Requirements Specifica;ion Moael.“ The procéss of model

“verification involves discussing the SSA model with all its

potential users (MENDE80Q). .
‘ In the case of BDL, the Document Flow Component
gives an overall view of what actually happens in an
organization. The Document Tfansformation Component
"performs whatever calculations are necessary. However ' no
p;ovfsion seems to have been made for the two components to
work together, nor for their implementation. BDL describes -
the document, or form, flow within an organization very
well, however it does not represehtv the processinq
activities adequately., - !

B By successively refining an ABL System, it s
possible to mainlain the same structure in a model as 1in
the implementation of that model.. Systems are successively
refined to the atomic ’level Af _Hos;_language_code or
Narrative. The Host lanquage_code can be ‘executed by a
machine, and the Narrativ; can be interpreted by "a human

being. ~

3) Consistency throughout the office: An ICN is

modular in nature, and thus can be used at all levels of "~

office  activity. The  ability to represent complex
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activities by simple nodes facilitates the hierarchical

construction 6f'the model,. Also, the fact that parallelism
can be adequately shown‘enables one to represent lateral
organizational structure. Data objects, however cannot be
treated in the same way': "This model ... - does. not have
facilities for arbitrary 1levels of data abstraction”
(ELLIS79).

SSA reflects the hierarchical nature of éﬁe
organization. It tends te look at-business activities in a

natural way; that is, as a hierarchy of information flowing

at different levels, However, the model is the same no

matti?'what kind of business is being described, and there’

seems to be no provision for laterally structured

-organizations. FPFurthermore, since no one of the tools that

make up SSA is sufficient for a complete analysis, it
becomes important to know which tool to use at which  level
of the organization.

BDL is strongly tied to the way existing Qusinesses

function and thus it could adequately represént the kinds

of organizations found 1in the real world. The Document

' Transformation Component not only encourages, but actually

forces top-down design. However, the design process in 0IS
is not exclusively top-down or bottom-up.

ABL permits the user to partition a System into

séqsral parts. Both the relationships that exist between

the parts, and the parts themselves, can be displayed in

]

-
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various ways, depending on the dhoice of dser interface.
Thus it becomes possible:to look at an oftice environment

both from a "low—ievel" point of wvi

"high~1level™ one. The OIS modeller can focus\on any. aspect
of the office environment. :

4) Expressing - concurrent events: of the

A - \
strongest features of ICNs 1is their ability ‘to ‘express
N,
AN
,parallel activities, The concept'of time concurrency is an

integral part of an ICN. Although it can be modelled,

4

Ellis suggests that the kind of asynchronous parallelism

that is found in an office may be difficult to represent in
a conventiénal programming lanqyaqe (ELLIS79).
In an SSA description of an organization, it is only

at the lower levels of analysié that one can model parallel

cactivities. | This is done using the Detail Activity Model.

However, no such tools exist for the same kind of modelliﬁg
on a global basis.

In BDL much of the document flow diagram notation is

derived from Petri nets. As a result BDL can represent

concurrent events. Even so, the model is pérticularly well
Quited to ;Ae batch processing of documents. BDL tries to
impose‘ 2 structure on both structured and unstructured
infprmation, a pracess that m;y not élways be successful.
Hammer et al. claim that a telephone call can be viewed as

"a stylized document éarrying certain informatiqp" and can

be represented using BDL terminology. In my opinion, it is
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unrealistic to .expect to be able| to capture all the

information conveyed in a telephore conversation in this

manner, with the exception of very "structured"
® T

conversations.
ABL offe‘ss a rich variety oJf constructs to handle
concurrency, asynchronous processing, and interrupts. The

construction "(a,b)" in the syntax definition of ABL shows
4 B )

4
the capabilities of ABL for dealing With concurrency.: An

Alternative, on the other hand, is a sequence of Actions. .

. [

An interrupt is a barticular kind of Action, and the state

+

of the system at the time it occurs is a System. This

Systenm is ;é Data object which can be stored for recall and

activation after the interrupt has been serviced.

5) Sound theoretical base: Because ICNs are based on

Petri nets, there is a considerable body of anélytical

theory that the model builder can draw on while creating

and analyzing a representation of an office. It is because

of the rigorous mathematical definitions underlying ICNs

LN )
that it 1is possible to "prove ‘certain properties of

offices" (ELLIS79); however, because of the complexity, it

is difficult to formally analyze large offices.

Each technique that SSA uses, with the exception of .~

the English language ‘harrative used 1in the Glossary of
Business, Termé, has a sound theoretical basis. However,

because of the wide variety of tec

throughout SSA, it becomes a major task toj/verify any given

es and models useé"'
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' model mathematically. . y
: . ’ o,
Some components "of BDL have a theoretical basis
iending themselves to formal analysis, but otheré do not.

’ a

* document Flow Components are based on network theory, and
AN 3 -
Documeht Transformation Components find their roots in

>

formal language theory. The Form Definition Component,

however’, uses a variety of methods to describe a form.

S

Thus, it is unclear how one would go about verifying that

L

‘the form flow description is corfect, or analysing the form
¢

R —

requirements of the system being modelled.

o

1

The ) qnderlyi%:’heory of ABL is not/ yet formalized,
however it could gr

(GANKP?@,,SHWAY74, SCHUM76) , and formal language theory.
I3 »~ :
) Representations of documents and processors: Both

v - ,
+ "processors® and "documents" can be seen in an ICN model;

.howeyer,\ the 1inability to Jperform any -kind of" data

AS

. ‘decomposition severly hampers the model in its ability to

dserve as a  data flow analysis tool. The essumption that

-

all data is global does not bear any relation’ to” reéiity,

51nce in any office environment there are always locally

»

deflned data. In partlcular, since Ellis con51ders one of ‘

|

the 1nformat10n repositories "people s heads" (ELLIS79), it

‘;) ,@? iis hard to see how such a repositoryy could be mglobal in
scope. . ‘ L\/> '

Both the'f}ow of documents through the organizatlon,'

and the kind of processing activity thg;~t?kes place in the
¥ : & L
* : - 53 - *© ’ : ®
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‘terms of Dbeing able to represent either the activities in

system canffpe répresented in SSA, but only by using

different tools. Tﬁe'Information Flow Diagram shows how

£

information ("documents") moves through a business, and the

Detail Ag;%zity Model represents the agocessing activity.

g

Because the two tools are so different, and because the
-

interactions are not clearly defined, it is difficult to
v ) .
see: how the two flows interact. Furthermore, the overall

model itself remains static no matter what kind of

1

organization is being described. -
- !

AN

BDL allqws the modeller to see both the document

I
flow and the processing flow at the same time :in the

Document Flow Component; however it does not separate the

v

two flows. ‘ ' .

: ' ABL gives the 0IS designer complete flexibility in. -

¢

an office, or the data that flows through {it. jTﬁe
flexibility is embodied in 'the syntax of the language (see ~

appendix A):oThe Flow that is part of an ABL System may be
either a Data flow or an Abstract program,” or both..

Alfhough the means of displaying .and manipulating the
e
Data_floh;‘have not been-completely developed, figure 3.2

» ’

&)
‘bresented in figure 3.1. Thus, for example, we see that we :

serves to highlight the Data_flow componentjﬁf the éystem
{ M ’ . . W
need the partner-in-charge,’%ob captain, team, project, and
) ‘ ‘
team member to evaluate any of the Preqynditions in Steps
. s ' “
:C3, C4 and CS. The‘prajéct‘architect, DS5,#1s necessary 1in
i ] ‘ e ) N ‘ I l .
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Step C3 to determine the appropriate Alﬁernative. In Step
C4, the team, D4, produces either a report, D10, or a
conceptual design, D6.

7) Incomplete specifications: The modularity of an

ICN permits modelling incomplete éystems and dealing with
incomplete specifications. However, because the
specifications are uninterpreted, we must be careful not to
draw any conclusions from them.

\ Because SSA involves the use of what are essentially
templétes (the different "Models") for the description of
various stages of organizational activity, it can be a

useful tool for .identifying missing elements in the

organization.

Since éDL allows the specificaéion of wvarious
components of the system without any notion of how they are
going to qx?rk togethef, it is well-suited to describing a
system from incomplete specifications.

Because ABL permits complete freedom in dealing with

the  various Yevels of an organization, incomplete

specifications are easily handled. The "ELSE"™ clause in -

decision tables is the underlying, power of this facility to
deal with incomplete specifications  (MCDAN70). This
capability is implemented as'aftransfer,of control to an

Exception step. Postconditions that a}e\pre-defined by the

~mod‘eller are evaluated after the execution of each

Altgrnative, and control is subsequently tr:nsferred either

) » - 56 -
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to a normal Step or to an Exception_step, depending on the
state of the Postconditions.

8) Incremental change: ICNs, especialiy when

supported by an interactive utility such as is found in the

Quinault system, can be changed easily at any time 1in the

. development cycle. Since SSA is used by a trained analyst

working interactively with the workers in the business,
omissions in the model become readily appareﬁt anq can be
incorporated in the next version. BDL also relie# on

[y

interactive development of the model, both between the
modeller and the users and between the /model1er and the
tool. It too permits the easy modification of an existing
modei.‘ An ABL System is éasy to modify at specification,
design or implementation sﬁages. Actions, Preconditions,

Datq_objects, ‘Alternatives, or Steps can be added or

\ ' e
deleted at any time during the development of a model.

3.4 The current state of ABL

ABL has been under development for several years.

It has evolved to its present state largely as a result of

many student projects. At the time of this writing there
is a limited display facility} and an interpreter for ABL
Systemsithat use Pascal as their Host_language code.

As part of their studies, both gréduate' and

undergraduate students have developed‘ ABL 1Interpreters

. . 9
using FORTRAN, BASIC, Pascal and assembly lanquage as the
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Bos;_laﬁguage_code. Therdisplay p;ogram ‘which has been

developed is hritten entirely in ABL. It produces displays
similar to‘those of figures 3.1 and . 3.2, An interactive
ABL editor is nearing completion, and plaﬁs are being madg
to develop a comprehensive ABL p;ogramming environment
which will run on a ﬁicrocomputer-bésed system, ‘ @?
The question of the theoretical soundness of ABL is,
however, still open. Because of thg formal basfs for ICNs,

. Ellis can "prove certain properties of offices" such as the

eqdivalence of office structures or the egiétence of a .
, ,, minimal data flow organization_(ELLIS79); A formal theor?
in such a sense ié yet to be deveioped for ABL.

The present lack of a comprehensive, screen~based,

pictorial display is also a\handicap. In order to build a

model , the various components of a System have to be coded

in special formats, and then a display can be produced.

Simulation of the model requires different formats. 1If ;he
System is to be changed, then the ofiginal ching has to be
changed. The ﬁodel-builder should "~ be able to interact
‘directly with whatever he seesAQisblayed.- . ‘
- . . < . : “ . i
-~ . although ABL is being used as a'pedagogical tool to
teach programming concepts, it 1§cks the various tools
necessary for its own instruction. At the‘present time ABL °
d is 'taught by a limited set of pe€ople. Coutses; instruction

manuals or text-books, and a system on which to develop and

execute ABL models are all neceésary.‘ Cases drawn from

-
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both management literature and real organizations need to

*

be presented, analyzed, modelled, and simulated using ABL

1
'

to the fullest.

4

The case study presented 'in the next chapter_serves

to show how ABL can be used to model an existing, office.

v

In (LEBEN81) and (LEBEN82) some ABL models of hypothetical

offfces are -presented, and in (HORVA82) a model and

implementation of an information system is developed using

.ABL.




CHAPTER 1V

3

AN ARCPITECTURAL OFFICE MODELLED UéING ABL

i
&

4.1 Selecting an Office to Model

We decided to test thelaéility of ABL ‘to model an
office. As a result we decided to build such a model.’ We
wete faced with the following ~ four candidaEes: A\
hypothetical office, an office | in a now-dgf&hct‘
organization, an existing office in the qniversity, and an.
e#iéting office outside the university.
| To model a hypothetical officé, we yould first have
had to develop a descfiption/of it. While such an exercise
has merit( and would :tesf ABL's ability to specify new

offices, we would have had gréat difficulty 1in assessing

the ensuing specification. As a result we decided to model

~a'real office. We also had to decide between modelling an
'office,_which no, longer exists and one which is currently’

" operating. Modelling the former could-have led to problems

of acquiring information. ‘We would have had to rely
heavily on former eﬁployées'imemoiies, and there would have :

been no way to directly observe the office activity. Thus-

-
LI

'/
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we decided to model a functioning office. Finally, we had
to select an office to which we had ready access and whose
embloyees would be cooperative. Such an office was
évailgble *both within lthe ‘university (a departqgntal
office), ang: in the business world - (an architectural
office) . We decided to test ABL outside the academic world
so that we would be in a better position to assess its

utility in a normal business environment.

4.2 The Architectural Office

Since we are dealing with a real office,_ﬁe yili
protect the identity ;f the £irm bf calling it TAO (The
Architectural OffiCe): TAO is owned by five architects in
partnership, with fts head office in a major Canadian city,
and other design officeg in sevéral Canadian and U.S.
cities. TAO designs and supervises the construction of
office buildings, theaters, community centers, and,
rééidentigl «puildings. It‘ is "also involved in urban
planniﬂg, acting as both a consultant to_and designer for
various levels of govérnment. In addition to the head
office, there is a. "site office" at each project under
construction. The number of employees varies, depending on
the numbér and size of the projects Seing handled by TAO at
that time, 'Furtherﬁore, when there are very few projects
being worked on; it is common té close the various branch

offices and conduct all business from the head office.

‘
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There .are two major components to TAO: The

. architectural or design component, ;and the financial or

business component, Organizationally,~ each project that

enters the office is placed under the direction and

supervision of one of the senior partners of TAO, referred
)

~to as the "partner in charge". Depending on its size and

relative development, a  project may also have a "job
capqéin" and a dgsign team assigned to it. 1Individuals
("architects™ and "draftsmen™) who design and supqrvise
projects derte varyiqg amounts of time to the-various

projects that TAO is involved in. It is quite common for

the vé}ious offices to work independently of each other in’

deveioping designs and monitoring the “progress  of their
individual projects. The financial aspects of TAO,
howé;er, are centralized 1in the hegh office, The
accounting department consists of one accountant aﬁd‘two
_bookkeepers, and a- variety of forms is used for recording
financial information. 'Copies of some of these forms caﬁ

be found in_ appendix B of the thesis.

Informal communication can occur amongst TAQO staff

' members, including the ‘partners, between staff members and

‘¢lients, and between staff members and outside consultants.
It 1is this communication which forms the basis for many
design decisions. As a result, office activity can take

place in a partner's office, in transit between‘physical

" offices (one in which office equipment such as tables and
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chairs 1is 1located), on a construction site, or 1in a

physical TAO office. .

!

4,3 The ABL Model

For a number of reasons, we.decided to médel only
some of the aspects of fAO. TAO is an extremély compl ex
organization, physically distributed across North America.

"We did not have the resources necessary to model the entire
orgapiiation. Even at the 1local office level, the
co&pléxity of TAO 1is such that it would require a large
ambunt of time to .compﬁfte a detailed analysis' of the
activity in the office, The'modél that will be presented
below, however, amply demonstrates some of the advantages
and disadvantages of using ABL as an OIS modelling tool.

Figure 4.1 shows how the various ABL Systems are
related.to each other, The System, A0 (The Architect}s
Office) presents the most 'general view of the office. It
calls DNP (Determine Need for a Project), éNP (Find New
Proje&t), SP (Start a Project), WP (Work on a Project) and
CP (Complete a Project). ' sp issues intefrupts to AC (The
Accounting Office) which communicates béck to SP before
continuing. AC calls IN (Invoices), PA (Pay cheques), EX
(Expense cheques), and PB (Pay bills), each of which calls

. ofher, lower level roﬁt;nes. ! '

"In figure 4.2, one form ‘of the System A0 |is
displayed (we shall refer to this form of display as the

[ *
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h ‘A0 s

The Architect’s
Qf¢ice

NP FNP ! W e
Deteraine Need Find a New Start a Nork on 4 Complate 2
for a Project Project Project Project Project

LA A

\ L3I ‘ ’

AC

, The Accountant’s
N O¢fice

w ! mo ! a ;)
Invaices ’ Pay cheques Expense " Pay
- chaques Bills

/N N N

v

* ‘Phese {System>s are dqscribed in the text.

Figure 4.1

. Structure of the model

‘ S -
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STEP DESCRIPTION

7

1,0 Detaraine whather a naw project is NECRSSAry,

1,1 The nead for a new project has been deterained.

2,0 Find a newsprojact.

2.1 A new project has been found.
2.2 Mo project was neaded. .

3,0 Start up i new project,

3.1 A new praject has been started.
342 A naw projact has not been started.

0
.
1

1

¥ |

oL

4.0 Parfora all the ongoing work associated with a project,

8.1 A project is being worked on.
4.2 A project is fiot being worked on,

5.0 Flnish 2 given project,

5.1 A projuct is conpleted.
5.2 A project is not being worked on.

Figure 4.2

" AQ: Narrative Form
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‘"narrative form"™). There.are five Steps that one of the

v
senior partners of TAO identified. These are identified
here as 1.0, 2.0, etc. ' The Narrative associated with each
Step is taken directly ‘from the description used by the
partner. As part of gach Step there 1is displayed the

;jd%ratiye-ﬁor each Alternative within that Step. Thus, the

two Alternatives that ‘form Step 3.0 are 3.1 and 3.2; 'i.e.,~

“A neﬁfprojecf has been started" and "A new project has not
been started;" FinaIiy,.the Next step to be executed after
the completibn of~ each iltetﬁative; ii’ indicated. .For
example, after "a new projecl hés been 'sta;ted*
({Alternative 3.1), .the next SE;p to be executed is'to
"perform all the ongoing work aSSQCia£éd with a projeot”
(step 4.0). If "a new é;ojecé has not been started"

(Alternative 3.2), then it is necessary. to "find a ne@

ﬁ}djec:” (Step '2.0). Since none og the Alternatives in

_ this System have Step’o as their Next step, the System does

-not . stop. This condition reflects the observation by'the

partner that "we are always tfying to find new projects, we

!

are always looking for wprk." oo . :;‘
Figure 4.3 '"presents the same System, but in a more

detailed foim((we shall call this form the "matrix form").

The Abstraé%:rachihe is liste on thé right, and the

Abstract_prégraé is represented by the matrix on the  1left.,

3

The Abstract machine consists of four Preconditions,

labelled #1, P2, etc., and five Actions, identified as Al,

->
'

- - 66 -
A%

. ) J

yﬁ‘

0‘.\1



( c Y
\ . \
. N ’; o \\
m: b b Q’ o \ \
.‘ . P ) g
e c.
/f’{ [ ' ”
* . ' . i /\\
"‘?‘ R ﬂ‘ o' \ »* %
B / '- ..n\ .‘ 4 '
Ta .t . a
e > >
[ 3 ( J
N b2 .
. PROSRAN MACHINE
' i
Crle v, ., 1. LT .IV 1C 1 Detersine whether & new project is necessary,
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L T B L 2L .’..V,C 3 Start up a naw project.
C4 oo ofo]o vy, Twle 4 pertors all the dogoing werk associated uithaprmct.
S « ol v vylvle smmaqimpromt.
. ' . {
| Immmm- )
E P1 - ----7-|-IPIM¢projnt?
P 2@~ - ~|Y[N - = - = - P 2 A praject has deen found?
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e Figure 4.3 Ce SR .
.. AO: Matrix Form . . | 3
» _‘~ . A .
, ' {‘/‘k(v R
-61- . . ’
¥ ¢ .5 - ) ' - - "
\ ! * " ‘*f
to. B hd




\ .
! B .
‘ _ . .
A2, etc. -In this case, each of the Actions’is a call to

3
G

another ABL System.
In the‘matrix on the left, each row identified by a

"C" corresponds to a Step. Thus, for example, Step 3.0, is

identified as C3 in the ma%rix.” Each column in the matrix

1} '
corresponds. to one Alternative, and membership of an

-

Alternative in a given Step is indicated by a "V" at - the

.

‘matrix entry corresponding to the Step row andgAlternative

»

column. Thus, Alternative 3.1 is the column enclosed in a

?\A
solid box in figure 4.3. 3This Alternative is selected for

execution if Precondition P2 evaluates to ‘TRUE; that is, if
"a préject has been found." If that is the case, then the
Actions numbered below, are executed in the.order in which
they age number;d. In this case, only A3-is executed.
Fimally, when all ‘the Actions have been executed, a
transfer is made to .the Next_ step indicatéd by the
identifier in the~fqgw1abe11ed 'QEXT," in this ;ase Step

4.0.

-
r
/

We can suQmarize Altetn;tive 3.1 as follows: If,
when we are about to start a ;ew\ project (Step 3.0), a
pr&ject has been® found (Prgc?ndition P2), then we should
start a project (Action A3) and. then "perform all the

ongoing work associated with a project" (Mext_step 4).

We should note that there is one Alternative that is

considered to be part of all Steps. This Alternative |is

enclosed in a dashed box in fiqure 4.3.. If, for any

. >
! -
v . T
. . -

- | - 68 =
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reason, . a situaticon arises such that none of the

»

Pneééhaﬁtions can: be satisfied within a given Step, then

" this Alternative is executed. As is clear from figure 4.3,

%

no ,Acfions are executed, and tﬁe Abstract_program comes to
an orderly halt. This Alternative corresponds to the
"ELSE" rule in limited-~entry decision tables. ‘

Moving to the next level of detail, we can examine

+

what happens when a ptoject 1is started. Figure 4.4

presents the narrative form of the System SP. The .’

interpretation of this display 'is identical to that
presented in figure 4.2. In this caée, h&&eber, the System
terminates at a given time; ‘that 1is, the Next_séep for
Alte?naﬁive 5.2 is 0. ',
* The matrix form of SP is presentgd in figure 4.5.
‘Again, the interpretat&on is similar to that of  figure 4.3.
Of . inte;es} here, howeverf are the two Alternatives
enclosed in a solid box in the figure, Since ‘the
Ptecondition_éetifor both Altern;tiveS'ie the same, and the
requisite value of the é}econdition, P5, 1s the same in
Soth cases, the "two Alternatives are to be executed in
parallé&. ) This reflects the parallel ‘ activities of
developing a- conceptual' design and contacting the
thorities in Aﬁhe place where 'the project 1is to be
eveloped. Subsequent.sgnchroni;ation takes place in Step
2

C5. An example of sequential execution occurs in the first

: N \ S
«Alternative <(enclosed in a dashed box). Action A} is

- o
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§TEP DEBCRIPTION .

1.0 Initialization
f.1A lot'hr of intent has b&l obﬁlnid.

2.0 Interaction with the client
2.1 The client’s needs are dafined, |

3.0 The prgjnét 7]

3.-1 A sasber of the staff has baen assigned to 2 teas.
3.2 A tean' is tosplete and assigned to & project
3.3 Financial state of fhe project is verified.

4.0 Project start-up ’ ‘ Lt
4.1 Local authorities have besn contacted,
4.2 The toncaptual design fe:completed,

A3 Financial state of the praject is verified.

5.0 Wit '

S.1 Walt for conceptual design to b completed

3.2 Ready to continue -
3,3 Financial state of the project is verified, .

5.4 Vait for wontact with local awthorities to be cosplete -

Figure 4.4
SP: Marrative Form
. ‘\-' t . \ . 4 LY
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executed, followed by A2, AS and Al. Note also, that at
any time that it is not-the case that the "cost/per formance
ratig‘appears correct" the accountant is qqestjonéd (Action
Al3) by iﬁterrupt}ng the System AC.

Figure 4.6 is the narrative form of the System AC,

i

the accounting office. In addition to the normal

accounting aétivities of any business, the TAO accounting
operation is responsible for keeping track of whether Sr
not any one of thg'severgl projects being handled by the
firm is getting out of financial control, That is, if the
ratio of expenses So far to the expected total value of the
pro}ect is consistent: with the amount of time spent on the
project. “ R

The Abstract_machine for AC consists of ‘both
Narratives and what can easily become 'Bost_}anguagq_éode
(figure 4.7). Actions A2 through Al0Q are presented in a
form very similar to standard Pascal, however Action All is
in ordinary English. Each of the various categories in
Actioné A3 through A8, such as "fees", refers to an item
recorded on the job cost card (figure B.1).  Although the
Abstract_program specifies in detail how the 'cost_to;@atef
is calculated, it does not detail howa repors is to be
presented (Actions Allyand Al2). |

The preparation of invoices is modelled by the ABL
System IN.  We should note here that this System

; -
corresponds to Action 'Al3 in the System AC. Both forms of
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STEP DESCRIPTION

'
»

1.0 Pertora dn-qoing accounting work, rupondlng to partner {nterrupts,

{1 hvoim, expense cheques and bills have been dealt with.
1,2 Everything has been done.

1.3 Pay cheques have been dealt with,

“1.4 A susaary has been prepared.

1,5 Invoices, pay cheques, expense cheques and bills have bm inlt with,

.29 Report the mm of a project.

2.1 Project reported out 54 contral,
2.2 Project reported under control, *

P

,Figure’ °4.6.

Ty o AC: Narrative Form
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R SN

PROSRAN HACHINE L
¥ C 1 Perfors on-qoing accounting werk, responding to partner interrupts,
2 v v o v o« V.V ¥V L 2Report the status of a project.

PRECONDITIONS

P 1 Partner requests job status report? -

P 2End of the month?

P 3 Pay week?

P4 Cost_to_date / contract_value (s tise_to_date / projected_tise?

- v ™o
- Cd N3 e
ax

-

J
ACTIONS '
A |6t job cost card, 2
A 2 Cost_to_date 12 0,
A 3 Cost_ td date 1= Cost_to_date + salaries.
A .4 Cost_ tu date 1= Bost to date + fees,
A 3 Cost to dm 1= Cost to_datl + consultant costs,
A Cm_to_dltl 1= Cost_to_date + travel costs. .
A 7 Cost_to_date s Cost_ to datr + printing costs.
A 8 Cost_ta_date 1= Cost_ to. _date ¢ siscellaneous,
A 9 Overhead 1o Cost to dm $ 0.1, ’
A
A
A
A
A
A
A

e e s e e e DB R P -

10 Cost_to_date 1= Tost Jto_date ¢ Overhead,

11 Rmrt project under “contral, :
12 Report -project out of control. '
13 Perfora IN (Prapare Invoices).

14 Perfors PA (Issue Pay cheques),

15 Parfors EX {Issue Expense cheques).

16 Perfora PB {Pay billV}. '

.

E R B B O JF 3 3 3 S
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Figure 4.7 .
AC:i Matrix- Form
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IN are presented in figure 4.8. The client card referred

to in Actioﬂ A7 is shown in figure B.2 /f appendix B.

Making out the pay cheques is more i“v&lved, and the
process ' is modelled by the System PA, shown in figufés 4,9
(narrative fofm) and 4.10 (matrix form). The employee time
sheet .is shown in figurg B.3, and the partner's ﬁime sheet
is presented in figure B.4. )

The narrative form of EX, the System modelling the
preparation of expense cheques, ~is presented in figure
4.11., When dealing with a System that has‘as many‘Steps as
this. one, it can be helpful to have a graphical
representation of the Abstract_program. Such a éisplay is
presented in figure 4.12, where each numbered box
corfesponds to a Step in the System EX. Figure 4.13 shows
the matrix form of the same System, aAd the auto expense
report, general expense repdrt, ahd travel expense report

are shown im figures B.5, B.6, and B.7, respectively.

4.4 Experience in the use of ABL

After using ABL to try to model part'bf the activity
in a real office, it is useful te assess tﬁe practicality
of ABL as a médellinq tool. Because ABL allows the .systenm
modeller to record Actions, Preconditions and/or
P;stconditions and Datq_objeéts independent of any control

structures, it was very easy to translate the seemingly

random comments made by members of the TAO staff into

t
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§TEP DESCRIPTION . : .

1.0 Bat the next client.

1.1 Al {nvaices have been dona,
1.2 Job cost card has besn retrieved,

2.0 Deteraina state of the project. *

2.1 M invoice is required for this project.
2.2 %o invoice required for this project.

3.0 Prepare the invoice,

\

3.1 Invoite prepared using outstanding reports.
3.2 lnvoice preparsd using only the job cost card.

’

PROSRAM | MACHINE
C 1 VYV . .« « VC 1Bt the next climt,
C2 ..V V. .VC 2DMNeraine state of the project,
C 3 + v s « ¥V VYV L JPrepara the invoice.
s PRECONDITIONS <
Pt NY - == =- P 1 Mors invoices?
P2 .- Y - = - P 2Project dorsant?
P 3 === =NY =P 3Posting up to date?
’ ACTIONS - :
A1 !l o « v o « A1 Bt job cost card,
B 2 + .+ « 31 A 2pdupcosts,
A3 v v « 42,4 3Tyeinvaice,
h ' [ T } n’ 5 3 [ “ Qllll iﬂw‘:'c <
A S v ¢ ot o« A 3 bet outstanding tine sheats,
A8 « v « 2 ¢« v R & Get autstanding txpense reports,
A7 . « b &, A 7Postinvoice to client cord,
MEXT 0231110
Figure 4.8 .

. IN: Narrative and Matrix Forms
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" gfep DEBCRIPTION

1.0 Bat the next employes.

1§ No sore esployees ,t(p:o:m.

1.2 Another esployee is baing processed,
12,0 Issue pay cheque,

" 2.1 Partner has bewn paid, fees have been posted,
2.2 Regular eaployes has not desn paid.
2.3 Reqular esployes has been paid.
2.4 Partner has besn paid, fees not posted.
2.5 Partner’s sacratary has been contacted for tise shewt.

Figure 4.9

PA: 'Narrative Fjo rm
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NACHINE
A&
C- 1 Bet the next esployee. »
C 2 Issue pay chequa. M
PRECONDITIONS b

P | More eagloyees?
Eaployer in a partner?
3 Esployse time sheet availible?
P 4 End of the manth?

L

R

ACTIONS

A 1 Get esployee name.

A 2 Bet partner’s tise sheet (week 1),
A 3 Get partner’s tine sheet (week 2),
A 4 Bat partner’s tise shest (vaak 31,
A 3Gt partner’s tise sheet (week 1),
A & Find total_hours / job.

A 7 Find total_fees / job,

A @ Find total salaries / job.

A 9 Find total_hours / week. .
A 10 Find total _hours (waek ! + week 2).
A 11 Find total _hours (week 3 + week 4).
A 12 Calculate gross_pay.
A 13 Calculate deductions.
]
A

A
A

A

A

A

A

o lu Net_pay 12 gross_pay - deductions. -

S Issue cheque for net_pay.

14 Contact partner’s secretary, .

17 Post total_hours / job to job cost card,

18 Post total_faes / job to job cost card,

1§ Post total_salaries / job to job cost card.
20 Varify total hours. ‘

i1 Calculate total awount par entry.

PA: Matrix Form
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§TEP DESCRIPTION® , ' - NEXT STEP

. 1,0 Bat the next eaployee.

.1 No sore esployees to process. ‘ 0
1.2 Another esployee is being processed. r

2.0 Process auto expense report.

i1 No auto expense report was subaitted, ' 3
2,2 Auto axpense report has been processed. . : 5

3.0 Process qeneral expinse report.

'3.1 No general expenge report was sun\ittod. 4
3.2 Seneral wpense- report Mas been processed. . ? 4 N

- 4,0 Procass traval expense report.

4.1 No travel mpense report is expected, . . 1 \\.
1.2 Becretary has been contacted and-clais is being held, :

!
4.3 Receipts have been added up. L ) ¢ f{
. | : - ;

3.0 Process unaccounted-for asounts;

3¢1 ALl ascunts have been accounted for. - . ' 1 -
5.2 Unaccountpd~for asounts have been posted. E ) ' c o~ i

4.0 Verity recaipts.- i '

61 Receipts and expenses do not balance, _ ! -
6:2 Expenses balance receipts.™ ' oF

1.0 Process over- or under-paysent. . v

7.1 Balance due esployer not paid. .- » o [
1.2 No qustanding balances, v ‘ N . i

1.3 Balance paid ta esployes. . : : ;oL t
7.4 Balance paid to esployer, : . - # f

» ) s l
\
Figure‘ 411
EX: ‘Narrative Form: ' 3
‘&uth ;o

o LT 2 J




.
i i
\ . _/"\/
R
’ [
' . »
N
o
! 3
. o
« 4
i . . .
' 1
- \ *
.
. .
\
/
’ .
r
N
/ . ©oe
) «
ra
LI
\ . J
f‘. \‘
“ ~ ¢
-t
.
o "
[ ,
P
c" . N
. »
. R
. .
PR ’
‘\
. P
: . »

3, “+

. .. . EX: Graph Form
~

. Y AR

”

<

et vt

N

/.a\

-’80"—

¥ "
.
, . ) N
.
\
. -, o |
£ 4 A ’ N
A ~ /
» ""’ » - )
« - - . E
J o~ b
. . ‘ .
. . ”
!
¥ ! .
- b N
. M ('
! N oL
‘ «
° * ]
1w
. l »
. . b
’ > ’ ¢ )
1
L
) il
r ™ ¥
” B T
! T
. . '
‘ ' »
LR .
- o 1 el O a
A Y ’ 5
: STOP 3
p
. . )
. B + N
f ’
3 ’ ' ’
. o -
'S -~ ’ ‘
Lt o _ . , /
- Co :
. .
LS s ~
» ‘ i
ot - » ’
v ’ ‘ 'l
.
v , Ve 3 \
.



e

(N s RN N x N x]

T v U v VWY uwu'v g

— Y~ i ~ ~ " .
- ,\\\ . . . -~ ~_ <
\\\\ . i} \ R
___'_ - e e ———— _»}_:_. L e > \\\& ' ~ N
—_— — ) "% v 1 . ’
T l ® i .
g . . ’ N .
~ romm © L NACHINE
PV Y % oo v v o o v ame 0 0T e o,V D1 Bet the-next esployee,
2 v o ¥V %o s e wr o e o0 40w VT 2Pracess auto espense report,
S v v v VY s vy e v o ¥V L 3 Process qeneral expense repart, .
S0 o o 0 o VY Y oo v o w0 VT 4 Process traval expenie report.
S e v h oA o VY . .. . . ¥ C oS Procass unaccounted-for asounts,
by s e e e e e e Y s o VD b Veridy receipts, . e
T 0 v v o™ o v v o v v o VYV VW VYL 7 Process am-or‘m@r'payunt. .
¢ . ‘{\ ' i .
2 B ( . PRECONDITIONS - ) ?
I NY = = =% oo oln 0o ace - P 1-Nore eaployees?
2 == N Y == =s o ee e s e o =« P 2Auto expanse report sabaitEnd? )
R I B B A P 3 Beneral expense report subaitted?
L AL R N M B L P4 Travel wxpense report subsitted? .
5 - - - == =NYY - - oo - - - P 5Explayes returned froa trip? T ‘
b = = = v« = NY = o~ =« <« P §Avounts still unaccounted for?
T.w = === === e LER P 7 Totals on fora = total of receipts? '
Bro = = == me e s oo = 2o KUY = - PO Balance due asployhe? ‘ , :
9 = = e e e e e e e Y N - ¥ - P 9 dalance due esployer? o
10 - = = = = = = =« = -« - - N - = Y =" P10 Paynent enclosed? N
ACTIONS
R-1 1 R T T T S S S} :\l R “.‘ls.t“PlWlQHIl.n
Be2 v'e v b s o e e 0 T e 0w o A 2 Asount 1w 5 0,22 8 aileage. .
ARed e y S T ‘l « 1+ A 3 Enter total by jﬂh nusber on fors. '
Ad v o o 30 2% v v e e 20w e o R A Past fotal asount / job te job cost cards..
BS oo v v v v o v o b e v o v o AT 5 Post amcunts to genaral expenses 1n qtnml\ljdqlr. ¢
A v v v b3 8 0 0w e e e b o A b lasue chegue.
B7 o v o v o vl o v v« o o @« v « A TContact appropriate secretary,
RB o os ot I'l ) l' . 0 “ 8 Add up r.c.ipt!- ; '
A 9' N T S| "1 e o« o A 9 Put tllil.ﬂn hold, bl C, .
A0 v oo v v v e v o v e 2 0 2w v w o A L0 Buery eeployee, N v '
AL e e o st L A 1 Dapasit payaent,
M 23 s 4 f et PSS 80 . ,
- \ IA-
- \ ‘.
T ~ ‘\ .
. N 2
i o Figure_4.13 f o !
! , ” EX: Matiix Form . )
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_ Abstract_machines. Once that ,was done,~ determining thg®
- N VY ) . - I\
Abstract_program for Ythat Abstract_machine was an easy
task. ‘ ' — < -
» , :

-

~~the Abstract_machine and -the Abstract_program to reflect

new 1nformat1on. At the outset, for example, in Syséem sPp

(figures 4.4 and 4. 5) the verification of the state of-a,

'fﬁroject did not appear. Ip'was on%y after Q}squssi6n§ with
the accountant that we were able to determine Fhat his
operation was®being interrupted. We were then aHfle. to
detetmine' where the interrupt caﬁe frgd!‘and as aﬂreau}t

added Preconditiop P5 and Action Al3 to SP (fiéure ‘4.5).

We also added Alternattves 3.3, 4.3, and 5.3 (figure 4.4).

Because ‘- we were able to use ABL to model both the

- entire office (figures, 4:2 and 4.3) and the ,detaila

~associated with the preparation of expense cheques .(figures

4.11, 4.12 and 4.13) thefe'was no need to use different .

techniques ‘for different aspects of the model. We did not

need to.try tJ'detacﬁine the best technique at éach level
of " the office h?ararchy. Although only\cne icstance of
concurrency occurs in the model (figure 4,5),,it‘is eviden;
that ABL can represent 1t adequately. -We did not tcst the
a9111ty of the modekl to be d1tect1y executed; hocever, it

_is clear that the k1nd of calculations that appear in the

In some cases, it becaﬁe necessary Yo modify_\boﬁh‘

: accounting_offlce (flgure 4.7) /can eas&ly +be programmed.

into a computer. .

- 82 .-
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Klthough work is in progress for .the development of
- iy h ’ =
sultable user interfaces to .ABL, mhbhvstill°temains to be

-

!

" done before‘ the average office  iworker will 'be able ‘to.

‘bUIId 1nterpret ahd modify ABL Systems easily. ‘- Thus, .

‘ .)althoudh this researcher has every reason to believe that
N n" . 3 ) ) ' . .
the model preserrted in section 4, 3 Teflects the true state

. - . N .
;f affairs in the TAOQ, offlce, the dlsplays we produced -

"

could not be~1nterpreted by the TAO staff without extensive

kY

explanat1on.l. As was' expected, they were-too busy with

I3

“their own work to take the time to try to understand the

» .o . »
. model (this  observation confirms the requirement of

simplicity ofruse,‘presented in section 2.3).. The model
. ’ . :

builder should bé able to use a "model editor™ “to bd&ld‘and

tdlsplay hls model, and_ then use  a ,"model simulator® to

simulate "~ execution of the model, without hav{#y to worry
. ) " t
about the internal form of representation wf the model.

. 4 ‘ . )
A final problem is that of adequately representing

N

the Data flow component of d an ABL System. The display

~/

s.
.presented in figure.3.2 is of llmited ut111ty, since it -.¥s

very difficult to follow any partlcular Data object through

the System. ‘A display similar to that of figure 4.12 ‘would

be of mote use. . ol

-

‘—&3— ' o : ’ "
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CHAPTERV : o

L s

: oo CONCURRENT ACTIVITIES IN THE OFFICE
& T . - : :
. ' & N ) -\ -

- . > v N

Computer—basé& tools have jbeen finding their way

- v v

into the\office ‘environmnt becausé of a "need to. improve

y o : _employeés“ and because of a need "to deal with 'informapion

processing in increasingly- pomplgx‘ and rapidly changing.

Co brganizatiOnal/Epvironments“ (OLSON82). These tools can be

broadly classified as either information processimw, or

* information transmission (communication) tools. With the

- . -

LN advent of ' inexpensive micropng'essors and reliable
+ B A ' N

; secondary storage media,'ﬁorkstations that offer a high

.- : degree of compﬁtational power are readily available. ‘By
: . ' , ~ b . \.. i .-
providing the " igdlvkdual office worker with processing

- ,
capabilities that were only available in:the past on large

— centralized computers, the workstatidn funct!ons can be

"tailored to different roles; .e.g., . managerial,
) s

professional, secretarial, or éven to individuals"

(OLSON82) . S o o o

~ N .
o . ) ™ .
Telephone <calls, memos, and face—tp-faé! meetings

(- . -

: . "’ - ) _.84‘_ ’ ~

, the productivity of both clgr{cal and managerial office

¢

o o ard
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are the traditional means of ‘transmitting information in
the office ‘environment. If 1individual workstations. can
copmunicate with each other through a communication

subnetwork, then much of the' inter~office and intra-office

communication can be automated. When the processing
ability of a cémputationally‘ péwerful Qorkstation s
integréted with relfabie inter-workstation communication
"office work will be performed more'effibiehtly" (OiSONB?).

~_ Local area networks (LANs), private automatic branch
exchanges (PABXs) and hybrid networks combining both LANs

Y .
and PABXs are being considered and marketed as solutions to

‘the integration of processing ard communication ‘in the

!
office (BERNHS82). The different communications hardware °

‘»

_available can be divided into three classesr Those

providing high bandwidth over short distances, those

L3 .

' < providing low bandwidth over 1long distances, and those

T «

providing medium bandwidth over medium distances. The

terms "high", "medium™, and " fb// are relative, and -the -
actual hardware chosgd-for a particular office environment

B
\

will depend bn‘three'factors- 1) The type of ‘communication

0y

eipectea within the office environment (qnalog, digital,'

continuous, sporadic, etc.);'2) the physiéal distributjion

of 1individual 'workstations (all on one fléor, spread

-

throughout a building, scattered accross a city,

world-wide); 3) .and the cost and availability ofifhe

hardware (LANs have "one foot in the laboratory", PABXs use

]
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the iold reliable" . telephone, system (BERNH82)). It is .

érobably the .case that a larbe oréanization wi11,~réquire

several different kinds gf interconnected networks, each '

FAl t

having its own specific application. ‘ T

" In the office, both the processes that operate on

gdata ijecEs, and the data objects themselves may be shared

and used-sihultaneously. At some level of .abstraction 'in,

the model of the office, these parallel aspects will havé

to be captured. _If the network is an LAN with a

sufficiently high bandwidth, such as CUENET (GROSS82), then

it will.be possible to simulate this® parallelism. Each
: s ' S

task or activity can be subdivided into smaller subtasks so

»
a

that the subtasks can be., executed-. by those workstations

-
that otherwise would.be idle. ‘ -
‘e v ' .

5.1 Shared data objects in the office.

whether we were to examine oné™ office in an®

organiza}ion, or several ,offices throughout ‘the £firm, we

would find many data objects being simultaneously used by

\n

different individuals. The simultaneous access may be__for

"read only" purposes, or for "read and modify" operations.
The question of data sharing in general has been
well-studied (e.g., (ULLMAS0)), and will not be dealt with
here. Howewver, in order t& séé how data sharing can arise
in tﬁe office we pfovide an example.

Suppose I need 100 widgets.. I £ill out a purchase

- 86 =
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the issuers of the purchaée requests to do the same. Once
' [+ .

reqlest, noting the cost is $10.00 per ‘widget. I sepd . the

rqqﬁest to the purchasing department, keeping\B'copy of it~
for my records. when my manager asks me to give him ap

qcpoﬁnfing of my expenses, I retrieve my purchage requests,
add them up, and gi;e him the total. At the-.same time that
I am using»'the puéchase r;quest for'yﬂis.gurpo;epythe
purchasing agent is‘combining my reggest for 100 widgets

with similar réquests from other departments. We are

simultaneously accessing the purchase request in "read

, only" mode. As‘i§§e§ult of combining requests from several

departments, the purchasing agent is able to obtain the

widgets. for $9.50 each. He now modifies all the requests

3

he has {(a "read and modify" operation), and then ingtructs

kY

@

all the changes ' have Bbeen ' made, the integrity  of the
purchase request has .been restored, since all the copies

are the same. N .

-
»

' 5.2 Shared" activities in the office ' ° - | .

f

In'addition to sharing datq, however, it is poséible

F 3

for activities to be shared in 'the office. For examplq,

. |
the process of retrieving a - file can be vundertaken by
several . different individuals. The general concept of

shared processes has also  been we11~stddigd (e.g.,

(LISTE79)) . and @ill not be discussed, here. We again,

however, provide’ an example .drawn from the office
. A L av

~— . '

\

.
v . —~
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environment.

“A department . is producing a report on its

v activities: Once the report has been written (in draft

©

‘ . L .
K form, it is nécessary, to have ‘it typed. Bectause of the

i ﬁeed for spégé, ﬂéth%r tﬁan h;ve one' typist produce Epe
eqtire‘ report, . the document is,diviaed‘inib sections and
éach section 1is gﬁyen to a different typist. The. siée of
the sections |is 'deter@inqd by the number of typists

; available, theinvrelative sp%ed, and the humber of -.logical
divisions in the report. We should beware of éiviné foo

-little (e.g., a page)-to-each*;ypistvto do., If the typists

N . . . .
, finish thefr tasks too -socon,” they will‘be spending most of
' their time in communicating; that is, in getting mare work
. to do. . ' )
\‘ - %

In general, we can .consider that there is some

.

. ‘ ctivity to be performed (e.g., typing the report). This
activity or tésk can.be subdivided in such a way that each
\Qhe sub—tasks can be performed or executed by one of

several ocessors” (1nd1v1duals or departments. in an ’

%

office) workﬁ\}\ln parallel Each procéssor requires a
certain amount &E time and certain data objects to - execute

the sub-task asgxgned to it. We cdll this time and
’ v
resource requireﬂent the execution cost for that processor.
&
Also, processors CQmmunicate between each othgr,

r !

transmitting intexymediate * results to" 'eaph other.

Sin

-

Communication between two processors takes a certain amount

«
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6f time. This time is made up of time taken by one

- o
’

processor to transmit, time for the.traﬁsmission, and time
taken by the other processor to receive. Thé total time is

called the communication cost between the two processors.

1
*

(We note in passing that when a processor is .transmitting
or receiving,” it is not executing). ~ If - we sum ' the
execution costs for all-the processors we obtain the total

execution cost for the activity. If we sum; the

. communication costs between all the processars, we obtain

the total communication cost for the éctivity.. Since the
concern is to utilize the processors (e.g., typists) .to the

b » . . . .
maximum a decomposition that will guarantee that the total

communication cost is much less than the tqtal execution

-~
cost is desirable. Thus, we are faced with the problem of

tak{ng a problem and decomposing it into several sméllq;
sub~problems (each of which constitutes a process) so that
the entire problem can Se solved with minimum inter-process
communication.

\

5.3 An algorithm for problem decomposition

Using“ABL, it has been possible to deveiop an
algorithm which ' resolves the question of probiem
deconposition, under certain .constraints. 1In general, we
assume that the problem can be expressed as an ABL Systenm,

and that any ABL Step can be processed on any "of the

_available processors on a network., For the purposes'of
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office activity,_these proceésors need not .be machines, bu£

may in faét be  human beings. For the purposes of this

algorithm we assume that it 'is possible ~to determine. the

cost of individual Actions in Ehe Abstrac;_ﬁac?ige, and the

probability of selecting a given Alternative for ‘execution

at each Step. Finally, it is assumed that the Coﬁtrol_flow
.

of the Abstract_program satisfies the Markov -property.

This is a property of a stochastic process such that the

- probability of the process being in any given state of its

state space is independent of the states in which it was
- . . 1 -
previously (KNUTH73), (ISAAC76). :
We can summarize this algorithmJ ASSIGN, as follows:

After developing an" ABL' representation of the problem,

[
determine the c¢costs of Actibns, Preconditions, and

inter-Step communication and the pfobabilities -of each

Alternative being chosen for execution from among the
- ~
Alternatives in the same Step. Based on these values,

determine the cost of ‘each Step. Using Markov chain

analysis find the expected number of times each Step is

executed, and then use that information to determine the

total communication cost of the System. This cost can then

be éomparéd to the total execution cost of the System. The
criteria for termination are as follows: 1) The number of
Steps }s less than or ' equal to the .number of free
processors available for the problem, and 2) The execution

cost compared to the total <cost (execution cost plus

- 90 ~
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- communication cost) is greater than a specified value. The

second criterion is a measure of the reiative utilization

of the ‘processors. ' If the algorithm does not terminate,

" then merge two Steps together, re-calculate the costs and

'probabilggiés, and start over. In selecting which Stéps to
me:@e, choose .those Steps that communicate: the . most
(Algorithm  MERGE performs  the  merge). (ABL _
representati;ns of aLgérithm§ ASSIGN and MERGE -« are -

presented in appendix F.)

ALGORITHM ASSIGN . A

{Assign clusters to processors}

‘Given: A‘problem stated in a natural language,—or a program
in a computer 1angﬁage, andl F. prgcessors. It 1is
assumed, for the purposes of this algorithm, that all
Aprocessors are .identical, and can process any part of a
problem/

‘Step 1. (Translate the problem into ABL] Develop an ABL

| representation, Q, of the problem_ or proéram. This
process is described in (HORVA82), (LEBENS8l), and
(MORGAB8l). From Q we immediately obtain the following:
;, the number of Steps in Q; ai, the number of
Alternatives in Step i; where 1 <1 < c; p, the number

‘of Preconditions in Q; t, the number of Actions in Q;

and Nij' the Next step of .Alternative i in Step j,

=91 -



/ ' ‘ i »

Y : where 1 < j < c.
Step 2. [detgrmine initial values] Use axternal knowledge

to determine the following: (this knowledge can -come

N

* .
from observation, measurement, or simulation, depending
on the application)

determine P(Aij); where 1 < i < aj, 1 < < c.

1 ‘ detérmine K(Tijk); where 1 < i< t, 1 <J < ak,

S

1 <k < c. - -
{Note +that these costs ma; differ from Alternative td;

| Alternative.} .

3
4

determine K(P where 1 < i< p, 1 <j<c.

ij)f'.
{Note that this tay differ from Step to Step.}

' dete;mine'K(C where 0 ¢ i< ¢c, 0 <j<ec.

ij):
{We use the convention:. that C0 is the tefminal Step.}

Step 3, [Determine the cost of each Alternative]
¥

K(Aj5) = D g1 K(Ty); where 1< 3 <oy 1< i ¢ aj.

—

*

Step 4. [Determine the cost of each Step]
- The.cost of each Step, is
= ai . P R(P:.);
K(c‘li) E]=1(K(Aji) * P(-Aji)) + EJ=IK(P31)’
where 0 < i < c.
Step 5. [Create. a transition-probability matrix] Let B be

a square matrix of dimension c+l. Then the Bij entries

.~ represent the sum of' P(A, ;) such that Ny; = j, for

1< k<al. That is,
[}
ai s
Bij = 2 k=1P{Ayi) . such that Ny = j.
{Bij represents the total probability of branching to
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L p .
Step j from Step i.}

© Step 6. ~ [Create substochastic matrix] Let M be-a square

N , ,

matrix of dimension c+l. -+ {In = order that the

substochastic matrix b®win the correct form for step 7

of this algorithm, the entries of B have to be

rearranged so that the entries corresponding to final.

states are in the last row and column. Since C0 is the

terminal Step in an ABL System, the reordering is

°

necessary. M is the reordered matrix.} The ‘elements of

M,. are determined as follows:

ij - | ’ of
Mij = Bjyi where 1 < i&c, 1< ] <c.
My = 0; where io= ookl 1 < j ¢ o+l
/ Mij = Bib‘ where j = c'+l, 1 <1< c.
Sstep 7. ~ [Find ' the average number of times thel Steps are

executed] Let U = (I—M)-l. Then U exists, and Uli is

the average number of times Ci“i‘sqexecuted during the
ex‘e‘cution of Q".(Lemma I11.4.1 in ‘(ISAAC76), sgction
2.3.4.2 in (KNUTH73), and in (FORMA81)). Note that in
both U and M the (C{kl)th entry corresponds to the
terminal Step. N o

Step 8. [Find the average number of times the Ne‘xt__step of

Ci is Cj]'Let D bé a square matrix of dimension c+l.

Then Dij' the average number of times the Next_step of

. € is C4, is given by By * Uy .

B

™ - N

Step 9.", (Find the.inter-Step communication costs] Let E be

a- square matrix of dimension c+1l. Then Eijl is the

t
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,~§ota1 cost of communicating between C; ‘and C; during

~

-

N . :
. ¢ the execqyfgniof Q where

2

) f Dji * K(?ji); where 0<ix<e,
< ¢, i¥j and N " ‘

EERN .

0; where 0 < i ﬁ\f' 0 <j< e, i=5.

{Ngte that we .assume the ‘K(Cij) reffain  gonstaht

N ~

< throughout. the execution of thesprogtam}.’ ;
Step . I0. [Find the total csmmunication cost]- Let G be the
® a { . . - . o
- L .
total communication cost during the execution of the ;

© program. Then,
A = el e b 3 . '
6= Dio0 23=i+1Biy . .
Step 11,  [Find the total’ executios cbst] Let H be the
total tost of exeeution within Steps. Then,
)- =" c . "
Ho= 3 fa1(K(C * Upp) \‘
\ .
Step 12., [Compare costs] If ¢ < F and\.H/(G+H) > b, where

‘ -
6 repreSénts‘f the desired A ,level of processor

[ - 11 -

P

- -

utilization, *then STOP. o
Step: 13. (Find those ' Steps with maximum fnter—Step‘

-

S

communication costs] . Determine i and j for which Eij is

. .7 . a maximum, whgre i § ﬁ, {Nbfé‘th;t since Eii = Eji’
:'tqgg is not a reétriction{.r If there is more than one - -
* ~ such ;‘ pq@r, . then - choose the one witﬂ' m;iimum :
[K(Cyy + K(Cy) 1. o ~ , :

' Jsiep- 14 [Merge i and Cy into T,] call ALGORITHM MERGE.

G{Note‘ tha% after MERGE, Ck_=_c + 1, ak = ai + ajy

1

L t=t+ 2, p=p+1l} | .

M, ) L]
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Step

]/Q. .

o

»

15. ~[Adjust ,prpbabilitigs]\ Calculqté

probabiliFies of eéchpklt;gnltivc‘in Cys based on the

p;gbabilitieé;}ﬁvci énd‘cj. ‘ “
P(Ap ) = P(Agy) * Uli/(Uli+Ulj);}where’1 < h < ai,
PAie1, ) °

11 4'n < aj. :

[

sStep 16. [Calculate the inter-Step communication 'costs.]\

For 1 <h¢{g, 0 <g<<c, and for 1 < m < ah, if

\

for

]

thfg then there are the following- four

Q

cases ~to be
. . 7
‘considered:

The Next step of an Alternative in one of
<

the merged Steps is one of the merged Steps!} éh and

* {Case 1:

7
Cg.gre both in {Ci, Cj}:

K(C

]

O ’ -
. < ) .
0 ) ) '

hk!
K(Cy )

{Case 2: The Next step of an Alternaéive in a merged
Step is'not one of the merged Steps} C, is in (cC;,

\

Cj}'and Cé°is not:

K(C, ) = : .

(Cyg) = K(Cjg) + K(Csq) ‘

{Case 3: The Next step of an Alternative in a
—_— ) o
npp-merged Step is a merged St.p} Cg is in {Ci' Cj}

and Ch is not:

A

K(Cey) = 0 | S
{case 4: The $exﬁ_step of an Alternative in a
N N ' _‘ — ‘
. -95 - ‘ .
. . . . . ’
> -

the .

&
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non—merged Step ?g not a merged Step! Nelther Ch nor
¢ }s o
g is in {C’ C]}

o . -

K(Chk) =0 . .
| K<C g =0 7 \ .
- .\ * \
Step 17. {Insert C ] Replace c

probabllltles, costs aﬁd Next steps accordlngly.

Step 18, [Decrease the anSEr of Steps] Slnce two

Steps
have been merged into ome, c = ¢ ~ 1
e"ngep‘l9. " [Repeat the'cyclel Go to step number 3.
S e I, .
¢ ' - . e
ALGORITHM MERGE - _ .
{Merge together C{ and Cj’inpo a new Step Ck} \ ”
S . .

/
Step 1.

[Determine the number of Alternatives in C,l
ak = ai + aj.
Step 2. [Create set of'P:ecoeditiOns and assign values]. -

Add a new Precondition to the set of Preconditions ' in

Q. T

\ ' ‘ J
Prk = Ppy OR Phj; where 1 < h £ p. -

Let (Phqk) be the value of Precond'itiovh in
" N ’ - ,

Atternative m of Step k. Then,-

V(thk) = VXmai?; whe;e 1 <m< ai
V(Ph m+ai k) = V(Pypy)i whére 1 < m < aj

, p+l xk has meaning "FLAG, = TRUE?"
14

Vol m) = "YUiwherg 1 <m Cal

. . Y C . .

»V(Pp+l,m+ai(k) = "N"; where 1 S'm ? &
P = pTE 1;

i by Ck' adjustlng the -

v

n

s o AR s i
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hd N

Step 3. &freate set of Actions] Add two'new Actions to the

\
7’

' set of Actions in Q. o

-~
gk

Ty

In-

=¢Thgi;‘yhere 1<h<t, 1<g'¢ai

Step 4. [Add appropriate Actions to all g&e Alternati&eé]‘
- 3 i . o= M :

In the following, the notatlon’ Tlast;h,k X means

the last Action performed in Alternative h. in Step k is

. . the Action denoted by the expression x.

 {Case 1: The Next_step of an Alternative in the

first merged Step - is itself} Whéh Nhi = i; where

1 <h¢ai: . / :
. . e
- - n
Tlast,h,k = "FLAGK = TRUE g ' .
{Casé 2: The Next step of an Alternative in the

first merged Step is  the other merged Step} When
’ \
Nyj = J7 where 1 < h £ ai:
Tlast,h,k = "FLAGK = FALSE" o 7
{Case 3: The Next step of an Alternative in the

second merged Step is the other merged Step} When
Nhj = i; where 1 < h € aj: .

;o = Cat,
T1ast,h+ai,k - "FLAGK TRUE"

(Case 4: The Next step of an Alternative in the’

\\ -
second merged Step 1is itself} When Nhj = j; where
1 S,h‘g aj:

»’ > -4n -
Tiast,h+ai,k = "FLAG) = FALSE"

{Case 5: The. Next_step of an Alternative in a
— . .

non-merged .StepL is the firsﬁ °mergéd . Step} when

~—

\ v

S
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‘v‘ ‘-“'"/ .
S Nym = Ii where m#i, m#j, 1 < h < am: L
‘ Tlast,h,m = "ELAGy = TRQE"
\fﬂ“ {Case 6: The Next step of an Alternative in a
. non-merged, ;Step is the second merged Step} When
Ny = j;« where m#i, m#¥j, 1< h < am: ‘ a
Tyast,h,n = "FLAG = FALSﬁ"‘ |
.{Case 7: The Nexq_step of an Alternative in any Step
is not a merged Step} For all other cases, do not

v Lo |

\ b agd 2 Tase- N

Step 5. [Modify Next step indicators] =~ ~ . | ,
" {Case 1: The Next.step, of an Alternative in the

first merged Step is a'me?ged Stgp}‘When Nhi = i or

-

; : Nhi =.9; whsre 1 <h < ai:
L : c ' ‘
(Case 2: The Next step of an Alternative in the
. o B I . ' . ' ’ .
; - first merged Step is not a merged Stép} When N, # i

f(ahd N,; # 3i where 1 < h ¢ ai:
Pro o Mak ® Nni ; , S L
{Case 3: The Next step of an . Alternative in the
‘ . : \
o . second merged Step is a merged Stgp} When Nhf = i or
?Nhj = j; yhere 1<h ﬁ_aj: . , )
. s V. oo f » - ' -
| Nprai,k = K - AN
{Case 4: The Next step . of an\ Alternative " in ' the s
second m%rged Step is not \a/‘mnged Step} When
. < -— ' ‘ ,
ﬁhj #4f and Nhj'# j; where 1 < h £ aj:
Nhrai,k = Nhj '

- 98 -
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{Case 5: The. Next step of an Alternative in a

'non-metged .Step 1is: a merged Stoé} WhquNhh = I or
* Npp = 37 where m#i, m#j, 1 < h < am:
Nim =k
{gégg 62 The Next step of an Alternatiwe in a
gon—merged Step is not a merged Step} For all_otheJ/

cases, N

¢ 1 < h < am.

Step {Adjust the nhumber of Actions] t = t + 2
Step 7.| STOP &

lgorithm ASSIGN converges to .a solution under
certain éonditioqs.‘ We should fifst note that at reach

iteration the copmunication cost decreases.y This decrease,

: ' 5 o
however, is not sufficient to guarantee ¥ convergeance. If

) th execution cost decreases from iteration g to the next

\

iteration, g+l1, qs\well,“then we can quarantee convefgéqnce
if the'foliowing two conditions aré met: 1) the decrease in
execution :cost must be less than _the decrease in
comﬁunicaﬁion\;cost, and 2) the execution cost at iteration
g must beegregter than the communig;tion cost at the same
iteration. A ’

To show that ASSIGN converges|, we need to show,that

oy

“ins step 12 of the algorithm, ‘/both the following

inequalities hold:
I+l ¢ ¢4

T

i

(1)

and

nm remains the same; where m#i, m¥j ,

-



e
e,
3

. . v
~ ;m
. Hq+1/(Gqfl+ Hqﬂi > Hq/(GQ+ Hq) o (2) ‘o

¥ . Coe
where q is the number of the iter?tion of the algorithm. .
o , oo ? , ©f

v

-~

Proof: (1) follows - diregtl? as a result of sgep 18 of
algorithm ASSIGN. | | | e

In - order to prove . (2), we .make the following.

assumption, . _ '

if 191 ¢ 49 then (af HY - wI*! ¢ g3 _ g+l apg

I

(b)- G < H9" - o
and establish' the following Lemma:
. 5 : ‘ i
Lemma: Gq+l‘< 54 ©-
Proof of Lemma:
. ek = c-1 c . ) ’ i
G i=02j=i+ls?j' .b‘y step 10 of algorithm
- ASSIGN., - S
- gq. Y- T QA
?01 AR +‘E‘nm +;f" +“Ec—1,c

‘yithout loss of generality, let n=i and m=j |in stgp
13 of algorithm’ ASSIGN. Theﬁ Egm s a maximum. '

_Thgrefore,'by,step,9.6f‘algorithm ASSIGN,

Eom ='ng3(cnm)q ¥ Pgnk(cmn)q Ao, =

Therefore, either Kicnm)q or k(Cmn)q; or Bbghéare‘

non-zero. ‘ '

If K(Cnm)q # 0, then -there is at’ 1éast one .

Al;ornctiv., h, such that Npn = m. ' |

5\

Then, by step 16 of algorithm ASSIGN, case 1,

: CK(C 0% = 0 and k(c, )Y = 0. w~'

Then, by step 17 of algorithm ASSIGN,
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We'

/ .

g+l _ §+1';" i
K(C ;) 0 an¥ K(Cim{ ‘ 0.
- N .. -

'That is, . . » .

. q+l = ! 4 q+1 - n\ -

| K(C_ ) 0 and K(c )"t =0.-
i i1ay : i
similarly, if x(cmn)q # 0, then K(Cmn)q

 ABL System that has been changed is’that between C

and C

=,00

Since the only inter-Step communication cost in the’

m,
n’ the foilowing is true:

Eq+l = Eq where i# m, and j#-m. : h ’
i3 iy’ :

‘By ‘step 16-of‘algari;hm ASSIGN, ‘ ) ”j~ )

,E?;I ='0; where,i=m, or j=m. ‘ ' .\

CThus, 6T = 3ROTS 3 S EES

; q+l wqtl’ : g+l E
EOl +. o0 0 +Enm .'" s e \+ E m+1 + e w
q+l o ‘

+ Ec-l,c - )

=eftl +ii. 40+ .. +0+ Ll

<o T ¢ gL |
y L c-1,c
= B4 ... F0 F L. +00F L.
- q ‘ ' '

* Ec—l c . i . b

>

\f : . ; 2:3 18 mj -§:§=1E?ﬁ |

‘rhus;, GI*1 ¢ Gq'

* . ~ - .
. -

note 'that we can expEéss the relationship between uﬁ*l,

and Hq,as:‘
. Hq+1 = Hq + Lp ¢

where L is either >0, <0''or =0.




' ‘ : i

Proof of expression' (2):

s
P

The proof,is by contradiction. Suppose -
o HTL Ty gty p9/69 1Y) ()

then there are three cases to be examined:

Case 1: L = 0: ~ ' g
' Then, ud*! = gd W
‘: K ‘:’Applying:§4i to (3)”we obtain
L B934 49y < a9/(c% ady N o ‘- nY
' RS G R e e . ’
: ' Gd ¢ gdtl (5) - ‘);;0
. But (5)'contr;dict§ the. Lemma. ‘
’ Therefore, ﬁorlcése 1, (3) is false. ¢ )
Case'2: L > 0: o ' \\\\\
Then, HI*! > 4 (5)
. From (3) we obtain . | .
a ¢ pItlgd 4 gatlyd ¢ xgItl 4 gdgatl
- :\‘ p g6 ¢ Hiﬁq+l
o o W+l pd ¢ Gatlgd - oo
o By X6), the L.H.S (Left Hand Side) is greater

&
" than 1; but by the Lemma, the R.H.S (Right Hand

'Bide) is less than 1.
‘Therefore, for Case 2, (3) is false.
Case 3: L <.0:

Then, HI*! ¢ g4 : (7)
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v . |
|
From (3) wé pbtain.ﬂ s
. pd+igd <'Hqu+% _ -
g+l /9 ¢ g9*L 69
(#9-0%4+a9*1) /09 ¢ (g9-R+gatl) /59 - .
1= (a9-g9*1) /u9 ¢ 1 :;(bq—Gq+1)/Gq .

From the Lemma and (7), we obtain,
"~ng-(;q+l)/Gq/\r(Hq-H;ﬁ'l)/Hq
(69-a3*1) /(ud-uT1) < g/pd
. But, by assumption (a), the L.H.S.” 1is greater
than 1 and, by assumption (b), the R.H.S., is
less than 1.
[Therefore: for Case 3, (3) is false.

Therefore (2) is true.

"Therefore, the algorithm will converge under: the
following cond{tion: If the execution cost decreases from
one iteration to the next, then that decreasé should be-
less than the corresponding decrease in communication cost,

- and the communication cost for the first iteration should

be less than the execution cost for that iteration.

’5:4 The algorithm applied to an example
i .Eor the purposes of démpnstra;ing how the algorithm
' can bg applied, we will takéyas an example the TAO‘Eunction
of 1issuing expense Ehéques (Eigures 4.11} 4.12, and 4;13).

We will assume that these seven Steps are to~ be performed

by three people; that is, we need t ave each person
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P :
3 perform more than one of these Steps. Based on interviews
with TAO personnel, we were able to arrive at the -
probabilities presentéd in table 5.1, and the costs
presented in. tables 5.2, 5.3, and 5.4. These values are
estimates only; and are used to demonstréte'tﬁ;’application

of this algorithm.

One of the me?sures that can be used to evaluate a
aeco;position is Qhat we call the "piécessot utilization
efficiency.” If we consider the total cost of a System to
be the sum of the execution cast- and the communication
cost,\‘then we define the processor utilization efficiency
to be ;%e pércentage of the total cost that is represented //
by the'e#ecution costy /When we applied algorithm ASSIGQ to
the'Systeu EX, using the figures obtained from the TAO
personpel, we obtained the results summarized in table 5.5.

After the'.first iteration of tbe algorithm, we;
obtain the Systgm shown in figure 5.1. "The Preconditions
and the Actions- that have been added as a result of.
applying algorithm MERGE are outlined in the figure.
Simflarly, figures 5.2, 5.3, and 5.4 represent the state of
the System aftgr succesSiv; iterations. Again, the added
Preconditions and Acti&ns are outlined. ;\

We can interpret the final version of the expense
cheque operation, presented in figure 5.4, as follows:

Assuming all ‘our cost information 1is correct, and the

relative frequency of Alternative execution is as in table
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‘ TABLE 5.1 . .
PROBABILITIES OF ALTERNATIVES IN PROGRAM EX

Alternative Probability

1.1 ersecnsocsasses’ 0.0133
102 ®® 08000 eV es s 0.9867

® 8 & ¢ ¢ 8 0 O " SO SO 0.8000
seroesseessessse 0.2000

A v

\

B aas0e et 0.9467 ‘.’
8 000 se 08088 0.0533 )

N
N =

N
!
L] »
N 2

A
\a.x,
4o -
{

t

&
¥y
¥
b&b w w

[P

® % e 5@ .l.‘...l 0.8933
teosessssasess 0.0133
¢ 8 ¢ & ¢ " O O PGP * e 0.\0934

L] . o
wN e

0-00‘-.......0- 05‘9500
* 0 & & 2SS 800 s e 0.0500

P
[ 2 d

s 0000080000 0-0010
.IOIOI‘.IOQF.. 0.9990

« @
CaO

cecessecsessss 0.0480
esesssessecssss 0.0050 ,
ceesssesseesss 0.7980 v
evecssesaseses 0.1490

~
SN GOy UYL
. e o 9,
&UJ_NH

£

o . ) . [

TABLE 5.2 :

COSTS OF ACTIONS IN PROGRAM EX

Action ' Cost '
" (minutes) .

Al ....-.oo.n.;o.o. 1.0

Az ee® e R sOs GRSV e a

COoOOCO0COOoOOoOOoOWM

A3 0..."0...0..,.0

A4 'I.b!.....'..l..‘

—

B5 teenrnecnnoannns
BB teeenerncananans
N
N

Ag S8 00 eP OO ENe s

Alo [ SRS IS IS I O B B 3
All aesceosr s

T O W -
WOOO NMWOO WO

2]
=)
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- TABLE 5.3

COSTS'QF PRECONDITIONS IN PROGRAM EX

Precondition

Pl
P2
P3

P4 -

P5
P6
P7
P8
P9

Plo VO 9 6 2 0 0 G EGRENaN,

@ s anvatssssses e e
000000 es0sa s

$tecscrsssssnsneane
..0.:}..00...0...

-
® s e se v o0 ss e NN

i

* 5 0000 0000 e s

® 0 0000 as BB e

TABLE 5.4

!

0o rveo o000 e

Cost
(minutes)

4
* o & o & o

O OO0 M N - o

NMUoonooOoooo

COMMUNICATION COSTS IN PROGRAM EX

Prom To Cost
Step Step (minutes)
1 0 0.0
1 2 0.5
2 3 0.5 -
2 5 - 240
3 4 0.5 ,

3 5 2.0
4 R | 1.0
4 6 1.5
5 - ) 1.0
5 .
6 1 1.5
6 7 2.0
7 5 © 2.0
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. | %
‘ . PROGRAN . NACHINE v
B VvV VY T o e e e VC L Nest esployes, travel report,
L2 v v o oV Vi o v v v o o &« v« VG 2Process auto expense report.
LI "t v v v v e VYV o o e ¥V C 3 Process general -axpenss report.
T4 v o v v e b o o VYV o0 o 0 o 0 VG 4 /Process unaccounted-for asounts.
C8 vt ver o o v v o e oYY o UV C Y Verify receipts, '
€6 v e e e e e e a0 -V VUV VG b Process aver- br undef-paysent,
. " PRECONDITIONS
Pt NY - == ===~ «--= P 1 More esployees?
F2 ="=a«=2RfY==«n==a23 P2 Auto axpense report subaitted?
PI o= - - - - NY -~ === . -R 3 Beneral expense report submitted?
P4 =« =N Y= ==« --- P 4 Travel expense report submitied?
PY == NY Y- 20=0==---- - = = = - P 5 Esployee returned fros trip?
Po === - - BRI C\_ﬂ Y - = = - = = < P b Aaounts still unaccounted for? .
P7 ==--=--=- L - - -‘(- - N = = = =.= P 7 Totals on fora = total of receipts?
PB = = =« =« == <l == - N Y - ~ P 8 Balance due esployee?
PY == == == =>=-- St = Y N = Y - P 9 Balance dus smployer?
PI0 - = = = = = = = = = = = = N - - Y - P10 Payaent enclosed? ,
[PIL Y Y NTNN = = = e = == - - = = = = P {] Flag 8= TRUE? | .
. ACTIONS ‘ ' «
Bl ol o v ee v vy v e w v e v o e s A1 Bet eaployee nase, ®
M2 o v o e e b e e e s s s @ o A 2Ancunt 1= 8 0,22 % aileage.
, A3 L T T T ST L S B R T A3 Eﬂt“ tatal hy jOb nusher on fors.”
Ak o v o v e 3 020 w270 w0 o+ R4 Post tdtal_asount / job to job cost cards. e
AS w v v v v s oe b e o v 0w o A S Post anounts to general expenses in general ledqer.
Ao o v v v o v 403 o v e e b o A b Lesur cheque.
A7 v ool o ¢ sv0 ¢ v s ot s « o v+ A 7 Contact appropriate secretary,
IA 8 .o v o b e s e ey s e e e e e s s A Add up rlﬂipt!-‘
“ 9 . 'n [ 2 L N N | .l l 1 l [ T B ) “ 9 P“t :l‘i. on hol‘dq /
A 19 T Y S S I (1 gu'fy OlpLoyn. -
AT w0 v o v e e v Tige eew wowow o b AL Deposit payaent, ‘
l_'m . v TV .+ ¢4 « T 2300 4 + o« A12Flag 8= TRUE,
“ 13 LI UL BLE 1S N UL A3 Fl‘q 8 1= FALSE, _v
MITo0 211853 41411164 44ho
5 ' f X ‘
. . R Figure 5.1 .7,
) . . EX: After 1 iteration of ASSIGN
r I( . . \
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\ A
Y
) > . ’ a s
* PROSRAN * NACKINE
L VY VY Y Y Y s s e e o VTt Next eaployes, travel, alto reports.
€2 « ¢ v v« o VYV o v v v v i o VG 2Procass ganaral mpense report,
C 3 LI I | ) [T T TR V_ V [ ] l‘ [ ) V c 3PI’BCIII u‘“ccouﬂt'd"w muntl.
CH v v Ve e e e e e VY s oY C 4 Verify receipts, '
I - T A A V\ C 9 Procass aver- or under-payaent.
' PRECONDITIONS
PL NY == == ~-- L P | More eaployess?
P2 -=---- NY - =« = === o= = = = .P 2 Auto epense report submitted?
] === - - NY - === = == = « P JGeneral wpense report subaittad?
PAd === NY =e=sseeere = - P4 Travel expanse report supeitted?
PE == NHYY <o omeemme e -~ = P 5 Eaployes returned froa trip?
Po == == - e e - N Y = - - .= = - =P §fsounts still unaccounted for?
a P71 === s s NY - =»=-=-- P 7 Tatals on fors = tatal of receipts?
PR == = = o« 0e-- N Y - - P 8Balance due esploym?
P9 = == =«=-=-=-- = =« Y N - Y - P 9Balance due esployer?
P10 = = = = = 2 ¢ = =« = = N - =¥ ->P10Paynent enclosed?
Pl!.YYNNN-% ----------- P 1} Flag @ s TRUE?
PR Y XYY Y Y NN~ v ===« = e m. P 12 Flag 7 = TRUE? |
. . ACTIONS
Al b v oy e e e e e A LBt esployee name, ' ,
“ 2 BRI S A 2A”unt l"ozz'lil"q'u
A3 o s s v 2o b S b e e o A TEater total by job nusber on fora,
A 4 [ 3 . 2 ) 2 P T T T | A 4?0‘t tﬂtll_l.ount { jﬁb tn job Cg't Clrdl.
L L e I I to -qenaral expanses in general ledger,
“ 6 [ I I e ] 4 N 3 .; " B R 1"4l ; A 6!"“‘ !hIqUh
AT o v ol o w’v w v v i 0w e oo o o A T Contact appropriati secretary,
T T ", ot A 8 Add up Hﬂiptl. )
I R IR TS 29Putcm|onhold.
A0 v e v e e e e 2 v 2?’ ] 10 N.ry ..plﬂy..n .
“_“ S T T T T P U O PR | “ Dtpoﬁt Plyl.ﬂtu
A2 o v 13 s VL2300 0w« AR2FLag B s TRUE
AN v v wo s o b i w weu o A I3Flag B e FALBE,
A 1‘ ™ 2 ‘ LI B 2 ¢ 2 3 4 « 3 e .' LI “ 1‘ Fl.g7 " WUE.
A8 v 2 v v e h v e e e e e e e s ALY Fllq 7 1= FALSE,
NEXT.011142‘_313111533330
N \x . ‘ \
Figure 5,2
EX: After 2 iterations of ASSIGN ]
L _ . ’ r )
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After 3 1terat1ons of ASSIGN

‘
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. PROGRAN . HACRINE
LV VvV VY Y VYV VL, o s V] Nent oesployer, travel, general, auto raports.
2 v v v v v o s o ¥V W w4 oV C 2Process unaccounted-for amounts,
C3 v v v v v v u s e s VOV oo VT Y Verify receipts, N
CA v v v v v v v se oo o o YV VUV VL 4 Process over- or under-payaint.
./ PRECONDITIONS )
PL1 NY - - = 7 == ==~ S == = = < = P .1 Nre eaployees?
P2~ ===~ NY < ===« === - P 2 Auto expense report ubajtted?
PJ3 =~ === N Y - = = <= = = - - P 3General expense report subaitted?
P4 - ~-~=-NY === » =« e e = - . P 4 Travel mxpense riport submitted?
PS - -NYY -~ = -5 === = <P 5Eployee returned fros trip?
P& - -~ - === - NY - - - - - - - P bhacunts still unaccounted for?
PT = === = ==- - - - Y = = .= < = P 7Totals on fors = total of receipts?
PB - - = = = = =1/c o o« == N - =" P 8 Balance due esployee?
L A R YN Y - P 9 Balance due eaployer?
PI0 - - == - = = = = = =« = = N - - Y - P10 Paysant enclosed?
PIL Y Y NNN R ‘= = = P11 Flag 8 = TRUE?
PI2 YYY VY Y N = = = = == = « s = P{7Flag 7 = TRUE? ‘
P13 YYYYYYYNN---~-- - - = P {3 Flag-b = TRUE? | .
' ACTIONS ’
AL ol v v e e e e e e e e w e o AL Bet eaployee nase.
A2 v v v v oo b e e e e e e o A2 fmount 1w 8,022 8 aileage,
A’ A3 v v v 00 2 1' Lo i O T T A 3 Enter total by job nusber an fora.
Al o . o0 0 03 20 0 0 20 0w v o A 4 Fost total_anount / job to job cost cards.
L T A T T T S TR R R 5 Post asounts to general axpenses in qmonl ledger,
Dby v v o e 3 0w e et oo A b Issue cheque.
AT v o b v e e s w e e v v e i o« A7 Contact appropriate mrotlry.
Y TP 2 I Up raceipts,
A v 20 e s e b b e s A TRt claia on hold. .
AN w e e e e 202w A 10 Query esployee.
I T B R L
a2 . |‘ f 3 a v s o P23 60w e e A 12 FlquI'TRUE- Ve
ALY o e e s L s e e o A I3 Flag B g FALSE
Q]‘ . 2 4 [ 2 . 2 3‘ LR T T Y Y | “ 1‘ Fl‘q 7 " TRUE:
AIE v 2 4 v o e e e w e e s owoe o o o AISFlag 7 1s FALSE.
A-16 .385...3.345/....,..AﬁFlaqbl-TRUE '
A17 v v o o vl w v v w w woa e w0 e AT Flag b 1e FALBE,
! ! ' ~ . -v\ -
NEXT 0 1 14 3 121 2114 42222¢0,
' R . ‘
. Figure 5 3 )
EX:

U




e e e w—_——

PROBRAN ‘ o NACHINE

$

L vy vyywvyyvvyv, oo, o V0 I boxt uployu, all reports, umcmntnd anounts,

L e e e e e e sV Ve o v 2 Verify racaipts, \

L s s w M et e e s a v e o VYV VW T 3 Process over- or undn-ptynunt.

g PRECUNDITIONS e

Pl NY v - o = mmte ee e e - e s P 1 Nore eaployees?

P.2 - =~ - - NY = = == === - P 2 Auto sxpense report wbnittld?

P B B B P 3 Sanaral expanse report submitted?

P4 - - KY =~ ==-==-<nm === -- P4 Travel expense report subaitted?

P Y == NY VY = == ='c e o m oo P 5 Esployee returned fron trip? :

P o == === - -« - NY - === == P & Asounts still unaccounted for? '
A RS NY-=---- P 7 Totals on fors = total of receipts?

PB - == ===« e - K'Y - - P B Balance due esployes? - -

B N = = Y K = Y.~ P 9Balance dur esployer?

P40 = = = - - - - - = == = = N - = ¥ = P10 Payaent enclosed?

Pil Y Y N KN = == v === s == P L1 Flag 8 = TAUE? ) . :

Pf2 YY Y Y Y NN=-=~-=--~- == = = = P12 Flag 7 = TRUE? . ,

P13 Y Y Y Y Y YYNN ===« == P 13 Flag & = TRUE? '
PIEYYYYYYYY Y KN-=------ P 14 Flag 5 = TNED

. | . .
) . ACTIONS ) ‘

Al vl v v v v v v e e e aa o7 AL Bat amployes nase, .

A 2 [ e 'l&\‘l [ R T ) ’l « 1.0 4 8 A 2Aiount 1= § 0.22 ¢ I“l'g.u

A3 v . v v v o2t v ol 0w w v A SEnter total by job nuaber on Fora,

A d v v vy o302 .0 v 20 0w« v A 4Post total asount / job to job cost cards. .
A5 v v e s e b s e v A SPast asounts to genral expensas in gmral ledger,
, A b v 0 i 4,3 . l' A B o A 6["". :h.qu.. -

A7 vl & e v v e s ey e o A 7 Contact appropriate mrmry.

A8 .. S A B Add up rlﬂiptl.
' Aq [ .F 2 L T T T T l v 1 [ T T A 9P“t cliu on huld-

A10 v o v v e e s e e 20 0 0w o A0 Query employer,

A 11 e o K T e s e s t , ANl D'Pﬂ‘it\ Flvl.nt-: . N
CA2 Y e e 23 0w w w AI2F1ag 8 1m TRUE ’

A 13' [ T T T B T | l' [T ) ' NN a‘ + A 13 F].’ B is FALSE. . ' .
SR v 2 2. 2348 . . .. AN Flag 7 an TRE , x

A 15 [ 2 -l Ll L) L] L] L] ] L] ’ L] . L ‘ ' ‘l L] A 15 Fl.q 7 l. FALBEA *

Afd . 3385« 3. 348 . . o o« AlLbFlagé 1= TRUE, ’

A7 0 v v o b e e e e u » v s A17Flag b 2= FALSE

A18 . 4 4 b.2 .4 . %568 ..,., . . . NIBFlag5 1= TRUE .

A9 L v o S s 3122, AIIFIag T anFMSE | o .

NEXT

<
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Flgure S 4 : v
EX: After 4 lteratlons of ASSIGN
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5.1, then if we only have yﬁhree "employees, and the

-

R
activities athey are required to perform can be modelled by

-

the wversion of EX presentediin figure 4,13 which requlres,
seven employees, then we can improve the overall efficiency

by assigning one person-to doingrthe tasks. represented by

Step 1 in figure 5.4, another to receipt verification (Step

2), and the third to pfocessing‘o§er- or under-payments’

(Step 3). \ . i’

‘ “‘
N

e

5.5 The éroblem of cosﬁing and ABL

‘The success of algorithm ASSIGN depends heavily on’
X , .
acquiring a good estimate of costs and probabilities, _ Such
information is by no means~eaéy'to obtain in a real office,’

but ABL can be of assistance in écquiring and 6rganizing

this;information. in order to demonstrate ABL's .usefulness - . . .

in this regard, we will use a well-studied example,

N

‘Quicksort (WIRTH76) . . C ; '/.' ; ;A

Figure 5.5 is the Api matrix form of Quicksort. We -

have~taken the Pascél<brogram as\presénted in (WIRTH76) and

it into ABL without modifying either the control

structures or the individual statements.

N
been made

No attempt has o

Figure\S.Glis the narrative form of the same System, and it
. . .
is provided for reference. . ' , . ’

Befo;e—determining the various costs, we had

decide on a suitable environment. Wef chose the Motorola
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PRy

'

l6~l .
. PN
; PROGRAN , o MACHDE
Cl Vi esnernrsianreo ¥ Tt Initialize. o ’
C 2.V v v e “ose « ¥V C 2 Scan froa the left. . .
3 ...V V‘- IR R NI vV C 3 Scan froa the Tiqhtu
CTd ey ¥V i v v e o VT4 Exchange.
g vvvvena¥VWouununsaVC8Sort.
C 6 vviypg v dVVVY . 0oV [ & Stack requests to sort.
C7 vvvvivenioa oo VWV 0V C 7 Partition an interval,
C 8 v v vvemr e e ¥VV U B Gat the next requast,
L ' PRECONDITIONS
Pl ~YNoreeceamanoaan “= P 1 alilokey < xikey ?
P2 cceYNrooonamaoonaaa P 2 ykey<aljlikey?
R A b R il P 3i¢j?
AR I YN--===--=- P i
P g e YNoommnn - P Si(r?
B A BRI ER R RS YN-==-P 4lmr?
P 7 ~remcccccnccnaa YN-P 7Ts20?
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STEP DESCRIFTION . -

1.0 Initialize,

. ‘ .
1.1 The stack has been initialized, and the array partitioned.

- 2,0 Scan froa the left,

2.1 Bcanning continues. -
2.2 Scanning has stopped.

3.0 Scan froa the right, .

3 Ecanninq continues,
3.2 Scanning has stopped.

4,0 Exchange.

4.1 Elenants have been exchangid.
4,2 Elenants have not been exchanged.

5.0 Sort.

5.1 Left pointer has passed right paintar.
3.2 Left pointer has not passed right pointer.
.
8.0 Stack requests to sort,

-

b1 Stack request to sort right partition,

6.2 Continue sorting left partition.

8.3 Btack request to sort laft partition. .

bod Continue sorting right pirtition.
7.0 Partition an interval,

7.1 This partition is sorted.
7.2 This partition has been partitioned.

8.0 Bet the next requast.

8.1 No sore requests on the stack. N
8.2 Top request has been popped from the stack.

Figure 5.6

Quicksort: Narrative Form
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6809 micraprocessor for two reasons: 1) Jt 1is a popular
microprcl)cessor, and 2) the environment in which we would
ultimately be able to «carry out the simulation, CUENET
iGROSSBZ), is designed around the 6809 microprocessor.

In order to arrive at reasonable costs for Actions

-
N '

and P'reconditions,m we followed the following strategy: We

assumed that each ~Action and each Precondition was

_ translated into Motorola 6809 assembly language

instructions (LEVENS81). We then counted the number of
machine €ycles it would take to execute the given Action or

Precondition and used that figure as our cost. The det;ails
of this trar;slation are presented in appendix C. Table 5.6
lists the cost of each Action and ‘table 5.7 1lists the cost
of 'a,ch Precondition. We also assumed%that all transfers
of control fron; 'one Step to another within QuickSort had

. { .
negligible cost, and thus assigned a cost of 0 machine

cycles to each cémmunication path within Quicksort. This '

is equivalent to assuming that the entire program operates

in a strictly sequenti;l mann‘er, or that branches can be
undertaken with no cost. The determination of this
communication cost is highl\y dependent on the way in which ‘
an ABL interpreter for 6809 assembly language is built.

| Using the mathematical anélysi‘s of | Quidksprt
(WIRTH76), we were able to determine the probabilities of

the .various Alternatives in the ABL Abstract_program,

independent of the number of items, n, being sorted.. ATa“ble

£y
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TABLE 5.6
. COSTS OF ACTIONS IN PROGRAM QUICKSORT

Action ‘ Cost
(machine cycle's)
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5.8 lists these pfobabilities,. both for the general case

and for specific valdes of n. We were then able to develop
a cost for the execution of Quicksort applied to different
sizes of data sets. These costs are compared to the

theoretical values in table 5.9 and fiqure 5.7.

-

5.6 Problem decomposition.
| - Having established a cost for sorting various
numbers o’f items on one processor, it became of interest to
éxamine how we might decrease the cost Ey using a nétwork
of 6809s configured as a parallel processor. (We should
note that suth a configuration 1is possible wusing CUENET
(GROSS82) .) ' , ; i

The genéral stratedy. we decicieg upon was simple:

Have one processor (the "master") divide an array of items
et )

" into two sub-arrays, send each sub-array to a different

processor (a "slave") to be sorted wusing Quicksort, and .

then when both sub-arrays are sorted, merge them together

into bne array. The ABL System SPLIT & MERGE (figure 5.8)
is a reprgsenéation of the program that would run on the~

4

master processor. -

The costs of Actions in SPLIIT & MERGE are presented
in table 5.10. Of note are the costs for A7 and A8. Since
Quicksort is being applied to half the“number of items in

each case, the corresponding values from table 5.9 are

used. The costs of the Preconditions in SPLIT & MERGE are

- 117 -
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TABLE 5.9
COST. OF. QUICKSORT
Value of n
16000 8000 4000 2000
Zost ( x 106) 37.63 | 17.63 8.200 | 3.79
'n lg n ( x 104 22.35 | 10.37 4.79 | 2.19
o
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Figure 5.7 '/

Cost of Quicksort
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summarized in, table 5.11. The detailed development of both

costs is present;d in appendix D. The ©probability of

Alternative selection ﬂis ptesentéd in,tabie 3.12, both in

the generaldcase, and 'for specific numbers of items to Dbe

sorted. Sinc }Altetnativeé 3.1 ‘and 3.2 aré executed in
\ . ‘

parallel, they have the same probability, and for costing

- .
&

purposes ‘they can be considered to be équivalent‘tb one
Alternative having a cost equal to that of the Alternative

hav%pg the greater cost.

‘ The communication costs for SPLIT & MERGE are given:

in tgbie 5.13. These costs were arrived at by considering
the amount of time it takes to transmft blocks of data
between proéessors on CUENET;, Thls t;ansmission time 1is
ﬁot yet reported:in éhe literature, but was made available
to us (GROSS82a) . aThe detailed dev;lopmgnt of.thesg\ costs
is presented 1in °appendix E. In this way we were able to
devlop exeéution and;communicaiion~cpsts,‘as‘wéll as total
costs for 'sortin; 16000 items; Fusing. two or ;hree

] s 3

processdrs.a -

An interesting figure of ?frit in any parallg}

-

processing scheme is the "speedup.” This 1s the ratio’of
4

14
«

the amount of time one processor will take to execute an
. .
algorithm to the amount of time several processors working

in parallel will take. By waltering the System SPLIT &

\_ MERGE so that instead of calling Quicksort, it called a

opy of ‘itself (figure 5.9), we werd able to examfne. the

3

4 .
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COMMUNICATION COSTS IN-PROGRAM;S?LIT & MERGE

" TABLE 5.13

-

Ft&m . To Cost .
Step Step (machine cycles)
. number of items
8000 4000 2000
1 2 ~ 0.0 0.0 0.0
2 3 1408088 | 704088 | 352088
3 4 1408000 | 704000 351000
TABLE 5.14

COMMUNICATION COSTS AND EXECUTION COSTS FOR*
PROGRAM SPLIT & MERGE

ke . " Cost (109 machine cycles)
Number of | Number of : :
numbers proceéssors | Execution Communicat;on Total
4000 8-~15 4.6961 0.7041 5.4002
8000 4-7 10.0125 « 1.4081 11.4206
8-15 7.2104 2 l.4081 8.6185
16000 2-3 21,2748 2.8163 24,0911
4-7 15.0670 2.8163 17.8833
8-15 12.2646 2.8163 15.0809
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speed-up obtained by using .more than three processors. The
N T - i

structure of the parailel process{ng systeﬁ is presented in’

figure 5.10.

¢

) 7
In order o perform the simulation, we had to-derive

costs for applying SPLIT & MERGE to 4000 and 8000 items.

The costs we obtained are listed in table 5.14. Table 5:9

-

"

gavé us the amountlof time one ‘pKOCeSSOE would take tao
execute Quicksort, and by using the figures presented in
table 5.14, we were able to determine speedup for- our
simulation. These f}gures are compared to ﬁhe the&retical
speedup in table 5.15 and figure 5.11. The theoretical
values are obtained by using thg following formula:
/s = 1/F + (2 - (1g F)/F)/1g9 n,

where 1g is the logarithm to base 2, s is éhe speedup, F is
the number of processors, and n 1is the number of items

being sorted (GEHRI82).

5.7 The implications for OIS

The above discussions about speedup and parallel
processing have relevance to the office environment. 1In an
office a large task may be subdivided into severalfgmaller
sub~tasks, each of which can be perfo;med more or less
independently.,. By c¢onnecting several office workstations

together via a local area network, the processing power of

the diﬁferent workstations, can be pooled together and

shared. If the bandwidth of the LAN and the granularity of

[}
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the subdivision of the task are app;opriaté, then it would
even be possible to process these subtasks in ' parallel
using the different wprkstatiﬁns on the network. The ABL
}eptesentation of a large- Eésk is well-suited to its
subdivision into such small sub-tasks. When performing the
subdivision of tasks for the purposes of parallel
processing .on an-LAN, it is important tovtake into account
the cost of commuﬁicating between various sub-tasks. Of‘
course, such a cost depends on the bandwidth of the network
and the granularity ;f the subdiyision. )
Algdrithm ASSIGN, described in section 5.3, 1is one
method\ of\allocating sub-tasks to free workstatiéns on the

r

network. ~ This . algorithm takes  dinto account the

communication cost between sub-tasks, and combines smaller
sub-tasks into larger sub-tasks if necessary so as to

minimize the overall communication cost to a reasonable

level. o . | o
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CHAPTER’ VI -

QONCLUSIONS AND FURTHER RESEARCH

_6;1 Summary\and conclusions

After examining various definitions of thev office
‘proposéd in the 1literature by different researbhers, we .
have characterized the office as an information processing
and generating subsystem of an organization. This view of
an office has enabled us in turn to a§velop’ the reqhisite
characteristi¢s for a togl used to describe office
procedures. This thesif_examings the potentia£¢of' ABL to
be used as such a tool.

| Although there are’ sngral tools reported in the
liiefature that could be uéed for this purpose, in order to
gain éome insight into the characteristics of such tools,.
‘the‘ following three were considered; SSA (Structured
Systems Analysis), BDL (Business Definition Language), and
ICNs (Information Control Nets). OQur éqncluSion is that
none of the four tooié meet the reqpirements.

-Fog the detailed study of the application of ABL to
‘model an office we have selected an architectural officéfas'

Lt ~ - 132 - .



a case study. This office was chosen because it was‘a
real, functioning office té which we had réady\ access.
However, a full description of all the activities of this
office is beyond our scope. Hence, we modelled part of the
organization, and présented and explained the model. 1In
the course of developing our model, we found that ABL"
permitted us to. organize in a systematic manner the various
information we received from the architectural office
personneli

We can also report that ABL is able to represénp
both sequential and parallel activities. Furthermoré, our
studies indicate that an architectural office provides a
suitable environment in which to test the capabilities of
an 0IS modelling tool, providing as it does a wide range of
both structured and unstructqred activities, both parallel
and sequential activities, and complex data objects. With
rggard to unstructured activi;y, we were able to specify
uﬁder what conditions such activity would take place,

) ,

without having to'describe the form of the activity itsel€.
The qction of querying a employee (A 10 in figure 4.13),
for example, May take different forms, and the actiQity
itself may not be structured.

wﬁen powerful communiéation subnetworks are used to
interconnect various workstations in an office, it becomes
‘quite possible to .process different segments of a large

task in parallel. 1In this regard, we studied the problem
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of decomposing a complex activity into smaller sub-tasks.
We have found that the use .Sg ABL to describe such a
complex activity énables us to,develop an algorithm for the
decomposition problem. It i$ not claimed, however, that
algorithm ASSIGN is the ultimate solution to this problem.

We demonstrated the /use of the algorithm, taking an

\

example from the architectural ?ffice.‘ We showed how to
derive total execution cpsts|for a coarse~grain example,

namely the issuing of expense cheques in the architectural

office, and a fine-grain xampie, Quicksort. Finally, we

\

showed.how to‘use the execution éosts and the communication
costs to determine the spe dué attainable by using several
processors operating in parallel. Our studies indicate
that ABL can be used to deyelop meaning ful costs for both

fine-grain and coarse-grain activities. These costs are

- S \

: ' . : s s
necessary inputs to any solution to the decomposition
' \ |

problem. In conclusion, ABL.is a useful tool for modelling
{
; |
office activities. \
H
i
6.2 Future research -

\,"

The importance of Qhe user interface to any
cgmputer—baéed system cannot‘ be over—-emphasized. Iﬂ
developing a model of the architectural office it was not
possible for the TAO employees to confirm that the ABL
represéﬁtation of the office dctivity conformed to their

descriptions. This was because |the way in which the model
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was presented was unfamiliar to them. The amoﬁnt of effort . 0
) required to'de;elop and understand a detailed model using
"the prssent limited ABL user interface‘ seems out of
‘proportion to the potential bepefits that may be accrued.
This gap can be reduced significantly by designing a betterJ
interface.

4 ! °
.

However, we should note that even . for so

~

- well—studiedn a task as text editing, there is no agreement‘
on what constitutes a better interface (WHITE82). ' The T
question of how to design adeduate user interfaces for all 3
the various systems present in an office remains oéeﬁ:, |

Before deciding what kind of interface should ' be

k]

designed, it 1is important to consider the users of the

L

syste?. When we consider office workers, 5here~may be many .

different 'categorieg of users. These categories may be » P

represented by separate user profiles, If we can develop

these profiles, then we may be able to adapt the ipterfaces

to individual user groups (ROUSE75).

‘With regard to modelling tool's, it is clear that it \ R

\XE‘ difficult to compare them. One possible solution wopla

be to model a real office to a desired 1level of activity

using different t?blé, and then compare both the process of vt

building the model, and the model itself. nThe problem that

can ariée, however, 1is that the office selected may not

test the capabilities of all the\tools equally. Thus there

would have to be benchmark test cases which wouiﬁ permit a , )

[ ) : P ' - A4
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. comparison of todls.

¢ T

_«Card et al. (CARDS0) _present a model of human
activity which may 'have applicat}gn in the office. The

GOMS model suggests -that people’ think in texms of "a set of

Goals, a set of Operators,” a set of Methods‘for achieving

the ggals, and a set of Selection rules for choosing among
a goal's . competing methods.” Although their results

’

indihate the validity of the model for manuscript-editing,_

it may be possible to look at office activity in“terms of

goals, . operaters, -methods ahd selection rules. In

particular, ,the accuracy of predicting user behavior
I3 % ) - - -

averaged 90% for coarse-grain tasks; that 'is, tasks in
' A ’ ‘ o
which less detail was being modelled. Office activity can /

P

be characterized as a set of tasks "in which variability in
r x v .
.behaviour "along routine 1lines %s demanded" (CARD80), an

;ﬁus it would be worthwhile to study the use of the GOMS
model for describing office -activities. A superficial

examination of the GOMS model indicates that there are - .

-,

%Eimilanitigs' between it an ABL. A detailed comparison of
GOMS and Aéﬁ would aléobbe worthwhile, - o
| It Temﬁins to be seen whether algofithm ASSIGN is
p??ctical in its implementation. Using CUENET, one should .
be able’ to determislie experiment values ~ for various

®lecompositions and compare the heoretical costs with
~ “,6_ N
measured values. Also, it would be of great interest to -
use CUENET as a test-bed for office workstation design.
o ‘ ) I,
: ' L

P A

- ’

B ) o
~
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-Providing,/ as it does, an environment: hospitable to the

S

dynaﬁic reconfiguration of a network; it should be possible

S

to ‘develop a prototypical integrated:  office information

system. Sich a system would permit one to experimentally
- Q © . .

determine characteristics of office Qovkers, develop and

. s,

test user . interfaces,. and model and simulate office

IS

activities.

]
v ) b
L] '
A -
’
- -
« N
3
*
- b
4
N ¢
, ] w, . oo
[y . ~ ;
’ v
- : .
N .
. - "
A .
s
-~
. ~
. hl -
[ . - . A '
- B - . N
[ -
d
t ' -
’
~ a .
¥ [ - . N
~ -
- ) ., -
3 »
2
N -
°
» r i
. - . 7
Al
~ \ - T
. \ - L
- ™ \.‘“ N
- s
.
. * ‘ .
, .
-"/
,
t v
v
IS
,
- b s
hd \
- ' y
a
R \
a -
- - : 4 '
s - v : i m™
. <
. '
° .
/
B - ~
1]
. .
o - v
. 4
~ A N -
i 3
. - ~
'
-+137 - N
*
N .
- .



.

‘BAILES2

§

ARTHUS82

+
[P

" BAIR79

BARBEB2

BARCOS81

BERNHS82

CARDS0

v

R

- . 'REFERENCES

Arthurs, E. and Stuck, B.W. “Bouhdipg' Mean

Throughput Rate a Mean Delay in Office Systems,".

IEEE Transac¢tions¥ on Communications, COM-30, 1
‘(January 1982), pp. 12-18. . -
Bailey,. Andrew D., Jr., Gerlach, James and McAfee,
R. Preston. "An OIS model @ for, intermal control
evahgation,“ in Proceedings Supplement, SIGOA
Confeérence on Office | Information | Systems
(Philadelphia, ~Pennsylvénia, June ' 1982), pp.
13-24. - o ‘ C

*
\

Bair, James H. "Strategies for the Human use of a '

Computer-based system," inm Proc. - NATO ASI -on
Man/Computer Interaction, © B. Shackel (ed) .

Noordho§f  International Publishers, Leiden,

Netherlands (1979), pp. 347-377.

~

Barber, Gerald. "Supporting Organizational Problem

Solving with a Workstation," iwm Proceedings

Supplement, SIGOA Conference on Office Information

PP. 3-45. -

-Systems (Philadelphia, Pennsylvania, June 1982),°

Barcomb, David., Office Automation, Digital Press,

Bedford, Massachusetts, 1981.
. ’ ~ ~
. Y .
Bernhard, Robert. "The quandary of office
automation,™ IEEBE Spectrum, Vol.l9, No.9 (September
1982), pp. 34-39. *

Card, Stuart K., . Moran, Thomas P., and Newell,
Allen. "Computer
Information-Processing ARalysis of a Routine

Cognitive Skill," Cognitive Psychology, Vol.l2, No,

- 138 -

-Text-Editing: An

e

s



CHAPA79

CHERRS82

CODD74-

CUEF80
DIGITS82
DIJKS75
DRISC79

EASON79

1 (January 1980), pp. 32-74.

Chapanis, A. "Interactivé Human Communication:
Some Lessons Learned from Laboratory Experiments,”
in Proc NATO ASI on Man/Computer Interaction, B.
Shackel (ed), Noordhoff 1Intl. Publ., Leiden,
Netherlands, 1979, pp. 65-114.

Cherry, Lorinda. “Computer Aids for Writers,"
SIGPLAN Notices, June 1982, pp. 62-67.
‘& ‘s

Codd, E.F., "Seven steps to RENDEZVOUS with the

Casual User," in Klimbie, J.W. & Koffeman, K.L.,
Eds, Data Base Management, North-Holland Publ.,
Amsterdam, 1974, pp. 179-199. '

‘Cuff, ﬁodney N. "On Casual Users," International-
Journal of Man-Machine Studies, 12 '(1980)., pp“
163~-187.

A :
Digital Eguipment Corporation, Introduction to
Local Area Networks, 1982/

Dijkstra, Edsger W. "Fuarded Commands,
Nondeterminacy and Formal Derivation of Programs,”
Communications of the ACM, Vo0l.18, No.8 (August
1975), pp. 453-457. - .

Driscoll, James W. "People and the Automated
Office," Datamation, 25, 12, (November 1979), pp.
106-112. .

Eason, K.D. "Man-Computer Communicatign in Public
and . Private Computing," in Man/computer
communications, Infotech State of the Art Report,

_Vo#.2, Infotech International, Maidenhead, England,
‘1'9 9. ke N '

EDDY 82

ELLIS79

ELLIS82

FANCO76

Eddy, Diane. Personal communication.

BEllis, Clarence A. "Information Control Nets: A
Mathematical Model of Office Information Flow,"
1979 Conference on Simulation, 'ACM Proc. Conf.
Simulation, Modeling and Measurement of Computer
Systems, Aug. 1979, pp. / 225-240.

gllis, Clarence A. and Bernal, Marc.
"OfficeTalk-D: An Experimental Office Information
System," Proceedings SIGOA Conference on Office
Information Systems, .June 1982, pp. 131-140.

Fancott, T. and Jaworski, W.M. "Primitive Logic

A

- 139 - : ol



A

~ FORMAB8L

: A

Constructs Considered  Harmful in Structured
Programs," Conference Proceedings, Canadian
Computexr Conference, Session '76 (Montreal, 1976).

Forman, Ira R. "On. the Time Overﬂéad of Counters
and Traversal Markers," IEEE Fifth International
Conference on Software Engineering (March 9-12,
1981), pp. 164-169.

GANAP?BE?anapathy, S. and Rajaraman, V. "Information

-

- GEHRIS82

GIULI82

GORGE 81

GRO5S582

Theory Applled to the Conversion of Decision Tables
to- Computer.'Programs,"” Communications of the ACM,
Vol.l6, No.9 (September 1973). . N

Gehringer, Edward F., Jones, Anita K., and Segall

‘Zary Z. "The Cm* Testbed," Computer, Vol.l5, No.1l0
(October 1982), pp. 40-53.

Giuliano, Vincent E. "The Mechanization of Office
Work," Scientific American 247, 3(September 1982),
PP. 149-154.. ' ‘ \

Gorges, P., Zanetti, C., Conrath, D., Marcus, M. &

Khoury, E. "Method kayak pour 1'insertion des
outils services burotiques; presentation de 1la
methode K d'enquete d'etat actuel," Bulletin de
Liason de la Recherche en Informatique et
Automatique, no.70, 1981, pp. 16-18.

Grossner, Clifford. . "The Design and Implementation
of CUENET: A Reconfigurable Network of Loosely.
Coupled Microcomputers," M, Comp. Sci. Thesis,
Concordia University, September 1982. '

GROSS82a Grossner, Clifford. Personal communication.

HAMME 77

HAMMEBO

. HILL79

Hammer, M., Howe, W.G., Kruskal, V.J., and
Wladawsky, I. "A Very High Level Programming
Language for Data Processing Applications,"
Communications of the ACM, Vol. 20, No.ll (November
1977), pp. 832-840.

Hammer, Michael  and Kuhn, Jay S. "Design
principles of an office specification language," in
Proceedings ™ : AFIPS - 1980 "National Computer

Conference, AFIPS Press, Arlington, Virginia, pp.
541-547. . : ’

" dill, D.R. "Using Speech to. Communicate with

Machines," in Man/computer communications, Infotech
State ' of the Art Report, 'Vol.2, Infotech
International, Maidenhead, England, 1979. o

A

- 140 - '



-

HINTES1

HORVAB2

!

ISAACT6

JAWORS1

KENNE74

KILLI82

KNUTH73

“

LEBENS1

LEBEN82

LEEB2

LEVENS1

LINARS2

Hinterberger, H. and Jaworski, W.M. “Céntrolled,
Program . Design by use of the ABL Programming’

Concept," Angewaridte Informatik, 7/81, . pp.
302-310. ‘

Horvath, Anthony. "Modeling and Implementation of
an Information System for the Control of Truancy in
the Quebec Comprehensive High School," M., Conmp.
Sci. Thesis, Concordia University, June 1982.

Isaacson, Dean L., and Madsen, Richard W. Markov

Chains, Theory and Applications, John Wiley & Sons,
New York, 1976, .

Jaworski, W.M, Personal communication.

Kennedy, T.C.S. "The Design of Interactive

%rocedures for Man-Machine«. Communication,”
nternational Journal of Man-Machine Studies, 6
(1974), pp. 309-334.

Killins, David. "Persanal computer may axe
secretaries, typewriters, offices,” ComputerData,
7, 6 (June 1982), pp. 24-30.

Knuth, Donald E. The Art of Computer Programming,
Volume 1, 2nd. edition, Addlson—Wesley Publishing
Company, Readlng, Massachusetts, 1973.

Lebensold, J. and Radhakrishnan, T. "Modelling
and Implementation of Office Information Systems: A
Comparison of Approaches, Computer Science
Department Technical Report, Concordia University,
1981. Available from the authors.

Lebensold, J., Radhakrishnan, T. and Jaworski,.
W.M. "A Modelling Tool for Office Information

Systems," Proceedings SIGOA Conference on Office
Information Systems, June 1982, pp. -141-152.

Lee, Dik Lun. Voice 'Response System for an

Office Informativn System,"” Proceedings SIGOA

Conference on Office 'Information Systems, June
1982, pp. 113-121. ’

Leventhal, Lance A. 6809 Assembly Lanquage '

Programming, Osborne/McGraw-Hill, Berkeley,
California, 1981.

Linares, Juan. "A Comprehensive Support Systeﬁ for
Microcode Generation,® M.  Comp. Sci. ' Theslis,
Concordia University, August 1982. .

’

.

- 141 -



LISTE79
LouGH77

"MALONS2

MARYAS1
MCDAN70

" MENDESO

MORANS1

MORGAS81

NUTTS81

OLSON82

‘PETER77

Lister, A.M. Fundamentals of Operatind Systems,
2nd. edition, The Macmillan Press Ltd., London,
1979. ,

Lough, D.E. and Burns, A.D. "An Analysis of Data
Base Query Languages," Master's - Thesis, Naval
Postgraduate School, Monterey, California, 1977.

Malone, Thomas W. "How Do People Organize Their
Desks? Implications for the Design of Office
Information .Systems," in - Proceedings Supplement,
SIGOA Conference on OQOffice Information Systems
(Philadelphia, Pennsylvania, June 1982), pp.
25-32. :

Maryanski, Fred. "Ofﬁice Information Systems,"
Computer, 14, 5 (May 1981), pp. 11-12. '

McDaniel, Herman. Applications of Decision Tables,
Brandon/Systems Press, Inc., Princeton, 1970.

Mendes, Kathleen S. "Structured Systems Analysis:
A Technique to Define Business Requirements," Sloan

Management Review, Summer, 1980.

Moran, Thomas P. ’“An Applied Bsyéhology of the
User," Computing Surveys, 13, 1 (March 198l1), pp.
1-11.

Morgan, Alan H. "An Engineering Approcach to
Problem . Analysis," M. Comp. Sci. .Thesis,
Concordia University, May 1981.- .

Nutt, Gary J. and Ricci, Paul A. "Juinault: An
Office Modelling System,"” Computer, Vol. 14, No.

-5 (May 1981), pp. 41-57.

Olson, Margrethe H., and Lucas, Henry C., Jr. "The
Impact of Office Automation on the Organization:
Some Implications for Research and Practice,”
Communications of the ACM, Vol.25, No.ll (November
1982), pp. 838-847. . Cot

Peterson, James L, "Petri Nets," Computing

Surveys,  Vol.9, No.3 (September 1977), pp.
- 223-252, ‘

Rouse, William B. "Design of Man—Computer’

ROUSE75

Interfaces for On-Line Interactive Systems."
Progeedlngs of the IEEE, Vol. 63 No.6 (June 1975),
pp. 847-857,

A

- 142 -



SCHEUS1

Scheurer, B., Viarnaud, M.L., Mantoux, G., Berber,
D. & Querard, B. "Le buroviseur, poste de travial
dans le bureau du futur," Bulletin de Liason de la

- Recherche en Informatique. et Automatique, no.70,

SCHUM76

SEKELS82

SHOCHS82
SHWAY74
STERL74
STEWAT76

TSICH80

TSICHS82
UHLIG79

ULLMASD

1981. pp.2-8.

Schumacher, Helmut, and Sevcik, Kenneth C, "The
Synthetic Approach to Decision Table Conversion,”
Communications of. the ACM, Vo0l.19,° No.6 (June

'1976), pp. < 343-351,

Sekely, Gegrge F: "Preparing Your Staff For The

Office Of The Future," CIPS Review, 5, 6

(March/April 1982), p. 25,

Shoch, John F., Dalal, Yogen K., Redell, David D.
and. Crane, Ronald C. "Evolution of the Ethernet
Local Computer Network," Computer, Vol. 15, No. 8
(August 1982), pp. 10-27.

Shwayder, Keith. . "Extending the Information Theory
Approach to Converting Limited-Entry Decision
Tables to Computer Programs,? Communications of the
ACM, Vol.17, No.9 (September 1974), pp. 532-537.

Sterling, Theodor D. "Guidelines for Humanizing

Computerized Information Systems: A Report from

Stanley House," Communications of the ACHM, 17, 11
(November 1974), pp. 609-613.

Stewart, T.F.M. "Displays and the Software
Interface,” Applied * Ergonomics, 7, (1976)
pp.137-146.

Tsichritzis, 'D.°  "OFS: An Integrated Form

Management System," in CSRG-11l1l, Computer Systemé‘.
Research Group (1980), University of Toronto. Also

in Proceedings of the Sixth International
Conference on Very Large Data Bases, IEEE (1980).

Tsichritzis, D, "Form Management," Communications
of the ACM, Vol. 25, No. 2 (July 1982), pp.
453-478,

Uhlig, Ronald P., Farber, David J., and Bair, James
H. The Office of the ‘Future, North—Holland
Publishing Company, Amsterdam, 1979.

Ullman, Jeffrey D. Principles of Database Systems,’

Computer Science Press, Inc., Potomac, Maryland,
1980. ’

- 143 -



s e

WHITE82

WIRTH76
ZLOOF 81

ZLOOF 82

Whiteside, Je s Archgr, N., Wixon, D., and Good, M.
"How Do People Really Use Text Editors?",
Proceedings SIGOA Conference on Office Information

-Systems, June 1982, pp. 29-40.

Wwirth, Nicklaus. Algorithms + Data Structures =
Programs, Prentice-Hall, Inc., Englewocod Cliffs,
New Jersey, 1976,

Zloof, Moshe M. "QBE/OBE: A language for Office
and Business Automation,™ Computer, Vol. 14, No.
5 (May 1981), pp. 13-22. . '

Zloof, M.M. "0ffice-by—Example: A Dbusiness
language that unifies data and word processing and

electronic mail ," IBM Systems Journal, Vol. 21,
No. 3 (1982), pp. 271-304. .

v



APPENDIX A

BNF DESCRIPTION OF ABL

l

In order to describet ABL succinctly we shall use a
modified form of Backus—Naur‘Fourm. Ir; the followin§
description, “<Nar;\e>" represents an ABL -construct, "::="
means "i|s defined as" and "|" means "or". The construction
" (<Namel>, <Name2>)" which appears in the definition of
<Step> is used fo in;iicate a selection of one or more of
<Namel> and <Name2> without any regard to x;lhether that
selection lbe made in a sequential ma;mer or in a parallel

1)

fashion.
<éy5tem> :1= <Abstract machine> <Flow> | <Flow> <Abstractv
maphine>

<Abstract machine> ::= <Precondition set> <Abstract

| | machine> | <Action set> <Abstract machine> |

{Postcondition set> <Abstract machine> | <Data
L ;et> <Abstract maéhine> | EMPTY

<Flow> ::= <Abstract program> <Flow> I\<Daté flow> <Fiow> |

EMPTY .

- 145 -



3 .
{Next step> <Abstract program> | EMPTY

'KData flow> :\:[= <Input data set> <Data modifier> <Output
data set> -| EMPTY

. <Guard> ::= <Alternative selection> | EMPTY

<Data modification> ::= <Data modifier> <Data modification>

| <Data modifjer> >

<Next step> ::= <Step> | <Exception step> | EMPTY .

<Alternative selection> ::= <Evaluate> <Step>

<Data modifier> ::= <Action> | <Alternative> | <Step> |

| {Sys tem>

<E\xception step> ::= <Step> .

<Step> ::= (<Alternative>, <Step>) | EMPTY

<Alternative> ::= <Input data set> <Precondition set>
{Action set> <OutputAdata set> <Postcondition
set> ’

<Action set> ::= <Action> <Action set> | EMPTY

<BEvaluate> ::= Implementation dependent selection according

| to an evaluation of <Precondition set> or |

{Postcondition set>. |

<Precondition set> ::= <Precondition> <Precondition set> |

EMPTY

<Post;condition set> ::= <Postcondition> <Postcondition set>

| EMPTY
‘<Input data set> ::= <(Data set> | EMPTY

<Output data set> ::= <(Data set> | EMPTY

- 146 -

<Abstract program> ::= <Guard> <Data modification> <Guard> ‘

T S



<Data set> ::= <Data object> <Data set> | EMPTY
<Precond3tion> ::= <Description> | <System>
{Postcondition> ::= <Description> | <System>
‘<Action> ::= <Description> | <(System>
7<Data object> ::= <Description> | <Syéteﬁ>
_<Désdription5 : = <Host language code> <Description5 |
{Narrative> <Description> | EAPTY

[od]
<{Host language code> ::= Set of instructions executable on

: a hardware machine.

{Narrative> ::= Set of statements in a natural language.

\
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WEEK ENDING: FRIDAY
X8 NO. PROJECT NAME SAT. |StN.| MON.| TUE.| WED.| THURS.| >FRI.
N .
~ '
]
. aqf_ h
m‘/ e lg
[ 2
, . Pigure B.4
,Partners time sheet .
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MONTHLY AUTOMOBILE EXPENSE REPORT

NAME : DATE:

Date | Mileage | Amount | Job Na. Gen. ’ OTHER EXPENSES

1 ) Amount

2 Repairs: ]

3 . -

: Parking:. 3

&

s Insurance: 3

-6 Misc. Specify $

) — Misc. Specify 3

8

9 Misc. Specify $

10 Misc. Specify $

11 Monthly Allowancs: 3

12

v i}

13 TOTAL $

14

13 Non-Recovarable Gu

16 ‘

17

18 1Y Auto Expenss Acct.No. $

19 | Job Ixpense Job Ne. 3

20 s Job Expanse Job o . 18

1 ’

:2 ‘ Job' Expeass Job No. 3

23. T, Job Expense Job Ro. s

28 \ ‘Posted Ref. T 1s

25 - -

26 : Mileage end of Month: : :
27 il HMileage Reginning of Month: ‘

. Jezarks:

29

30 . . v

31 . . Signature:
__&TOT - - AppJ:d:‘

3 ' - ° \\
., - i
. ) . . ‘
! . Co. : ) .
‘ Figure B.5 . .

s Automobile expense report

oy



NAME DATE
Job Roa
DATE DETAILS Number { Recoverable | Recoversble
L
i
§ -
- - *

ICharga -Job/Acct.No.
[Chaxga Job/Acct.No.
ICharge Job/Acct.No.

-

ACCOUNTING DEPARTMENT

TOTALS | $

TOTAL EXPENSES °* °

Charge Job/icct.No.

“w W N W w»

Signature

{Charge Job/Acct.No.

&

TOTAL

I!o-tnd " Rat,
-

Approved

‘Figure B.6

.

General expense report

&
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. TRAVEL EXPENSE REPORT
NAME: Date: " Job No.:

Trip ton Job Name:

Purpose of Tripr .

'} Charged or Credit Card CASH

TRANSPORTATION: via ’ NAME AMOUNT | AMOUNT

Date " trom to

OWN CAR

Mileage miles @. 22/mile $

Tolls Parking i
Misc. (specity)

HOTEL: Name
No. of days

Meals: Date:

Date:

Date:

ENTERTAINMENT: . <

CASH EXPENSE

Rec'd ‘ T '
ACCOUNTING DEPARTMENT

Bal. due me
Bal. due

Guest:
Guest:
Guest:
ADVANCE $ : TOTALS
s——_—-—-——
$
$

, Charge Job/Acct.No, $
Signature } Charge Job/Accte. $
$

$

Appraved - Charge Job/Acct.No.
Charge Job/Acct.No.

PROPER E!CE!PTS MUST BE ATTACHED

* If not enough space list on reverse side

and carry total forward, Accts. Pay. - Travel S!
' Posted Ref. -

' Figure B.7 -
'8 " Travel expense report

v
.
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APPENDIX C

TRANSLATIONS FOR QUICKSORT

\

In ‘order to ‘translate Pascal l statementg into
Motorola 6809‘ assembly  language, we have to make some
assumptions abouﬁ how the data is stofed, and how some
aspectg ;f an implementation of an ABL System would be
"done. (We should note here, that none of the Systems have
been implemented, and consequently the timings presented
here are theoretical and not experimentally derivéd.)

We assume that all variables are in available memory
(i.e. not diék resident), and are 16 bits long (two
bytes). The variable "stack®” is a series of contiguous
memory locaiioﬁs, each one containing a pointer to a pair
of memory locations which\contain "st&ck.l“ and "stack.r".
" The wvariable "a"  is also a sgrﬁes of Sbntiguous memory

locations, each one containing a pointer to a location

which contains the "key". We also assume that the elements
N [ ' ,

‘that are being 'sorted are 16 bit integers.
QWe also need three ‘lqcations .thgt are usedl to
determine how the System is executed. ALTMAP is a 16‘bit
o ' ’ -
e =156 -

e




.

S

vafiable, each bit corresponding to a Precondition. Whén a

bit is set ( 1) in ALTMAP, the corresponding Precondition

is considered to be TRUE, othegyise it is FALSE. NXTCLS is

a 16 bit variable in which only one bit is set at a time.

The" position of that bit indicates the Next_step for the

Alternative being executed. FLAG 1is another 16 bit

variable, the position of each bit set corresponding to the

number of the Flag (used in algorithm MERGE) that is TRUE.

TRUE?" and

We call "Flagk a

system Precondition

"Flag, = TRUE" and "Flag, = FALSE" system Actions. Thus

the system Precondition can be implemented as fotlows:‘

2 -LDD FLAG
STB Fl ‘
LDD ALTMAP U
ANDA FLAG
ANDB Fl
'STD ALTMAP -

for a cost of 27 machine cycles, and a system Action that

takes care of both cases can be implemented by:

LDD
STB
LDD
ORA
ORB
STD
23 cycles.

which costs

assighed a cost of 11.5

is-included.

NXTCLS
N1l .
FLAG )
NXTCLS .
N1
FLAG . .
Since this sequence does bdth, we

cycles to each system Action 'that

The equivalent code for each Action follows:

s =1
CLRA '
CLRB
INCB

STD

'sS

.

11 cycles

- 157 -



A2:

A3:

Ad: -

 A5:

A6

A7:

" A8:

A9:

AlO:

All:

Al2:

stack([l].l :=

sta¢k(l}l.r :=

1 := stack{s].l

2}

E

e

LDX
CLRA
INCB
STD

LDX

LDU .

STU

LDX
LDD
LDX
STX

:= stack[s].T

LDX-
. LDD
! LDX
STX

1= s - 1
DEC*

LDX
STX
=2 r

- - LDX
STX

~:="af(l+r) div

LDD
ADDD

ASRA:

RORB
LDX
LDX
STX

= 1+ 1
INC

12 j o~ 1
DEC

:= ali]
LDX
LDX

STACK
29 18

STACK ' -
[2,Xx] 19
STACK
ss, X

[,D]
L 27

STACK

SS,X
(2,D]

SS 6.

J "10

AA
D,X

cycles -

cycles

cycles

cycles

cycles

cycles

cycles

?cycles

cycleé

cycles



. - LDX .

AA

- 159 -

STX W . 19 cycles
Al3: a(i] := aljl
' LDX AA
LDD J.X
STD I,X 23 cycles
Al4: aljl :=w
LDX AA
LDD W
STD J,X 19. cycles
Al5: s := s + 1 .
T INC SS 6 cycles
Al6: stack{s].l := i
"\ " LDX STACK -
LDD . 8s8,X g
LDU I
STU " [,U] 27 cycles
Al7:+ ' stacklsl.r s=1r . — "
' LDX STACK
LDD 55,X
LDU R ‘
STU [2,U] 28 cycles
Al8: r := ‘
- LDX J ) AY)
STX R 10 cycles
Al9: stack([sl .l := 1
: o LDX -~ STACK
¥ LDD ss,X
LDU L
STU {,U] 27 cycles
A20: stack[s]l.r := 3
' LDX STACK
LDD S5,X
LDU " J
STU {2,U] 28 cycles
A21: 1 :=1 “Z
LDX I
STX L 10 cycles - .
The equivalent code for &ach Precondition 1is as
follows: '
Pl: ;[1].key < x.key 2



O

P2:

P3:

" P5:

X.key <.

i<=3

i<r

'1 >= 1

! I,X :
LDX {,u]
LDU X .
CMPX [,u . s
BGE next statement.
LDD ALTMAP :
ORB .%00000001
STD ALTMAP ,
BRA - next statement
aljl.key : v
LDU X :
LDX [,U]
LDD AA
- LDU J,D
CMPX [,ul
BGE next statement -
LDD . ALTMAP .
ORB . $00000010"
STD ALTMAP
BRA - next statement
LDX I
CMPX J
BGT next statement
LDD ALTMAP
ORB 200000100
STD " ALTMAP
BRA ' next statement.
LDX. I
CMPX - J
next statement-
LDD ALTMAP
ORB . %00001000 -
STD . ALTMAP
‘BRA next statement
LDX I
.CMPX R
.BGE next statement
© LDD ALTMAP
ORB. %00019000
"STD “ALTMAP
BRA  'next statement
LDX L
CMPX R
" 1 3

LDU

54 cycles

54 éyclés

l29 cyéles\

29 cycles

.29 cycles




P9

]

next statement

ALTMAP
%OOIOOOOQ

ALTMAP

next statement

Ss
0
next statement
ALTMAP
301000000
ALTMAP

next statement

L

J

next statement

ALTMAP
$10000000

ALTMAP

next statement

J

L

1

R - .

next statement

‘ALTMAP

300000001
ALTMAP
next statement

- 161 -
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29 cycles

27 cycles

29 cycles

42'cyc1es



o R

-w

LDD" -
ORB .
D

_-Bra

i>1
. LDX

“N oMpx ‘ *

. : BLE . .
-4 / . LDD
: .* ORB
‘STD*
8RA

tox
. « o - CMPX
ot ' ' BGT
v : . LDD
: ORB
STD
BRA

LDX
CMPX
BGT

ORB

STD
BRA

b{jl :key < cl[k].

‘ LDX

LDX

LDX

P LDU
' LDU
CMPX

BLE

LDD.

ORB

. b STD
- ., ' _ BRA}

¢

Lop

ALTMAP . )
300000001\,

ALTMAj; .

next atement

3

29 cycleéf

I .
L 3 - o B
next statement _ '
ALTMAP -~

$00000010
ALTMAP : 1
next statement

B

29 cycles

-l
J
M
next statement P
ALTMAP ‘.
$00000»00 o ' -
ALTMAP - :
next statement *

Y
3

N

29 cycles

K -

L \

next statement

ALTMAP
%00001000 )

ALTMAP - -

next statemeng ' - 29 cycles

Key

c ' ) .

K,X {
[,X] ‘
BB s ,
J,U v -
{,U]
next statement
ALTMAP
300010000
AL%QéP ‘
next statement 63 cycles

/ . Ao . \

' . * ‘
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' APPHNDIX E
1 - ‘
- %
;o COMMUNICATION COSTS FOR SPLIT & MERGE
L4 ‘ - ‘

N

In order to detgrmine the communication costs
between Steps in SPLIT & MERGE, it was necessary to
i »

~

determine¥ the number of 6809 machiné cycles it would take
to communicate betweeh t@o processors connected by CUENET.
Pased on f message buffer size of 256 8-bit bytgg, it was
detqrmined that it required 22 méchineugycles per byte, on’
the average,ato prebare thé“message to be sent, tofsend the

v

message, and to recelve and decode the message (GROSS82a) .

Sincé the only communication costs we are interested////f/

in are those involving sending information to other

®* processors, we can assume thatPthe internal communication
i

. costs are 0. That i%y,the cost of communicating from Step
: ] ' Id '
1 'to Step 2 is 0. .
In communicating ™ from Step 2 to'Step 3, we have ‘tb

[

' .deliver the followinq variables: b, ¢, m, éhd 1.  Each

‘ & element in the arrays b and c- requires 4 bytes; 2 fp} an

address, and 2 for alvalué {see appendix C for a,dfscussiqp

of hoW the variables are represented) The other varjables

L N t , .
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e ST

-

each ggqu{fe 2 bytes. Thus the total number of machine

cycles required to, deliver the variables to Step 3 is given

by 4 x 22 .,x (number of items being delivered + 1).

{

Similarly, thy the arrays‘b anc ¢ are delivered

» i

from Step 3 to Step 4, and thus the number ¢of machine

cycles is given by 4 x 22 x (number of items peing~

.

delivered). These results are summarized in table 5.13. N
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PROSRAN NACHINE

CL Y o v v v e v w0 s V0 | inttiallae
C2 .V V. o v+ « o« ¥V C 2Conaunication costs,
C¥I « « o VYV 'y v v o v« ¥V C ICheck.for teraination,
C4 v« v v + VYV, .y v VL ‘H.fg. (stlp)l;
C¥ v v v v e o o VNV VYV (¥ Adjust costs.
PRECONDITIONS -
P1L - N Y- - --- = = = = P | (Next step) of ¢ (Step) is itsel$?
P2 == ¥ = =« = = == = P 2HKunbar of (Etap)s (= nuaber of available processors?
Py -~ -YN-"-- === =" P 3 Total execution cost/Total cast ) desired threshold?
P4 « =« =« = Y K=~ = =« = P 4Nore than one pair of (Step)s?
Ps --=--~--- Y Y NN - P 3Froa {Step)> is aerqed (Step)?
Péd ~ = === -- Y K Y N = P & (Next step) is aerqed <(Step)?
. ACTIONS
Al !l o v v « v v e s « v o A {Translate problen xnto ABL, :
A2 2 . v v 4 « o v s « v o« A 2Detersine probabilities for each (Alternative).:
AT 3 o v v o o v s v o« o A JDeternine cost of each (Action).
R4 4 o % o o v v o o v o A kDetersine cost of each (Precondition).
83 5 . v v v v v s v v« » A 5Deteraine comsunication costs.
Ad 6 v v o v 2 5 5 54, A bCost of (Alternative) 1= sus of costs of (Action)s.
A ,Z Te v o v o b & &5 o A TCast of (Step) 1= sun of (Precondition) costs ¢
- sus of (Alternative) cost tises <Alternative) probability.
AB 8 ., .+ « 7 77 b6 . A BNMatrix B has entries = branching probabilities bntnun (Step)s,
A9 9 « « 4« s » o8 887 . A 9N81=_recrdering of B,
ALO 10 . v « v o 9 998 . AL0Create Uv=-inverse of (I-H}), Entries in first row

1

‘ are average auaber of times a (Step) is exacuted.
a1 . o0 .0 101010 9 . ALLD = BUJ 8 ULiY. D is the avarage nuaber of

\ tises one <Gtep) follows™ dnother,
AL2 v L v v o v v v wu v o A2 Total cosaunication cost between two (Stepds = average nuaber

' . of tises one (Step) follows enother tim coaaunication cost,

ALl . ol o o v v v o v v o AtlTotal communication costs 1= 0.

+ 220 « v « v « v o Al4Total consunication cost 1= sum of comsunication costs.
AT + 3 3+ &« v & v & v o+ RI15Total execution cost 15 sum of cost of (Btep) tines average

nuaber of times (Btep) is executed.

Al & &, o v v v ¢ o v o AlbTotal cost 1= total mxecution cost + totsl comsunication cost.
Al « « v v 8 v v v o v s o AfTFind two ¢Step)s that have saxisum comsunication cost.

A1 v « v v ol o v v v v o AIBFind two (Step)s that have auxinus total execution costs,
ALY« o v o s 210w o v v s A9 Nerge two (Btep)s into a naw (Step), Call MERGE,

A2 v « v v » 32 . . v .+ A2 Calculate (Alternative) probabilities in new (Step).

A2l v o v v s v ol o v v o« A2 Conmunication cost 1= 0.

A2 « « « v v 4+ o 1V v « A2 Communication cost 1= sus of communication costs froa

/ both aerged <Btep)s. to non-serged <Stap).
A2 v . v o & v v wto 1w . A2 Comaunication cost 1= sum of comsunication costs fro
non-aerged (Step) to each merged (Step),
AM . . ..« v o2 221 . A Replace lowest nuabered aerqed (Step) by new (Step).
A2 o « « v o o« 3 332 o A Aust probabilities, costs and (Next step)s.
A2 o o v v o o 8 & 43 . A28 Decrease nuaber of (Btepds by L.

L
Figure F.1

Algorithm ASSIGN
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- PROSRAN

.

NACHINE
I Initialize, '
2 (Precondition>s and C(Action)ds.
3 (Next step)s.

PRECONDITIONS

P 1 CAltermative) froa first perged (Step)?

= B

> > >

2 (Next sfep> of (Alternative> is first serqed (Btep)?
3 {Nuxt step> of {Altarnative) is second aerged (Step)?

ACTIONS
1 Nusber of (Alternativeds in new (Step)
1= sua of the nusber of <Alternative’s in both nrqrd {Step)s.
2 Set of (Precondition)s for new (Step) 1= union of sets of (Prmmdntron)l for
each ssrqed (Step) and the (Precondition), *FLAG(K) = TRUE?*
3 Value of each (Precondition) for wach (Alternative) in the new (Step)
- corrdsponds to its value in the corresponding (Alternative) in thn asrqed {Step).
4 Value of 'FLAB(X) » TRUE?® = "Y",
5 Value of "FLAB(k) = TRUE?" = "N*, '
& Sequence of (Actionds in each (Alternative) in new (Step) is the sase
as the sequence in the corresponding (Alternative) in the mqod {Gtep).
7 Last (Action> in (Alternative) is "FLAG(k) 1= TRUE®.
8 Last (Action> in (Alternatived is "FLAB(K) 1@ FALSE".
9 (Next step) of the (Altarnativae) is the new (Step).
10 <Nuxt step) of the <Alteraative) is the sane as the (Nest step)
of the corresponding CAlternative) in the non-aerged (Step). ,
{1 Increasa the nusber of {Actionds by 2. : . .

\

. ST
i Figure F.2
\ Algorithm MERGE
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