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ABSTRACT

A Microprocessor-Based Hearing Aid Device for Selected Classes of Sound Signals (A Feasibility Study)

Paraskevas Ioannou Michalopoulos

A feasibility study on a microprocessor-based device to help the hearing impaired persons has been conducted. The device should recognize selective classes of sound signals so as to help the hearing impaired persons to understand emergency sounds as well as to facilitate them in their communication with other persons.

Although emphasis was given in the design of the back end of the recognizer, the front end was not neglected. For the latter a user's control device was constructed whose purpose include the interfacing of the microphone output to the ADC input. The former is based mainly on the pitch comparison of the signals, supported by time domain elements such as the duration of the sound signals and by autocorrelation domain elements such as the absolute energy in the signals.

The algorithm (software) to be included in the device has been tested in a general purpose computer under various environmental conditions. The sound patterns that the device should be able to recognize include time-invariant sounds as well as sounds which are repetitive in time.

Finally, the computer requirements in memory and speed for the construction of the device are outlined.
# Table of Contents

Title Page .................................................................................................................. 1
Signature Page .............................................................................................................. 11
Abstract ....................................................................................................................... 111
Table of Contents ........................................................................................................ 114
List of Figures ............................................................................................................... 11vi
List of Symbols ........................................................................................................... 11viii
Table of Abbreviations ............................................................................................. 11ix

Chapter 1  Introduction ............................................................................................ 1

Chapter 2  Parametric Modeling - 'Feature' computation ........................................ 7
  2.1  Introduction ....................................................................................................... 7
  2.2  Parametric Modeling of a Discrete Random Sequence ................................... 8
      2.2.1  Best Estimate ............................................................................................ 8
      2.2.2  Estimation of Parameters ........................................................................ 14
      2.2.3  Order of Parameters ............................................................................... 20
  2.3  Power Spectrum Derived from the LP Coefficients ....................................... 26
  2.4  Conclusions ..................................................................................................... 30

Chapter 3  Signal Processing .................................................................................. 31
  3.1  Introduction ..................................................................................................... 31
  3.2  Noise ............................................................................................................... 33
  3.3  Signal Preprocessing ....................................................................................... 40
      3.3.1  Conversion ............................................................................................... 40
      3.3.2  Preemphasis ............................................................................................ 42
      3.3.3  Windowing ............................................................................................... 46
3.3.4 AC Coefficients Computation ........................................... 51
3.4 Signal Main Processing ......................................................... 55
3.4.1 End Detection - Normalization .......................................... 50
3.4.2 LPAC Computation ............................................................. 58
3.4.3 'Feature' Computation ....................................................... 61
3.5 Signal Post Processing ............................................................ 67
3.5.1 Fixed Templates Matching ................................................... 67
3.5.2 Adaptive Templates Matching .............................................. 72
3.6 Conclusions ........................................................................... 74

Chapter 4 Results - Discussion ..................................................... 75
4.1 Results .................................................................................. 75
4.2 Analysis of the Results ............................................................ 76
4.2.1 Time Invariant Signals - Fixed Template Matching ............... 76
4.2.2 Time-varying Signals - Adaptive Template Matching .......... 77
4.2.3 Model Verification ............................................................... 78
4.2.4 Further Characterization of the Signals ................................ 79
4.3 Discussion ............................................................................. 102

Chapter 5 Summary .................................................................... 106

Bibliography ............................................................................... 108

Appendices .................................................................................. 112
A Proof of Formulae ..................................................................... 113
B Software .................................................................................. 121
<table>
<thead>
<tr>
<th>No.</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Ideal Impulse Sampler</td>
<td>8</td>
</tr>
<tr>
<td>2.2</td>
<td>Generation of a Continuous Random Signal ( s(t) )</td>
<td>11</td>
</tr>
<tr>
<td>2.3</td>
<td>( E_n ) vs the Order of Estimation ( p )</td>
<td>23</td>
</tr>
<tr>
<td>2.4</td>
<td>Frequency-domain Synthesis Model</td>
<td>24</td>
</tr>
<tr>
<td>3.1</td>
<td>Stages of the Signal Processing</td>
<td>32</td>
</tr>
<tr>
<td>3.2</td>
<td>Microphone - Frequency Response</td>
<td>36</td>
</tr>
<tr>
<td>3.3</td>
<td>Signal Pre-processing Steps</td>
<td>40</td>
</tr>
<tr>
<td>3.4</td>
<td>Data Representation in Two's Complement</td>
<td>41</td>
</tr>
<tr>
<td>3.5</td>
<td>Floating Point-Data - Single Precision</td>
<td>42</td>
</tr>
<tr>
<td>3.6</td>
<td>Amplitude Response of the Preemphasis Filter</td>
<td>45</td>
</tr>
<tr>
<td>3.7</td>
<td>Hamming Window - Time Domain</td>
<td>50</td>
</tr>
<tr>
<td>3.8</td>
<td>Hamming Window - Frequency Response</td>
<td>50</td>
</tr>
<tr>
<td>3.9</td>
<td>Signal Main Processing Steps</td>
<td>55</td>
</tr>
<tr>
<td>3.10</td>
<td>Computer Operations vs # of Poles</td>
<td>66</td>
</tr>
<tr>
<td>3.11</td>
<td>Compact Flowchart for the Signal Post-processing</td>
<td>68</td>
</tr>
<tr>
<td>4.1</td>
<td>Block Diagram of the Hardware Set-up</td>
<td>75</td>
</tr>
<tr>
<td>4.2</td>
<td>Sampled Time-Invariant Signal</td>
<td>82</td>
</tr>
<tr>
<td>4.3</td>
<td>Frames 1-5 Estimated PSD - Sampled Signal</td>
<td>83</td>
</tr>
<tr>
<td>4.4</td>
<td>Frames 6-10 Estimated PSD - Sampled Signal</td>
<td>84</td>
</tr>
<tr>
<td>4.5</td>
<td>Frames 11-15 Estimated PSD - Sampled Signal</td>
<td>85</td>
</tr>
<tr>
<td>4.6</td>
<td>Frames 16-20 Estimated PSD - Sampled Signal</td>
<td>86</td>
</tr>
<tr>
<td>4.7</td>
<td>Sampled Time-varying Signal (success)</td>
<td>88</td>
</tr>
<tr>
<td>4.8</td>
<td>Frames 1-5 Estimated PSD - Sampled Signal</td>
<td>89</td>
</tr>
<tr>
<td>4.9</td>
<td>Frames 6-10 Estimated PSD - Sampled Signal</td>
<td>90</td>
</tr>
<tr>
<td>4.10</td>
<td>Frames 11-15 Estimated PSD - Sampled Signal</td>
<td>91</td>
</tr>
<tr>
<td>4.11</td>
<td>Frames 16-20 Estimated PSD - Sampled Signal</td>
<td>92</td>
</tr>
<tr>
<td>4.12</td>
<td>Sampled Time-varying Signal (failure)</td>
<td>94</td>
</tr>
<tr>
<td>4.13</td>
<td>Frames 1-5 Estimated PSD - Sampled Signal</td>
<td>95</td>
</tr>
<tr>
<td>Symbol</td>
<td>Title</td>
<td>Page</td>
</tr>
<tr>
<td>--------</td>
<td>-------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Coefficient of the Preemphasis Filter</td>
<td>41</td>
</tr>
<tr>
<td>( a )</td>
<td>LP Autocorrelation Coefficient</td>
<td>13</td>
</tr>
<tr>
<td>( a )</td>
<td>LPAC's Vector</td>
<td>58</td>
</tr>
<tr>
<td>( e(n) )</td>
<td>Error of Estimation for a Sample</td>
<td>13</td>
</tr>
<tr>
<td>( E{ } )</td>
<td>Expected Value</td>
<td>9</td>
</tr>
<tr>
<td>( E_t )</td>
<td>Error of Estimation for a Frame</td>
<td>14</td>
</tr>
<tr>
<td>( E_m )</td>
<td>Residual (min. error of estimation)</td>
<td>21</td>
</tr>
<tr>
<td>( f_N )</td>
<td>Nyquist Frequency</td>
<td>8</td>
</tr>
<tr>
<td>( L )</td>
<td>Resolution of PSD</td>
<td>62</td>
</tr>
<tr>
<td>( N )</td>
<td>Frame Length in Samples</td>
<td>17</td>
</tr>
<tr>
<td>( O )</td>
<td>Order of</td>
<td>59</td>
</tr>
<tr>
<td>( p )</td>
<td>Order of Estimation</td>
<td>10</td>
</tr>
<tr>
<td>( P(\omega) )</td>
<td>PSD of the Signal</td>
<td>27</td>
</tr>
<tr>
<td>( P'(\omega) )</td>
<td>Estimated PSD</td>
<td>28</td>
</tr>
<tr>
<td>( r )</td>
<td>Vector of Autocorrelation Coefficients</td>
<td>58</td>
</tr>
<tr>
<td>( R[\cdot] )</td>
<td>Autocorrelation Function</td>
<td>9</td>
</tr>
<tr>
<td>( R(\cdot) )</td>
<td>Autocorrelation Coefficient</td>
<td>18</td>
</tr>
<tr>
<td>( R )</td>
<td>Autocorrelation Matrix</td>
<td>58</td>
</tr>
<tr>
<td>( x(\cdot) )</td>
<td>Sample of the Signal</td>
<td>8</td>
</tr>
<tr>
<td>( x'(\cdot) )</td>
<td>Estimated Sample</td>
<td>13</td>
</tr>
<tr>
<td>( w(\cdot) )</td>
<td>Window Function</td>
<td>18</td>
</tr>
<tr>
<td>( \omega_s )</td>
<td>Sampling Frequency</td>
<td>28</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>Determinant</td>
<td>59</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>--------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>ADC</td>
<td>Analog-to-Digital Converter</td>
<td></td>
</tr>
<tr>
<td>AR</td>
<td>AutoRegressive</td>
<td></td>
</tr>
<tr>
<td>ARMA</td>
<td>AR with Moving-Average Error</td>
<td></td>
</tr>
<tr>
<td>DFFT</td>
<td>Discrete FFT</td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>Floating Point</td>
<td></td>
</tr>
<tr>
<td>FPIPS</td>
<td>FP Instructions per Second</td>
<td></td>
</tr>
<tr>
<td>FRP</td>
<td>FP Processor</td>
<td></td>
</tr>
<tr>
<td>FS</td>
<td>Full Scale</td>
<td></td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
<td></td>
</tr>
<tr>
<td>FT</td>
<td>Fourier Transform</td>
<td></td>
</tr>
<tr>
<td>FPIPS</td>
<td>Floating Point Instructions Per Second</td>
<td></td>
</tr>
<tr>
<td>FPP</td>
<td>Floating Point Processor</td>
<td></td>
</tr>
<tr>
<td>LP</td>
<td>Linear Prediction</td>
<td></td>
</tr>
<tr>
<td>LPAC</td>
<td>LP Autocorrelation Coefficients</td>
<td></td>
</tr>
<tr>
<td>MS</td>
<td>Mean Square</td>
<td></td>
</tr>
<tr>
<td>MSB</td>
<td>Most Significant Bit</td>
<td></td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
<td></td>
</tr>
<tr>
<td>RV</td>
<td>Random Variable</td>
<td></td>
</tr>
<tr>
<td>SUR</td>
<td>Statistical Uncertainty of Results</td>
<td></td>
</tr>
<tr>
<td>TF</td>
<td>Transfer Function</td>
<td></td>
</tr>
</tbody>
</table>
CHAPTER 1

INTRODUCTION

The main objective of the present thesis is the search for an efficient algorithm to be implemented in a digital hearing aid device. Two additional objectives are: first, the testing of the algorithm, and second, the estimation of the computer memory and speed required for the implementation of the algorithm.

The work in this thesis is basically a feasibility study for a device which would recognize classes of sound signals that include such repetitive mechanical sounds as the telephone ring, or sounds which border noise in their characteristics and which include a repetitive knock, a series of steps, etc.

The hearing aids presently used for the hearing impaired persons are analog devices. These devices act as simple linear amplifiers of the incoming sound signals or they filter and sift the spectrum of the signal in a range where it can be audible by the hearing impaired person (carrier) [15]. The fundamental assumption in designing these analog devices is that the carrier still possesses the hearing sense but his dynamic range has been reduced. No general purpose device exists for aiding the hearing impaired persons and which device identifies the sound signals of the environment and gives the results of the identification with other means than sounds.

An ideal hearing aid device should 'understand' all the sound signals it receives, and it should pass the results of the 'understanding' to the carrier of the device. In addition, such a device should be easy to use, be cost effective, be real time, and be accurate. Such an ideal device, it seems, can not be built with the present knowledge and advancement of the technology. It is understood that
such an ideal device should be a complete substitute of the functions of the human ear, and of some functions of the human brain.

The first question asked before we attempted to formulate any problem was: Is there a systematic overall theory of hearing? E.C. Carterette [10] mentions that there are at least 21 'partial' theories. Of these theories, none is capable of completely explaining the physics of the hearing sensation, and thus none is generally accepted. It has been concluded [51], that there is not such an overall theory. The main reason for the absence of such a general theory is that the ear is a complex organ, and that the ear-brain communication is also as complex.

An important observation at this point is that audition is not a simple frequency analysis [10]. The whole process can be visualized as a peripheral analysis of the sound signals done by the ear, which is complemented by a central synthesis (classification) done in the left cerebral cortex. Apparently the ear is capable of analyzing compound sounds into complex, rather than simple, tones and of passing the results of this analysis to the brain [42].

Because of the complexity of the problem, it has been suggested, in 1939 [41], that it is not possible to construct a general purpose hearing aid device. The main argument for this suggestion is that by breaking down the sound signals into binary form, information critical to the ear in understanding the sound is lost for ever. For almost a decade afterwards research into the field of the imitation of the hearing sense came to almost a standstill. The new generation of microprocessors and peripherals, much superior to the previous generation both in speed and storage capability, gave a rebirth to this research. Another factor in the rebirth was the application in the sound recognition schemes of new coding techniques of the data, namely the linear prediction coding.

Having partially settled above the question of the overall theory of hearing,
the next step will be the understanding of some facts referring to the ear which have been established as correct. The ear is inherently non-linear and combination tones have real effect (i.e. the various components of a sound can be distinguished) [10]. A normal ear analyzes sound signals ranging in frequency from approximately 100 Hz to 20 KHz [34]. The analysis of the various frequencies is done in spatially different parts of the ear [42,51]. It is generally accepted that frequencies above 5 KHz may be discarded without any significant loss in audibility of the signal [10,49]. If the cut-off frequency is 3.3 KHz, as is the case when the carrier of the signal is a telephone line, then some loss of intelligibility has been observed [34]. Another fact is that the ear analyzes four components of the sound signals [9,16,42]. The first component is that of loudness, which represents the relative level of energy as well as the distribution of energy in a sound. The second component is that of roughness of the sound, which corresponds to the sound fluctuations. The third component is the pitch, which is an analysis of the frequencies in a sound. The last component is the sharpness or the quality of the sound signal, which corresponds to the characteristics of the spectral envelope of the signal. A conclusion of the above analyzing powers of the ear is that the ear is an organ which in combination with the brain is capable of analyzing sound signals in time domain, in frequency domain, and in autocorrelation (power) domain, all at the same time, or parallelly at a very short period of time.

How the results of the peripheral analysis of sounds, performed by the ear, are passed to the left lobe of the human brain for further processing is quite unknown. It is generally accepted that this communication is done in a complex and high level [42], i.e. the information passed is in compound form.

The above preliminary investigation referring to some aspects of the hearing sense limited the goals of our investigation. The algorithm to be investigated
should recognize two specific classes of sound signals. In the first class we find the almost time-invariant signals. Examples of these signals include a door-bell, the ring of a telephone, an emergency siren, a fire alarm, etc. The common characteristic of this class of sounds is that the sound generator upon being excited remains in the same excitation state, after a short transition period, for a sufficiently long period of time. In the second class, we find signals which are repetitive in time, other than the signals belonging to the first class. Examples of such signals are: the knock on a door, steps approaching, the cry of a baby, etc. The common characteristic of this class of signals is that they are time-variant, and that they have large transit ratio [transition period/stabilization period].

Considering that the algorithm is of limited capabilities, care was taken so that it could be easily expandable to other classes of signals. In addition to expandability, other desired characteristics of the algorithm include: precision, speed, limited computer memory required, and finally, ease of implementation in a digital computer environment.

For the formulation of the algorithm, a model building stage was necessary. This is done in chapter 2. In this chapter, an analysis of the overall problem is presented. The main questions to be answered were: what can be a realistic model? and, what can be a good realistic model? Basically, the work done in this chapter has a dual purpose. The first purpose is the smoothing of the signal, and the second is its parametrization. Both can be accomplished by using almost identical means. The parametrization component is necessary considering that, from an infinite set of inputs, we attempt to recognize (label) a certain (finite) number of inputs. The possible combinations a recognition algorithm should explore, if not parametrization is done, is certainly infinite. With the parametrization (estimation) of the signal the combinations required by the algorithm to possess is at most as many as the number of classes of sounds to be recognized.
The other topic in this chapter is the smoothing of the signal. It is highly desirable, for any recognition algorithm, to deal with signals which have been smoothed up to a certain level. The smoothing process is an invariably used process in all signal processing algorithms.

The parametrization of the signal can be done basically by using Fast Fourier Transform (FFT) or Linear Prediction (LP) coding. We have chosen the latter for two main reasons. The first reason is that in FFT a small error in the input data may result in a large error in the estimation of the data. This is a common problem in Fourier analysis, and it may stand true even when the signal-to-noise ratio is large. It is assumed that the error is due to some kind of noise [38]. The second reason is that the smoothing of the signal can be done better by using LP coding than FFT, and the spurious responses of the incoming signal are taken care of by using LP coding. Additional supportive factors for using LP coding is its accuracy and its speed of computation [50].

The theoretical formulation of the problem (model building) was necessary to be included in this thesis for the additional reason of understanding the effect the various variables (parameters) of the model have on the overall recognition scheme. This understanding gives us the capability of manipulating these variables so as to fit in the need of incorporating them in the overall algorithm without any significant loss in performance. As an example, the choice of the order of estimation is very critical in the accuracy and efficiency of the algorithm. This order can be estimated during the model building stage.

Ultimately, the various results of the analysis carried out in chapter 2 are reduced to categorical decisions in chapter 3. In this chapter, based upon the model already devised, we consider the implementation requirements. Subjects such as conversion and preemphasis and their effect on the overall recognition
results are covered in detail. Another subject, the 'feature' computation and extraction, is of great importance for the quality of the recognizer, and thus is also covered in detail. An observation referring to the signal's 'features' is that we have chosen, somehow arbitrarily, as 'features' a set of peaks for each frame to be processed. The peak-picking algorithm, which is the main component of the back-end of the recognizer, is supported by time domain components such as the duration of the signal, and also by autocorrelation domain components such as the relative power in a frame.

In chapter 4 we tabulate the results we took when we implemented the algorithm in a general purpose mini-computer. We also reason why the algorithm was successful and why the algorithm failed. In this chapter, we also state the computer requirements for the implementation of the algorithm.
CHAPTER 2

PARAMETRIC MODELING - 'FEATURE' COMPUTATION

2.1 Introduction

In this chapter, we present the parametric representation of discrete random signals, and the 'feature' extraction from these parameters. This presentation is based mostly on mathematical analysis. The work done in the past by other researchers was taken into account for the completion of this analysis. The results of our analysis will be used later in the model design.

For the parametric modeling, first, we examine the nature of the signals, and second, we elaborate on its three main stages, namely the best estimate, the order of the parameters, and the estimation of the parameters.

The 'feature' extraction subject is treated in a concise but complete way. Various possible 'features' are presented and their validity is examined. Taking into consideration that these 'features' will be processed digitally, we decide on the 'features' which could better fit in such an environment.

Many decisions pertaining to the design of our model will be taken in this chapter. They will be based upon the mathematical analysis presented in this chapter. The rest of the decisions, so that to complete the model design, will be taken in the next chapter. These decisions will be based upon the analysis carried-out in the present chapter and upon the needs arising when we implement our model in a digital environment.
2.2 Parametric Modeling of a Discrete Random Sequence

Suppose that there exists a one-input/output ideal system as depicted in Figure 2.1.

![Figure 2.1]

Ideal Impulse Sampler

The input, \( s(t) \), to the system is a continuous random signal whose statistics we assume to be known over the interval \(-\infty < t < +\infty\). The output is defined only at discrete points \( \{ ..., -T, 0, T, 2T, ... \} \). Denoting the sequence of the output samples by \( s(nT) \), these samples are equally spaced in time and may be written as

\[
..., s(-T), s(0), s(T), s(2T), ...
\]  

(2.1)

The sampling rate \( \left( \frac{1}{T} \right) \) is assumed to be at least twice the Nyquist frequency \( (f_N) \). In order to simplify our notation, we assume that \( T \) is one time unit. Thus, \( s(n) \) and \( s(nT) \) refer to the same thing, and they will be used interchangeably throughout this thesis. We observe, at this point, that the time series \( s(n) \) \( (-\infty < n < +\infty) \) consists of continuous samples defined over discrete points of the time axis. The so defined series \( s(n) \) is called a discrete parameter process [39].
The conditioning of the continuous signal $s(t)$ must be extended further if we want to process the output of the system in a digital environment. For that we replace the ideal impulse sampler of Figure 2.1 with an ideal impulse sampler-quantizer. In this case, the quantized samples $s(nT)$ have discrete arguments and they are, also, themselves discrete. The so derived sequence

$$s(n) \quad (n = \ldots , -1, 0, 1, 2, \ldots )$$

(discrete, discrete-time random process) we will call for simplicity the "time-sample discrete signal" or simply the "signal".

From the statistics of the continuous random process $s(t)$ (which we have assumed to be known) we can determine the statistics of the discrete random process $s(n)$, by noting that the following relations hold:

$$E\{s(nT)\} = E\{s(t)\} \quad \quad (2.2a)$$

and,

$$\tilde{R}[(n_1T, n_2T)] = R[(t_1, t_2)] \quad \quad (2.2b)$$

where

$$E\{\ast\} \quad \text{denotes the expected value, and}$$

$$R[\ast] \quad \text{denotes the autocorrelation of the random process} \quad [30].$$

An additional link between processes $s(t)$ and $s(n)$ is that if the process $s(t)$ is stationary (wide/strict sense) then the process $s(n)$ is also stationary (wide/strict sense). The inverse is not always true \ [30].

Given a random signal $s(n)$, our next aim is to represent this signal in a parametric form for further processing. The main reason for this is that the parametric representation of a signal results in efficient computer processing.
The processing speed and the memory required, are of main concern. Computer processing of the raw signal leads to relatively slow processing and requires, usually, more memory space than when we process a parametric model of the signal. In addition, although the raw signal \( s(n) \) contains all the information attributed to the signal \( s(t) \), its parametric representation, usually, does not. It has been found that the results taken are better (more accurate) when we process the latter than the former \([50]\).

From the above outlined reasons, we conclude that the parametrization of a signal is a must. This invariably involves some kind of estimation of parameters. For the parametric representation of a signal, three main steps (stages) should be taken. These steps are:

1. Decision of the best estimate
2. Decision, taking into consideration decision (1), of the order of the parameters, \( p \).
3. Based on decisions (1) and (2), the estimation of the parameters.

The above three stages will be examined next in some detail. The examination will not be done in the order given above. In our analysis we will interchange the order of the second and the third stages. In implementing a parametric representation of a signal, the second stage should be cleared before the third stage.

The interchange of the order of the last two stages in our analysis will not affect our results, because when clearing stage three before stage two we assume that the order of estimation in itself is a variable.
2.2.1 - Best Estimate

In this stage we will examine first the nature (statistics) of the continuous signal \( s(t) \). Second, from the statistics of \( s(t) \) we will derive the statistics of \( s(n) \). Finally, the decision for the best estimate will be taken. This decision will be based, first, on the nature of \( s(n) \), and second, on the requirements for further processing.

The variation of \( s(t) \) is, in our case, a function of a mechanical displacement (microphone). This mechanical displacement is, in turns, a function of the change in the pressure of the volume of air surrounding the microphone. The sound generator is responsible for the changes of the pressure level. Pictorially, we can approximate the generation of \( s(t) \) as shown in Figure 2.2.
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Generation of the Continuous Random Sound Signal \( s(t) \)

Each box in Figure 2.2 may be expanded or altered. As an example, air is not the only transmission medium. Any kind of concentration of matter may act as a sound medium. In any case, for simplicity in our analysis we consider Figure 2.2 as a valid and sufficient (for this work) representation of the generation of the signal \( s(t) \).
Every step involved in the generation of \( s(t) \) adds, invariably, some kind of noise. The variable "noise" should be taken into serious consideration in examining the nature of \( s(t) \). For clarity and simplicity of our analysis we omit, at the present stage, this variable. We assume that the conditions are ideal in any step (i.e. noise does not exist). We will examine this subject later on (chapter 3) in detail.

Further, we assume that every system (represented by a box) in Figure 2.2 is linear, time-invariant, and causal. Under the assumptions mentioned above, we can conclude that \( s(t) \) is proportional to the sound level. An approximation can be made at this point concerning the statistics of \( s(t) \). This approximation is based mostly on observation. We approximate the simultaneous probability distribution of any random vector of \( s(t) \)

\[
[ s(t_1), s(t_2), \ldots, s(t_n) ]
\]

as being a Gaussian distribution. This means that any individual or joint probability density is also Gaussian. With the last approximation and taking into account equations 2.2a and 2.2b we can state that: the random variables of the process \( s(n) \) are jointly and individually normally distributed. Assuming that the process does not have any deterministic component (bias), then all the random variables of the process and the process itself have zero mean [55]. An additional assumption is the stationarity of \( s(t) \), which implies the stationarity of \( s(n) \). This assumption will be discussed in detail in Section 2.2.2. As it turns out, for the case of normal stationary processes, the best linear prediction and the best prediction coincide [5]. Also, for normal processes with zero mean, the nonlinear and linear mean square estimates are identical [38]. Combining the above, we conclude that the mean square (MS) estimate for our signal can be as good as any other estimate.
From the last conclusion, we see that, from the analysis point of view, there are many classes of best estimates, which can be made to give identical (best) results. So, having this freedom of choice, we choose the best estimate which could be easily and efficiently implemented in a digital computer environment. Undoubtedly, the best estimate which fits better to the environment to be implemented is the estimate which leads to an autoregressive model [17].

To elaborate to some extent, let \( s(n) \) be the random variable (RV) to be estimated by the RV \( s'(n) \), and let \( e(n) \) be the random error of the estimation. In the chosen best linear estimate we define \( s'(n) \) and \( e(n) \) in the following way:

\[
s'(n) = \sum_{k=1}^{p} a_k s(n-k)
\]

(2.3)

\[
e(n) = s(n) - s'(n)
\]

(2.4)

where, \( p \) is the order of estimation (to be determined), and \( a_k \)'s are the estimation coefficients, also to be determined.

For the last two equations we make the following observations. The model defined by these two equations is not the only available linear model of an estimated signal \( s'(n) \). As an example, \( s'(n) \) or \( e(n) \) could be defined as:

\[
s'(n) = \sum_{k=-p}^{p} a_k s(n-k)
\]

\[
e(n) = s(n-k) - s'(n)
\]

The above equations so defined lead to a non-autoregressive model [22]. Equations 2.3 and 2.4 on the other hand give a model which is a special case of an autoregressive model with moving-average errors (ARMA) [17]. This special case is preferred over the general autoregressive model because the latter cannot be
easily and efficiently processed [17,30].

Summarizing this stage: based on some general assumptions and criteria, we have chosen the MS-linear estimation as the best estimate with the understanding that $s'(n)$ and $e(n)$ are defined as in equations 2.3 and 2.4.

2.2.2 Estimation of Parameters.

Based on the previous analysis, the aim of the present Section can be stated as follows [38]:

"Estimate a random variable $s(n)$ by a random variable $s'(n)$, using linear mean square prediction (estimation), so that the error

$$e(n) = s(n) - s'(n)$$

to be minimum."

The random variable $s'(n)$ was defined in equation 2.3 as

$$s'(n) = \sum_{k=1}^{p} a_k s(n-k)$$

where $p$ is the order of estimation, or, equivalently, it represents the number of estimation coefficients. So our aim is reduced to that of finding $p$ random variables $a_k$ ($k = 1,2,\ldots,p$) from the signal $s(n)$.

Using equation 2.3, the error, $e(n)$, is given by:

$$e(n) = s(n) - \sum_{k=1}^{p} a_k s(n-k) \quad (2.5)$$

In the mean-square estimation we minimize the expected value of the square
of the error, $E_t$, which is given by

$$E_t = E \{ e^{2(n)} \} = E \{ [s(n) - \sum_{k=1}^{p} a_k s(n-k)]^2 \}$$  \hspace{1cm} (2.6)$$

Minimization of $E_t$ with respect to all the coefficients $a_l$ gives

$$\frac{\partial E_t}{\partial a_l} = 0; \quad l = 1, 2, \ldots, p$$

or, equivalently

$$\frac{\partial}{\partial a_l} (E \{ [s(n) - \sum_{k=1}^{p} a_k s(n-k)]^2 \}) = 0; \quad 1 \leq l \leq p$$  \hspace{1cm} (2.7)$$

Carrying the derivation inside the expectation, which is permissible since the expectation applies to the random variables $s(n)$ ($0 \leq n \leq \infty$), we take

$$E \{ 2[s(n) - \sum_{k=1}^{p} a_k s(n-k)] [-s(n-l)] \} = 0; \quad 1 \leq l \leq p$$  \hspace{1cm} (2.8)$$

or

$$E \{ -s(n) s(n-l) + s(n-l) \sum_{k=1}^{p} a_k s(n-k) \} = 0; \quad 1 \leq l \leq p$$  \hspace{1cm} (2.9)$$

Using the linearity property of the expectation, equation 2.9 can be written as

$$E \{ \sum_{k=1}^{p} a_k s(n-k) s(n-l) \} = E \{ s(n) s(n-l) \}; \quad 1 \leq l \leq p$$  \hspace{1cm} (2.10)$$

or, again using linearity, equation 2.10 can also be written as

$$\sum_{k=1}^{p} a_k E \{ s(n-k) s(n-l) \} = E \{ s(n) s(n-l) \}; \quad 1 \leq l \leq p$$  \hspace{1cm} (2.11)$$
The last equation, clearly, defines a linear system of $p$ equations (for $l = 1, 2, \ldots, p$) in $p$ unknowns ($a_1, a_2, \ldots, a_p$). This system can be easily solved if the expectations are known. The problem is that, at the moment, we do not have enough information about the second moments $E\{ s(n-k) s(n-l) \}$ and $E\{ s(n) s(n-l) \}$. In order to be able to calculate them we proceed therefore with the detailed examination of some signal characteristics.

The sound signals we are dealing with, are in general, time-varying (non-stationary) signals. However, a fundamental assumption for the present analysis is that, over a sufficiently long time interval, they can considered stationary. The stationarity of $s(t)$ implies the stationarity of $s(n)$ (Section 2.2). This assumption is based on the observation that any sound generator cannot change state in zero time interval (inertia of the system). This time interval, in which our fundamental assumption is approximately valid, is of the order of $ms$. The sampling rate is, usually, of the order of $(\mu s)^{-1}$, which shows that during the (assumed) stationarity a large number, on the average, of samples of the signal can be taken.

Our next aim is to approximate an optimal time interval for the stationarity of the signal, so as the model derived to be reliable. The optimal time interval, in which stationarity is assumed, is of stochastic nature, and depends on the mechanics of the sound generator and on the stimuli (Figure 2.2). In developing an algorithm to be implemented in a computer environment, it is highly desirable to approximate this optimal time interval with a deterministic quantity. For the determination of the optimal time interval, in addition to the signal stationarity, we take into account the statistical uncertainty of the results (SUR). We can define, loosely, as SUR the uncertainty which is associated with the failure to estimate the parameters of a model with precision. The SUR, clearly, increases when the sample size decreases, and it is eliminated (i.e., certainty) in the ideal
case of an infinite sample size. So, we can reduce the SUR at the expense of a longer time interval (i.e., larger sample size). If we increase the sample size beyond a limit, then, we run the risk of assuming stationarity, when stationarity does not apply any more. Thus, stationarity and SUR are two concepts contradicting one another. The optimal size of the sample records, the one that balances these two concepts, can be approximated experimentally. This experimental approximation leads directly to a deterministic sample size. For the approximation of the sample size we consider the nature of the signal and the sampling rate. It has been observed that the signals we are dealing with can be considered stationary for a time interval of up to 40 ms. The sampling frequency may range from 5 KHz up to 20 KHz. This gives a maximum sample size of between 200 and 800 samples respectively. Experimentally we found that the optimum and the maximum sample sizes may be approximated by the same quantity. For reliable results and computer efficiency we should use a sample size that is marginally smaller than the maximum permissible, due to the stationarity assumption, sample size. The final decision for the sample size \( N \) will take place in the next chapter. Presently, after the above analysis, we consider \( 200 \leq N \leq 800 \) samples (but a fixed number).

From the previous analysis we can conclude that we can process the signal piecewise. We may process a frame of the signal each time. Because of the assumed stationarity of the signal, each frame (of length \( N \)) should contain all the information on the state of the sound generator for the corresponding time interval. The piecewise processing of the signal necessitates the truncation of the time series \( s(n) \). This truncation of the signal may be viewed as a window through which we observe a finite \( (N) \) number of samples. It may, also, be viewed as taking pictures of the sounds generated at constant time intervals, and processing them separately. This truncation (framing) of the signal is
mathematically equivalent to multiplying the signal by a time window function of the form

\[ w(nT) = u[(n - mN - 1)T] - u[(n - (m + 1)N - 1)T] \tag{2.12} \]

where \( u[*] \) is the unit-step function, \( m \) is the frame number \((m = 0, 1, 2, \ldots)\), \( N \) is the number of frame samples, and \( 0 < n \leq N \). In the next chapter, we will see that the window function, as defined above, is not the best choice. At this point, however, for simplicity, we assume the above definition for \( w(nT) \).

Now, having presented all the assumptions, we return to the original objective of the analysis which was to derive the second moments in equation 2.11.

Assuming our signal to be ergodic (which implies stationarity), the sample serial correlation coefficients, or simply the autocorrelation, is defined as follows:

\[ R(n_1, n_2) = E\{s(n_1) s(n_2)\} \]

\[ = \lim_{M \to \infty} \frac{1}{M} \sum_{m=0}^{M} s(m + n_1) s(m + n_2) \tag{2.13} \]

By framing the signal, as discussed previously (equation 2.11), we can write equation 2.13 as

\[ R(n_1, n_2) = \left( \frac{1}{N} \right) \sum_{n=1}^{N} s(n + n_1) s(n + n_2) \tag{2.14} \]

Using equations 2.13 and 2.14 we can write equation 2.11 as follows:

\[ \sum_{k=1}^{p} a_k R(n - k, n - l) = R(n, n - l); \quad 1 \leq l \leq p \tag{2.15} \]

For stationary processes though, it is known [38] that
\[ R(n_1, n_2) = R(n_1 - n_2) \]  
\[ \text{and using last relation equation 2.15 becomes} \]
\[ \sum_{k=1}^{p} a_k R(l-k) = R(l); \quad 1 \leq l \leq p \]  
\[ R(l) = \left( \frac{1}{N} \right) \sum_{n=1}^{N} s(n) s(n+l) \]  
\[ \text{For clarity we make several observations. Equation 2.13 is true for ergodic processes only. It states that the ensemble averages may be equated by the time averages of the process. For the definition of the above terms, and details about ergodicity we refer to [38].} \]
\[ \text{For equations 2.17 and 2.18 we make the following observations. First, the signal is given by} \]
\[ s(n) = \begin{cases} s(n) & \text{for } 0 < n \leq N' \\ 0 & \text{elsewhere} \end{cases} \]  
\[ \text{and second, the autocorrelation is an even function (by definition), i.e.} \]
\[ R(l) = R(-l). \]

Expanding equation 2.17 in \( k \) and \( l \) we take:
\[ R(0)a_1 + R(1)a_2 + \cdots + R(p-1)a_p = R(1) \]
\[ R(1)a_1 + R(0)a_2 + \cdots + R(p-2)a_p = R(2) \]
\[ \vdots \]
\[ R(p-1)a_1 + R(p-2)a_2 + \cdots + R(0)a_p = R(p) \]  
\[ \text{(2.20).} \]
In literature, the equations 2.20 are called the Yule-Walker equations, the \(a_k\)'s are called the linear prediction (LP) coefficients, and the pivotal matrix is called a Toeplitz matrix. In the next chapter, we will outline an efficient algorithm for solving the linear system of equations 2.20.

Summarizing the second step for the parametric modeling of the signal, we see that: using linear MS estimation and assuming ergodicity for the process, to compute the parameters of estimations we have to solve a linear system of equations. The final remark is that equations 2.20 have dimensions not of the time domain, but of the correlation domain.

2.2.3 Order of Parameters

The last main stage to be examined for the parametric modeling of a signal is the determination of the order of the estimation parameters \(a_k (k = 1, 2, \ldots, p)\), i.e. the determination of \(p\). In literature the number of parameters proposed for processing equivalent signals varies from two [29] to forty nine (49) [44]. In the present analysis we assume that \(p \ll N\), where \(N\) is the sample size. If \(p \rightarrow N\) (or it is larger), then the parametric representation of a signal loses all its usefulness, because in such a case it is more efficient to process the raw signal without loss of signal characteristics, than to use a model where, in addition to efficiency, some characteristics of the signal are lost.

In the present, we examine some theoretical aspects dealing with the order of parameters. The final determination will be done in the next chapter.

From equation 2.8 we see that the error is orthogonal to any of the \(p\) past samples i.e.
\[ s(n) - \sum_{k=1}^{p} a_k s(n-k) \]

and hence it is orthogonal to any linear combination of these samples. Let that linear combination be the estimated signal, thus,

\[ s(n) - \sum_{k=1}^{p} a_k s(n-k) \]

or the same

\[ e(n) = [s(n) - s'(n)] \]

The expected MS error

\[ E_{i} = E \{ [s(n) - s'(n)]^2 \} \]

\[ = E \{ [s(n) - s'(n)] [s(n)] \} + E \{ [s(n) - s'(n)] [-s'(n)] \} \]

is minimum when

\[ E \{ [s(n) - s'(n)] [s'(n)] \} = 0 \]

and it is given by

\[ E_{m} = E \{ [s(n) - s'(n)] s(n) \} \]

\[ = E \{ [s(n) - \sum_{k=1}^{p} a_k s(n-k)] s(n) \} \]

\[ = E \{ s^2(n) \} - E \{ \sum_{k=1}^{p} a_k s(n) s(n-k) \} \]

\[ = R(0) - \sum_{k=1}^{p} a_k R(k) \] (2.21)
In theory, \( E_m \) is a monotonically decreasing function of \( p \) \([56]\) (i.e. \( E_m \to \text{constant} \)). Experimentally, it has been observed that, for any signal, the \( E_m \) levels off after a certain value of \( p \) (Figure 2.3). In such a case, a further increase of the number of linear estimates has little effect on \( E_m \). So, as the first constraint for the determination of the order of parameters we should choose \( p \) where the slope of the curve \( E_m \) vs \( p \) goes to zero. For the second constraint, we make an examination on where and for what the estimation coefficients could be used. For that, a somehow detailed analysis will take place.

Equation 2.5 can be written in the z-domain (assuming unity gain for the filter) as

\[
E(z) = S(z) \left[ 1 - \sum_{k=1}^{p} a_k z^{-k} \right]
\]
or

\[
E'(z) = A(z) S(z)
\]  \hspace{1cm} (2.22)

where we have defined

\[
A(z) \equiv 1 - \sum_{k=1}^{p} a_k z^{-k}
\]  \hspace{1cm} (2.23)

From equation 2.22 we see that the MS error can be viewed as the output of a system whose transfer function is the prediction polynomial \( A(z) \) and it is driven by \( S(z) \). We write equation 2.22 as

\[
S(z) = \frac{E(z)}{A(z)}
\]

The above relation, depicted in Figure 2.4, shows that the signal \( e(n) \) can be
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$E_m$ vs the Order of Estimation ($p$)
viewed as the output of a system whose transfer function is \( \frac{1}{A(z)} \) and it is driven by \( e(n) \), where \( e(n) \) is "white" noise. So, over a short period of time, we can see that the impulse response of the filter \( \frac{1}{A(z)} \) approximates the spectrum of the signal.
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**Figure 2.4**

**Frequency-domain Synthesis Model.**

The power spectra, usually, have some peaks and the corresponding valleys between the peaks. The power concentration on the frequencies of the peaks is higher than the power distributed on the ones adjacent to the peaks. The local maxima of the spectral envelope of the signal \( s(n) \) correspond to the poles of the function \( \frac{1}{A(z)} \). For real estimation coefficients \( a_k \), and assuming \( p \) an even number, we expect the number of peaks to be approximately one half minus one the order \( p \) of the polynomial \( A(z) \). These peaks define the fundamental \( (F_0) \) and the secondary \( (F_1, F_2, \ldots, F_{\frac{p}{2}-1}) \) frequencies contained in the signal. So, assuming that we will process the signal in the frequency domain, the desired number of frequencies to be examined will set an additional constraint for the absolute minimum order of estimation. This absolute minimum, numerically is given by the double of the number of the desired frequencies plus two, i.e. \( P_{\text{min}} = 2(F_{\text{desired}}) + 2 \).

The two already mentioned constraints for the determination of \( p \) refer to
the lower bounds of \( p \). For the upper bound we have to take into consideration the desired confidence of the model. Thus, the desired precision of the model defines the third constraint. The examination of the third constraint will take place in the next chapter because in determining it we have to take into account some implementation needs.

Summarizing this stage, concerning the order of the estimate, we found that there are three main constraints for the determination of \( p \). Namely, \( p \) must be chosen in such a way so that \( E_m \) to be close to the steady state. Also the required number of frequencies to be processed, will determine a requirement for the minimum value of \( p \). The system's confidence and efficiency will determine the requirement for the maximum value for \( p \). The combination of these three constraints will take place in chapter 3, where we will also give a deterministic value for \( p \), which value will be used in our model.
2.3 Power Spectrum Derived from the Linear Prediction Coefficients.

We assume that the model for the parametric representation of the signal which we formulated in Section 2.2 is valid in every respect. The question now is: can we use the temporal variation of the linear prediction coefficients $a_k$'s for matching purposes? Unfortunately the answer is negative. Attempts to use the LP coefficients as 'features' of a sound did not give encouraging results. By 'features' we mean the models of a signal intermediate between the signal processor and the pattern matcher. As it is stated in [25],

"... The lack of success may be partly due to the fact that the 'feature' space spanned by the LP coefficients is too complicated to introduce a simple and effective measure of distance between the elements in the space."

Other attempts were made to use the LP coefficients to derive the minimum prediction error (residual), $E_m$, using equation 2.21. The temporal variation of $E_m$ can give a measure of distance between signal frames and templates. Again, the results were not as expected, and they were not as good as the results taken by using other schemes such as zero crossing measurements, FFT, etc [11,35].

From the above we see that 'feature' extraction is one of the most crucial steps in pattern matching algorithms. An algorithm may give better results than another algorithm, and the main (and most of the time, the only) reason is the superior 'feature' extraction part.

From experiments it was found that the temporal variation of formants contains all the information necessary to recognize the signal unambiguously [54]. Further, the temporal variation of the first three formants contains most of the
information to label the signal [54]. The formants correspond to the poles of the filter \( \frac{1}{A(z)} \). They also correspond to the peaks of the power spectrum of the signal. The peak picking from the power spectrum is more computationally efficient than solving numerically \( A(z) \) for its zeroes [25].

We have seen previously that the signal may be approximated by the output of a filter, which filter is driven by a "white" noise. The transfer function of the filter is

\[
H(z) = \frac{1}{1 - \sum_{k=1}^{p} a_k z^{-k}} \tag{2.24}
\]

The power spectrum (spectral density) \( P(\omega) \) of the signal is given by

\[
P^2(\omega) = \left| S(z) \right|^2_{z=e^{j\omega T}}
\]

where \( S(z) \) is the two-sided z-transform of the \( s(nT) \) and is defined as

\[
S(z) = \sum_{n=-\infty}^{n=+\infty} s(nT) z^{-n}
\]

It has been shown [30] that

\[
P(\omega) = \left| H(z) \right|^2_{z=e^{j\omega T}} \quad \text{as} \quad p \to \infty \tag{2/25}
\]

within a constant \( G^2 \) (\( G \) is the gain of the filter, which we have assumed to be unity). The last equation shows that we can approximate any signal spectrum by an all pole model.

For \( p \) relatively a small integer, we can assume that the approximated power spectrum of the signal will show the important peaks. This assumption fails when two or more peaks of \( \left| H(e^{j\omega T}) \right|^2 \) are very close to each other.
So, in determining $p$ we have to consider the above constraint also.

Let $P'(\omega)$ be the approximated spectrum of the signal $s(nT)$, i.e.

$$P'(\omega) = |H(z)|^2_{z = e^{j\omega T}} = \frac{1}{1 - \sum_{k=1}^{p} a_k z^{-j\omega k T}}$$  \hspace{1cm} (2.26)

We make the following two observations for the last equation. First, the function $P'(\omega)$ is periodic, with period the sampling frequency $\omega_s = \frac{2\pi}{T}$. Second, it is an even function, i.e.

$$P'(\omega) = P'(-\omega)$$

We can use these two observations in the implementation stage to reduce the number of calculations. From the first observation we derive that we need calculate $P'(\omega)$ only in the baseband, which extents from $\frac{-\omega_s}{2}$ to $\frac{+\omega_s}{2}$.

The second observation shows that half the baseband ($\frac{-\omega_s}{2}$ to 0) is the mirror image of the other half of the baseband (0 to $\frac{+\omega_s}{2}$) on the $\omega=0$ axis.

The same observation leads us to the conclusion that we can express equation 2.26 as a function of $\cos$ only. This is done in Appendix A.2, where we demonstrate that

$$P'(\omega) = \frac{1}{\rho(0) + 2 \sum_{k=1}^{p} \rho(k) \cos(\omega k)}$$  \hspace{1cm} (2.27)

where

$$\rho(k) = \sum_{i=0}^{p-k} a_i a_{i+k} \quad \text{and} \quad a_0 = 1.$$
So, we can use the prediction polynomial $A(z)$ to take a smooth spectral behavior, from which we can extract the peaks to be used as the main 'features' of our model.
2.4 Conclusions

In this chapter we attempted a two-folded task. First, we built a model to parametrize the signal. Based upon several assumptions, the parametric model chosen is an autoregressive model, whose parameters are estimated by using linear mean-squared estimation. Second, having the model parameters, we examined several possibilities of efficiently using them, so that the 'features' derived should lead to a reliable and easy to implement pattern matching. We decided to use as 'features' of the signal its most significant formants. These formants will be calculated from the spectrum of the signal. So, the model parameters will be used to derive the spectrum of the signal.

Three subjects left incomplete in this chapter, namely the noise, the order of the model \((p)\), and the sample size \((N)\), will be further discussed in the next chapter.
CHAPTER 3

SIGNAL PROCESSING

3.1 Introduction

Two main topics are covered in detail in this chapter, the noise variable, and the signal processing.

In the previous chapter, when we formulated an ideal model, we did not take into consideration the variable "noise". In the implementation stage, which is covered in this chapter, the noise superimposed on the signal is a critical factor for poor or good recognition results. For that, it is covered in detail. We have classified the noise into two classes, the transmission and the quantization noise. The transmission noise is generated in the analog side, and the quantization noise is generated in the digital side of the processing. Several assumptions, based upon the theory of the random noise, have been made, so that we pinpoint to the components of the noise which may substantially influence our results.

The other topic covered in the chapter is the digital computer aided signal processing. Three main stages of the signal processing, namely the signal preprocessing, the signal main processing, and the signal post processing are covered here in detail. The classification of the signal processing stages is done accordingly to the domain the variables we work with belong to. This is depicted in Figure 3.1. The signal preprocessing stage consists of the conversion, the preemphasis, the windowing of the signal, and the autocorrelation coefficients computation steps. The signal main processing stage consists of the end detection, the normalization, the linear prediction autocorrelation coefficients computation, and
the 'feature' extraction steps. The signal post processing stage consists of the fixed templates matching, the adaptive templates matching, and the final decision for the nature of the signal steps.

For each step mentioned above, we first explain why it is necessary that it be implemented, second we examine how it can be implemented in a digital environment, and third we estimate the computer time and memory required for the implementation.

Figure 3.1

Stages for the Signal Processing
3.2 Noise

The subject of this section is to examine the effect of the noise appearing in the input of the digital environment on the processing. We will examine, briefly, how the noise is generated, how it propagates, and what measures we take to reduce its effects. Noise appearing in later stages of the signal processing will be examined within the context of the corresponding stages.

For the present examination, we can classify the noise appearing to the input of the computer as transmission and quantization noise. With this distinction we can write

\[ s(n) = f(n) + v_t(n) + v_q(n) \]  \hspace{1cm} (3.1)

where:

- \( s(n) \) is the data received,
- \( f(n) \) is the original signal, and
- \( v_t(n) \), \( v_q(n) \) are the transmission and the quantization noise respectively.

The examination of the transmission and of the quantization noise will take place separately. We will start with the transmission noise first.

The transmission noise is due to the transmission of the signal from the sound generator to the input of the Analog-to-Digital Converter (ADC). Assuming that the quantization noise is an additive noise, we can examine the transmission noise from the analog side of the ADC. In general, the transmission noise may be due to the environment (to the input of the microphone) or due to the inherent imperfections of the electrical circuits. So, the transmission noise \( (v_t(t)) \) can be expressed as
\[ v(t) = v_n(t) + v_i(t) + v_u(t) \]  

(3.2)

where:

- \( v_n(t) \) and \( v_i(t) \) are the environmental and electrical noise respectively, and
- \( v_u(t) \) is an 'unknown' (at present) component of the transmission noise.

These three components of the transmission noise will be examined with some details in the order given by the equation 3.2.

The environmental (background) noise, \( v_n(t) \), may be defined as the corruption of the original signal (message), \( f(t) \), due to the environmental conditions, up to the input of the microphone. The sound waves received by the microphone may come directly from the sound generator or through deflection of the sound waves on walls and on various objects. These objects may be fixed in place (tables, partitions, etc.) or moving (chairs, humans, etc.) With various delays, the microphone will receive attenuated and distorted versions of the \( f(t) \) in addition to the \( f(t) \) itself. Also, in a non-controlled environment, as is our case, many other sounds of \textit{a priori} unknown origin (possibly breathing, voices, air-conditioning, movements of objects, etc.) will reach the microphone. These kinds of noise, of environmental origin, will be an additive component to the original message, \( f(t) \). From the above we see that we cannot make any valid assumption so that to be able to model the environmental noise. This observation leads to the conclusion that the information carried by the message can only be treated in a statistical manner.

Although the background noise cannot be modeled or estimated, it can be reduced down to a certain level. In a partly controlled environment (example is a room for general purpose and use), we found, experimentally, that the background noise is mostly concentrated in the 0 to 200 Hz frequency range, most of
the time. So, the low frequencies can be eliminated by band-passing the signal through an analog bandpass filter whose lower cutoff frequency is around 200 Hz, and the upper cut-off frequency is approximately the Nyquist frequency (~3.2 KHz), so as to ensure, in addition, a common bandwidth for the recording conditions (sampling). The removal of the lower frequencies, naturally, reduces the range of our recognition system.

For the background noise whose frequencies cannot be eliminated there are not many things that can be done. As long as the signal-to-noise ratio is high then the amount of information carried, and possibly extracted, from the signal is large. This amount of information is approaching zero very rapidly as the noise increases in intensity [56]. So, summarizing the above concerning the environmental noise, we see that the performance of any recognition system operating in a non-controlled environment, and hence ours, is highly dependent on the background noise. The performance may be increased in instances when the intensity of the background noise is small compared to the intensity of the signal i.e. high signal-to-noise ratio. The performance drops rapidly to zero for low signal-to-(environmental) noise ratio. Also, removal of the low frequency components of the environmental noise will not affect greatly the performance of the system because we expect the main frequency components of the signals to be recognized to be above the main frequency components of the background noise (i.e. above 200 Hz).

The second component of the transmission noise is the electrical noise $v(t)$. This noise is generated in all stages of propagation of the electrical signal from the microphone up to the input of the ADC. Concerning the microphone, we observed, from its response characteristics, that its response is non-linear for the various frequencies. It responds, theoretically, to the sound waves from ~50 Hz to ~50 KHz. In useful, practical terms its response is between ~100 Hz and ~13
KHz. The important fact is that, even in this range (0.1 to 13 KHz) its response is non-linear but somehow it has a slightly zig-zag shape. Although we use for our experiments a high-quality, general purpose, omni-directional, moving-coil microphone, its frequency response varies almost stochastically within two levels of amplitude (Figure 3.2). This shows that, during the translation of the sound waves into electrical signals a noise, inherent to all microphones, is added to the signal [19]. For practical purposes, we can assume that this is a "white" noise, i.e. it has a constant spectrum \( S(\omega) = \text{constant} \).
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**Microphone - Frequency Response**

Considering all the electrical circuits and devices used (microphone included), we know that they suffer, invariably, from thermal (caused by the random thermal agitation of electrons in resistive elements) and from random noise (caused by any randomly occurring transient disturbances). The thermal noise is a form of "white" noise and can be treated as such. The random noise may result in "white" noise if there is a high rate of occurrences, or in impulse noise if the rate of occurrences is low. We can assume that the impulse noise is negligible.
In comparison to the "white" noise of the electrical circuits involved, and so, it can be omitted from further consideration. So, summarizing for the second component of the transmission noise, we see that the main component of the electrical noise is a "white" noise, which has an approximately constant amplitude spectrum. Although, under several assumptions, we can reduce the "white" noise in the analog side of the ADC, this reduction will take place at the digital side of the ADC. The main reason for this is because our a priori knowledge about the incoming signal is limited. Another reason is that we can reduce the "white" noise very efficiently by using digital techniques, which may be adaptive.

The third, and last, component of the transmission noise was characterized previously as the 'unknown' noise \( \dot{v}(t) \) (equation 3.2). This 'unknown' noise is of environmental origin but of electromagnetic radiation nature. It is produced by electrical devices and wiring in the proximity of the analog circuits used for the experiments. As an example, we found, during the first stages of the experiments, that the terminals used emitted a low frequency but high intensity electromagnetic radiation. To reduce the effect of the 'unknown' noise, we had to shield the analog circuits. This led to virtual elimination of the 'unknown' noise.

So, summarizing about the transmission noise, we see that it has three components: the environmental, the electrical, and the 'unknown' noise. We can only eliminate effectively the 'unknown' noise by shielding the circuits used. The reduction of the electrical noise will be done using digital techniques (see preemphasis). The background noise is highly unpredictable, and its frequency components above \( \frac{\omega_c}{2} \) can be eliminated selectively (low-pass or bandpass filtering of the signal). For the rest of the frequency components of the background noise, very little can be done.
The second main component of the noise appearing in the input of the digital environment is the quantization noise \( v_q(n) \) which is the result of the quantization process, i.e. the conversion of the continuous input signal into a finite number of discrete values. In the quantization process, usually, the continuous signal is approximated to the nearest allowed digital level. The main concern with the quantization noise is that after quantization there is not any way we can reconstruct exactly the continuous signal. So, care should be taken to have a high signal-to-quantization-noise ratio, \( r_q \). Assuming that all signal levels are equi-probable, and that the quantization error can be described by a uniform probability density function, then it has been shown [52] that

\[
r_q = n^2
\]

where \( n \) is the number of levels used, (i.e. \( n = 2^m \)), and \( m \) is the number of bits used for the quantization. This shows that we can increase \( r_q \) by increasing the word length of the ADC. It can be virtually eliminated by using more than 10 bits for the conversion. For the experiments we use a 12-bit ADC, where the most significant bit is reserved for the sign. That means that in our case \( r_q \approx 60 \) dB, and so the effects of the quantization noise may be considered negligible.

So, from the previous analysis for the various kinds of noise appearing in the output of the ADC, we see that the data received, \( s(n) \), can be approximated by the relation,

\[
s(n) \approx f(n) + v_n(n) + v_l(n)
\]  \hspace{1cm} (3.3)

where

\[
f(n) \quad \text{is the original signal,}
\]
\( v_n(n) \) is the environmental noise, and
\( v_i(n) \) is the electrical noise.

For the above approximation we have assumed that all other components of noise are negligible, i.e. care has been taken to reduce them to an acceptable level so that they will not have any significant effect in the further processing of the signal \( s(n) \). The electrical noise, \( v_i(n) \), is a "white" noise. The nature of the environmental noise, \( v_n(n) \), is unknown.

In section 3.3.2, while we will be examining preemphasis, we will outline how we can further reduce the effect of \( v_n(n) \) and \( v_i(n) \) in the estimation of \( f(n) \) from \( s(n) \).
3.3 Signal Preprocessing

In this section we will examine the steps needed to process the signal in the time domain. Thus, this section covers the signal processing from the output of the ADC up to, and including, the computation of the autocorrelation coefficients. Input into this stage of processing is the sampled data and the output is a vector of coefficients to the main processing stage.

The current stage is broken down into the following four distinct steps: conversion, preemphasis, windowing, and autocorrelation coefficients computation. For each step we reason its necessity, and we explain why some choices were made. The steps taken for the signal preprocessing are depicted in Figure 3.3. The first three steps may be characterized as "signal conditioning" steps. The last step may be characterized as an "intermediate 'feature' computation" step.

![Diagram of signal processing steps](image)

**Figure 3.3**
Signal Pre-processing Steps

3.3.1 Conversion

In this step the output of the ADC is conditioned in such a way so as to be compatible with the computer's internal representation of numbers. There are
two subjects to be discussed here. First, we will reason why the conversion step was necessary, and second, we will describe the conversion used in the implementation of our algorithm.

The output of the ADC used is given by a series of 12 bits, in one's complement notation. The computer used for experimentation represents the signed binary integers in two or four bytes as depicted in Figure 3.4 in two's complement representation.

```
<table>
<thead>
<tr>
<th>sign</th>
<th>magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>s</td>
<td>l-1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>
```

Figure 3.4

Data Representation in Two's Complement

The length \((l+1)\) is given by

\[
(l+1) = 2^m; \quad m = 4.5
\]

An easy conversion for a negative ADC output, at this point, so that the ADC output to be compatible with the computer's representation of integers (two's complement), could be to logically OR the ADC output with a binary constant of the form \(1...10...0\), where the length of the constant is equal to \((l+1)\) and the number of 1's is equal to \((l-k)\), and to add 1 to the result. Assuming that the preprocessing stage could be done by multiplication and addition/subtraction of integers (in preemphasis \(\alpha = 1\), see next topic), this conversion seems the best choice.

By using integer arithmetic the preprocessing stage could be performed faster than by using floating point (FP) numbers arithmetic. The problem is that overflow may occur. Assuming that we reserve 8 bits for the resolution of the
window used, and that the window length is 256 samples, then to cover the complete range of the autocorrelation coefficients we would need 45 bits (sign+(11+8)*2+8), which exceeds by far the available length of 32 bits. This limitation was the main reason to convert the output of the ADC into FP numbers, with format as depicted in Figure 3.5.

<table>
<thead>
<tr>
<th>s</th>
<th>exponent</th>
<th>m a n</th>
<th>t l s s a</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>14</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 3.5

Floating Point Data - Single Precision

In Figure 3.5, s denotes the sign of the mantissa. The exponent is in excess of 200 (octal) notation, and the mantissa is 24 bits long.

The conversion (and normalization, for plotting purposes) of the ADC output into FP was performed using the formula

\[
FP\ data = \begin{cases} 
\text{float}\left(\frac{ADC\ output}{2047}\right) & ; \ MSB = 0 \\
\text{float}\left(\frac{ADC\ output - 4095}{2047}\right) & ; \ MSB = 1 
\end{cases} \tag{3.4}
\]

3.3.2 Preemphasis

The second step in the signal conditioning stage is the preemphasis of the signal. During this step we pass the signal through a digital filter with the purpose of improving the signal-to-noise ratio (SNR). This step, or its equivalent, can be found in the literature under various names such as: matched filter, optimal filter, signal 'whitening', prewhitening, signal flattening, preemphasis,
amplification of high frequencies, etc [7, 29, 37]. The same technique, in its analog equivalent is used extensively in communication systems that employ frequency or phase modulation. In this thesis we adopt the term 'preemphasis'.

The improvement of the SNR, by using preemphasis, is highly desirable and it is invariably used for any sound signal processing. It has been concluded, based on experimental results [21, 23], that the preemphasis of the signal is necessary for any signal processing. With proper preemphasis, the effect of the 'white' noise (equation 3.2) on the signal recognition is virtually eliminated. The low frequency background noise, which usually carries the most of the energy, may also be filtered out. This suggests a preemphasis filter with flat response at the lower frequencies, and an exponentially rising response at the higher frequencies (up to $\frac{\omega_0}{2}$) [52]. So, with proper preemphasis, only the background noise of high frequencies and the signal itself will be further processed.

It has been shown [21] that the preemphasis filter should be a simple first order inverse filter of the form:

$$H(z) = 1 + az^{-1}$$

Let $d$ define the ratio of the highest to the lowest amplitude, with respect to $\omega$, of the power spectral density, $P'(\omega)$ (equation 2.27), of the predicted signal, i.e.

$$d = \frac{\max_{\omega} P'(\omega)}{\min_{\omega} P'(\omega)}$$

Clearly, $d$ is a measure of the spectral dynamic range [30]. An optimal value for $a$, in the sense of minimizing $d$, or equivalently maximizing the spectral flatness, is given by [30]:

[30]:
\[ \alpha = -\frac{R(1)}{R(0)} \]  

(3.7)

where \( R(0), R(1) \) are defined by equation 2.18.

The coefficient \( \alpha \) can be heavily quantized for any value between 0 and \(-\frac{2R(1)}{R(0)}\) so as to reduce the dynamic range of the PSD [21]. Its numerical value depends on the signal being processed. An adaptive preemphasis filter could be the ideal solution. For that, we should first compute the \( R(0), R(1) \) of the signal and subsequently apply the preemphasis filter. The computation of the first two autocorrelation coefficients of the signal is a time-consuming process (Table 3.1). For that, in implementing preemphasis we settle for a fixed value of \( \alpha \). Experimentally, we found that \( \alpha = -0.96 \), determined to be the average of the ratio \( \frac{R(1)}{R(0)} \) of many signals tested. So, the preemphasis filter used is of the form:

\[ H(z) = 1 - 0.96 \, z^{-1} \]  

(3.8)

and the preemphasized signal is given by:

\[ s'(n) = s(n) - 0.96 \, s(n-1) \]  

(3.9)

For a random discrete-time signal passing through a digital filter with a transfer function \( (TF) \) \( H(z) \) the following relations hold [3].

\[ S_{out}(z) = H(z) \, H(z^{-1}) \, S_{in}(z) \]  

(3.10)

and

\[ S_{out}(e^{j\omega T}) = |H(e^{j\omega T})|^2 \, S_{in}(e^{j\omega T}) \]  

(3.11)
Figure 3.6

Amplitude Response of the Preemphasis Filter
Equation 3.11 shows that the PSD of a discrete-time random signal at the output of a digital filter is equal to the PSD of the input signal times the squared amplitude of the filter. From the above, we see that for the preemphasized signal we have:

\[ S_{\text{out}}(e^{j\omega T}) = \left| 1 - 0.98 e^{-j\omega T} \right|^2 S_{\text{in}}(e^{j\omega T}) \]

or

\[ S_{\text{out}}(e^{j\omega T}) = \left[ 1.9216 - 1.92 \cos \left( \frac{2\pi \omega}{\omega_s} \right) \right] S_{\text{in}}(e^{j\omega T}) \] \hspace{1cm} (3.12)

by letting \( T = \frac{2\pi}{\omega_s} \). The plotting of the bracketed term in equation 3.12 is shown in Figure 3.6, evaluated for \( 0 \leq \omega \leq \frac{\omega_s}{2} \). From this plot, we see that the low frequencies are almost eliminated and that the high frequencies are accentuated.

Summarizing this step, we see that the preemphasis of the signal is necessary for further signal processing. Preemphasis of the signal results in improvement of the SNR. The preemphasis filter is a first order inverse filter, which can be easily implemented. The implementation adds approximately 5% overhead in the overall signal processing (Table 3.1). There are some additional advantages of the preemphasis, such as system stability. These will be explained in section 3.4.2 (LP coefficients).

### 3.3.3 Windowing

This is the last step of the digital signal conditioning. In this step the
Incoming signal (data) is partitioned (framed) by using a weighting function of the form:

\[
 w(n) = \begin{cases} 
 w(n) & 0 \leq n \leq N-1 \\
 0 & \text{elsewhere}
\end{cases}
\]  

(3.13)

Windowing can be defined as the time-limited of a non-time-limited signal by using a bound limited multiplicative function (window).

As we have discussed in Chapter 2, the assumed stationarity of the signal may be extended from 200 to 800 samples. Our model was built on the assumption that the signal processing is done piecewise (framewise), and that the temporal variation (from frame to frame) of its 'features' will be used for the recognition of the signal.

For the proper windowing of the signal, there are three subjects to be discussed. First, we discuss the desirable properties of the window function, second we give the reasons why a particular window function was chosen in the implementation of our model, and third, we define the numerical value for \( N \) (i.e. the sample size).

In time domain, the window function should have such a shape so as to smoothly taper (approximately to zero) the data at the sides of the frames. This is because, in estimating the first \( p \) values of the signal within a frame, we use the values of the signal outside the frame, which values we have set, arbitrarily, equal to zero (equation 2.19). If this tapering (smearing) is not done, then the expected error, in predicting the first \( p \) samples, could be large [50], which leads to a large overall predictive error. So, the first property of the window function is to have smooth and low side-lobes in the time-domain. Knowing that the 'features' will be computed from the PSD of the signal, then we should use a window function which could preserve the shape of the signal spectrum. Ideally,
the window function to perform that could have a Fourier transform a pulse at the origin. This, of course, corresponds to a 'white' noise (of amplitude $\frac{1}{2}$) in the time-domain. So, the second requirement is for the window function to have a pulse Fourier transform. These two requirements may define the window function. But they are mutually exclusive, in the sense that there is not any known mathematical function satisfying these two requirements simultaneously. A relaxation of the two requirements should lead in the search of a time-limited function which

1) In time-domain, could have smooth side-lobes and could taper the first $p$ values of the signal close to zero, and

2) In frequency-domain, could have a narrow main-lobe, and smooth and low side-lobes.

This is equivalent to searching for a function which in both the time-domain (bounded) and in the frequency-domain (unbounded) from $-\omega_s$ to $+\omega_s$, has approximately the same shape. This shape is characterized by smooth and low side-lobes, and by a narrow main-lobe.

The rectangular window (equation 2.12) does not satisfy any of the two requirements for the function's shape. In the time-domain, it does not taper the $p$ initial values of a frame. In the frequency-domain, although it has a narrow main-lobe, it has high side-lobes, i.e. it has high ripple ratio, which is the ratio of the maximum side-lobe amplitude over the main-lobe amplitude. For a time window of 02 samples this ratio is approximately equal to 0.22 [3]. This, relatively high, ratio may lead to spectral distortion. A window function which satisfies both relaxed requirements is the Hamming window. In discrete time-domain the Hamming window function is given by:
\[ w(n) = \begin{cases} 0.54 - 0.46 \cos \left( \frac{2\pi n}{N-1} \right) & ; \quad 0 \leq n < N \\ 0 & ; \quad \text{elsewhere} \end{cases} \] (3.14)

The plots of the window chosen in time and in frequency domain are shown in Figure 3.7, and Figure 3.8. The Hamming window satisfies the time domain requirement, in the sense that it tapers the first \( p \) samples in a frame. It also satisfies the frequency domain requirement, in the sense that its Fourier transform has smooth side-lobes, and it has small ripple ratio (\( \approx 0.0082 \), for 62 points, i.e. the maximum side-lobe has an amplitude 42 dB below its peak value) [3]. Its drawback, in comparison to rectangular window, is that it has a wider main-lobe, and it also adds more attenuation. Considering that the Hamming window function satisfies the two requirements (with some drawbacks), we have chosen this function to frame our signals.

So, after the windowing step, the signal to be further processed is given by:

\[ s'(n) = s(n) \cdot w(n) \] (3.15)

where \( s(n) \) in the last equation is the preemphasized signal.

Observing equation 3.14, we see that it is symmetrical over the point \( \frac{(N-1)}{2} \). So, in implementing the data windowing, we reserved \( \frac{(N-1)}{2} \) main memory locations to store the values of the window function up to the value \( n = \frac{(N-1)}{2} \). Because these values are fixed for a given \( N \), they are calculated once, and they are stored in main memory before the signal processing starts.

To determine the value for \( N \), we know (chapter 2) that, for a given sampling frequency (in our case \( f_s = 6.25 \) KHz), the maximum value for \( N \)
should be around 250 samples (assuming stationarity of the signal up to 40 ms). In the computer used for the signal processing, the record length is 512 data points. This led us to choose $N = 256$, which corresponds to half a record length, and it is also in accordance with the analysis carried out previously. For this value of $N$, 128 memory locations are reserved for storage of the values of the window function.

Summarizing this step, we see that the Hamming window function minimizes the mean square error and preserves the PSD shape. In this step we also determined the numerical value for the frame size $N$ ($N = 256$). Implementation requirement for data windowing is 128 main memory locations. Windowing adds (Table 3.1) approximately 5% overhead in the overall signal processing.

### 3.3.4 Autocorrelation Coefficients Computation

The computation of the autocorrelation coefficients ($R$) of the pre-emphasized and windowed signal is the last step of the signal preprocessing. Two subjects are discussed here to cover this step. First, we give an explanation of what the autocorrelation coefficients are, and second, we determine the order of the prediction, $p$. This determination is done in conjunction with the analysis carried in chapter 2, and with the requirements of the environment of implementation.

Equation 1.18

$$R(l) = \left( \frac{1}{N} \right) \sum_{n=1}^{N} s(n) s(n + l)$$

may be modified as:

$$R^*(l) = \sum_{n=0}^{N-l-1} s^*(n) s^*(n + l) ; \quad 0 \leq l \leq p$$

(3.16)
where first, the factor \( \frac{1}{N} \) has been dropped because this factor appears in both sides of the equation 2.17 and hence it can be omitted, second, the upper limit is \((N-1)\) because when we window the signal we, in effect, set the values outside the range zero to \((N-1)\) equal to zero, and third, the signal function \( s(.) \) has been substituted by the windowed function \( s^*(.) \) (equation 3.15). Obviously, \( R^*(l) \) and \( R(l) \) are the same within a factor, i.e.

\[
R^*(l) = N \cdot R(l) \tag{3.17}
\]

(assuming that preemphasis does not alter the validity of equation 2.18, and neglecting it's effect on the values of \( R(.) \)’s). So, instead of computing \( R(l) \), we compute \( R^*(l) \), which we call by the same name, and we will use the same notation (i.e. autocorrelation coefficient and the term \( R(l) \) will refer to both \( R(l) \) and \( R^*(l) \)).

The autocorrelation coefficients and the PSD \( (S(\omega)) \) of a sampled signal (under the assumptions of chapter 2) are related as follows [36,52]:

\[
S(\omega) = \sum_{l=0}^{N-1} R(l) e^{-jl\omega T} \tag{3.18a}
\]

and

\[
R(l) = \frac{1}{\Omega} \int_{-\Omega}^{\Omega} S(\omega) e^{jl\omega T} d\omega \tag{3.18b}
\]
or

\[
R(l) = \frac{1}{N} \sum_{n=0}^{N-1} S(\omega) e^{jl\omega n T} \tag{3.18c}
\]

where \( \Omega = \frac{\pi}{T} \) (i.e. the Nyquist frequency).
For real signals the exponential terms, in the above equations, reduce to cosine terms. From equation 3.18a we see that the PSD of a sampled signal is the Fourier transform of its autocorrelation, i.e. the autocorrelation (in time domain) is the equivalent operation to Fourier transform (in frequency domain). From equation 3.18b we see that \( R(0) \) represents the (average) power of the signal. So, the computed value for \( R(0) \), in any frame, indicates if there is a detectable signal or only noise present. \( R(0) \) may also be used to detect the beginning and the end of a signal. This property of \( R(0) \) was used in the experimental part.

As we mentioned previously, for the computation of the autocorrelation coefficients we use equation 2.16. There are \((p+1)\) autocorrelation coefficients to be computed for each frame of data. So, at this point, we shall determine the order of the prediction \( p \). In implementing equation 3.16, approximately \( N(p+1) \) multiplications and \( N(p+1) \) additions are required. As we see from Figure 3.10 and Table 3.1, the curve of the number of arithmetic operations required for the computation of the autocorrelation coefficients vs the number of poles has a constant slope (slope = \( 2N \)) for \( p \ll N \). This slope decreases slightly for larger \( p \). The slope of the other steps is at most \( N \). So, in determining the value of \( p \), the overhead being inserted for the computation of autocorrelation coefficients is considered heavily. From the above analysis we see that the overhead added to the system for the computation of the autocorrelation coefficients is relatively high. Hence, the upper bound for \( p \) should coincide with the absolute minimum bound required, so as to increase the efficiency of the system. From Figure 2.3 we see that the curve of the minimum normalized error vs the number of poles has a small slope for \( p > 4 \). So, \( p = 4 \) is the lower minimum requirement. Experimentally, we have found that we take good recognition results by using only the fundamental and the first two harmonic
frequencies of the signal. We reserved an additional frequency for tolerance.
With that, \( p = 10 \) is the upper minimum requirement, which conforms with the
requirement \( p \geq 4 \). Increasing \( p \) beyond 10, we found experimentally only a
slight improvement in the results, and for purely stationary signals we did not
find any improvement. Considering the overhead added for the computation of
the autocorrelation coefficients we decided to set \( p = 10 \). This decision was
supported also by considering the additional memory required for increasing \( p \).
For each frame processed, we reserve \((p+1)\) memory locations for the auto-
correlation coefficients and \( p \) locations for the linear prediction coefficients \( a \).
So, for the whole signal, which may be extended over many frames, the saving in
computer memory may be considerable. Hence, with the above reasoning we
choose \( p = 10 \), which represents the minimum requirement.

From Table 3.1 we see that, for \( p = 10 \), the load to the computer for the
calculation of the autocorrelation coefficients only is \( \sim 54\% \) of the total load.
From that we see that a parallel computer architecture should be considered for
the signal processing.

Summarizing this step, we see that the computation of the autocorrelation
coefficients is a compute intensive process. Mainly because of that, we selected as
the order of prediction the upper minimum value defined from the analysis in
chapter 2, i.e. we selected \( p = 10 \). The values of the autocorrelation coefficients
will be passed to the next step of the signal processing, where they will be used to
compute the linear prediction coefficients of the predictive filter. The \( R(0) \)'s
will be also used as an end-detector.
3.4 Signal Main-Processing

In the second stage of the signal processing we cover the steps taken for the signal processing working first on the covariance domain, and second on the frequency domain. This stage covers the signal processing from the computation of the autocorrelation coefficients up to the computation of the 'features'. The input to this processing stage is a vector of autocorrelation coefficients and the output is a vector of 'features'. By 'features' we mean the location on the frequency axis of the relative maximum power concentration.

Four steps characterize this stage, namely: the end detection, the normalization of the autocorrelation coefficients, the computation of the LP autocorrelation coefficients, and the computation of the 'features'. These steps are depicted in Figure 3.9. Each step is examined, in detail, separately. For each step we reason for its necessity. We also reason why some choices were made. In analyzing the steps of this stage we take heavily into consideration the computer time/memory required for implementation.

Figure 3.9
Signal Main Processing Steps
3.4.1 End-Detection - Normalization

The last step of the preprocessing stage is the computation of the autocorrelation coefficients $R$'s. The computed values are passed to the main processing stage. In the first two steps in the main-processing stage we use the computed values of $R(0)$ as an end-detector, and we also normalize the autocorrelation coefficients with respect to $R(0)$. We included the end-detection and normalization steps in the main-processing stage for two reasons. First, because their operands belong to the covariance (autocorrelation) domain. This is in accordance with the classification of the stages according to the domain of the operands done previously. Second, in a multi-processor environment we could dedicate one of the processors to compute the autocorrelation coefficients only. In such a case, a relatively simple processor could perform this computation which is compute intensive.

In the end-detection step, the values of the $R(0)$'s are used to detect the beginning and the end of the signal. This detection is done framewise, i.e. we detect in which frame the signal starts/ends, but we do not have any information about the particular sample within the frame the signal starts/ends. The computed values of $R(0)$'s are also used to determine the existence of a signal in a frame. As we mentioned in the previous step, the value $R(0)$ represents the intensity (average power) of the signal in a frame. The end-detection is accomplished by comparing the value of the incoming $R(0)$'s with a threshold value. The threshold level value is fixed in our algorithm, and it represents the upper limit of the noise intensity found in the environment during the experimentation stage. We experimentally found that the noise intensity was affecting only the four least significant bits (out of 11) when sampled. So, the threshold level was set at the approximate value $0.0001 \left( \frac{2^{11} - 2}{2^4} \right)$. 
By comparing the incoming values for \( R(0) \)'s with a threshold level, we take the following decision. If \( R(0) > \) threshold then we proceed to the signal processing. If \( R(0) \leq \) threshold then we signal to the previous stage to stop computing the rest of the autocorrelation coefficients for that frame.

In the normalization step we use the values for \( R(0) \) to normalize all the autocorrelation coefficients. The following relation holds:

\[
R(0) \geq | R(l) | \quad ; \quad 0 \leq l \leq p
\]  

(3.10)

Normalization of the autocorrelation coefficients does not affect the solution of the system of equations 2.19, but it does have an effect on the minimum error (equation 2.21). Knowing that the minimum error is a monotonic function of \( p \) and using equation 3.19 we take for the normalized total least-squared error

\[
| E_m | \leq 1
\]

(3.20)

From the last equation we see that normalization of autocorrelation coefficients gives a common measure (in all frames) for the \( E_m \). This common measure was used to test the validity of the implemented algorithm. The normalization step is also useful in the sense that, for various signal intensities, we take \( R(0) = 1 \). So, in further processing, we have a marginal speed-up because multiplication/division by \( R(0) \) is not necessary.

Summarizing these two steps we see that our end-detection scheme uses a threshold level. The normalization of the autocorrelation coefficients results in the normalization of the minimum MS error. We implemented the normalization of the autocorrelation coefficients because it resulted in faster (in the order of a fraction of a percentage point) processing.
3.4.2 Linear Prediction Autocorrelation Coefficients Computation

In this step the normalized autocorrelation coefficients ($R$'s) are used to compute the LP autocorrelation coefficients (LPAC) ($a$'s). To cover this step we, first, explain the algorithm used for the computation of the LPAC's, and, second, we examine some aspects of the stability of the system of linear equations.

The computation of the LPAC's is done using equation 2.17,

$$\sum_{k=1}^{p} a_k R(l-k) = R(l); \quad 1 \leq l \leq p$$

which can be written as:

$$R_{p \times p} a_p = r_p \quad (3.21)$$

where

$$R_{p \times p} = \begin{bmatrix} R(0) & R(1) & R(2) & \cdots & R(p-1) \\
R(1) & R(0) & R(1) & \cdots & R(p-2) \\
R(2) & R(2) & R(0) & \cdots & R(p-3) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
R(p-1) & R(p-2) & R(p-3) & \cdots & R(0) \end{bmatrix}_{p \times p}$$

and

$$a_p = [a_1, a_2, \ldots, a_p]^t$$

and

$$r_p = [R(1), R(2), \ldots, R(p)]^t$$

The unknown $a$'s are computed using the following (Durbin's) recursive formulae [17]

$$a_s^* = \frac{R(s) - \sum_{k=1}^{s-1} a_{s-k}^* R(s-k)}{1 - \sum_{k=1}^{s-1} a_{s-k}^* R(k)}; \quad s = 1, 2, \ldots, p \quad (3.22a)$$
\[ a_r^s = a_{r-1}^s + a_s a_{r-1}^{s-r} ; \quad r = 1, 2, ..., s-1 \]  
\( (3.22b) \)

with initial value:

\[ a_1^1 = -R(1) \]  
\( (3.22c) \)

In the above equations, the quantities \( a_s^1, ..., a_s^s \) are the LPAC's of order \( s \), while the \( a_2^2, ..., a_p^p \) are estimates of the partial LPAC's. The computation of \( a \)'s (equation 3.21), which correspond to \( -a_r^r (r=1,2,...,p) \) in the recursive formulae, can be implemented in a computer environment very efficiently. The algorithm used for that is explained, in detail, in Appendix A.1.

As we see from Table 3.1 the number of calculations needed for the computation of the \( a \)'s is of the order \( O(p^2) \). This means that, for \( p \ll N \), the time required for the computation of the LPAC's is very small compared to the time required to compute the \( R \)'s (\( O(Np) \)). The load to the system for the computation of the \( a \)'s is approximately 2.5% of the overall load, and the memory required to implement Durbin's algorithm is of the order of \( O(p) \).

From the above we conclude that we can solve the system of equations 3.21 relatively (to the other steps) very fast using a general purpose computer.

One criterion for the stability of the system 3.21 is the numerical value of the determinant of the square matrix. Observe that

\[ a_p = R_p^{-1} r_p \]  
\( (3.23) \)

where

\[ R_p^{-1} = \frac{[\text{cofactors}]}{\Delta R_p} \]  
\( (3.24) \)

So, if the determinant of the square matrix is a very small number, we should expect ill-conditioning of the system 3.23. The matrix \( R_p \times p \) is a positive
semi-definite matrix [50]. For the determinant of \( R_p \times p \), the following relations hold [37]:

\[
0 \leq \Delta R_p^{\times p} \leq 1
\]  

(3.28)

The upper equality is true for orthogonal data (i.e. \( R_p \times p \) is a diagonal matrix), and the lower equality is true for linearly dependent data.

It has been found experimentally [24] that there is a significant autocorrelation between adjacent samples. This means that for most of the signals, we should expect

\[
\Delta R_p \times p \to 0
\]  

(3.28)

The above relation introduces instability to the system of equations 2.17, i.e. a small fluctuation in the values of \( R \)'s may have a large effect on the computed values for the LPAC's. This fluctuation may be the result of the word length of the computer (truncation/rounding). It has been suggested [45] that, given sufficient computer word length, the system is stable. We, experimentally, found that the system was unstable, but this did not have a big effect on the resulting shape of the PSD. These results were taken by using preemphasis. Without preemphasis, we found that the system was extremely ill-conditioned. Small variations on the \( R \)'s did not only affect the \( a \)'s but, also, the resulting PSD's did not have similarities. So, preemphasis of the signal results in decreasing the ill-conditioning of the system. This is an additional (to the reasons given in section 3.3.2) reason for implementing preemphasis. This implies that, for the same system stability, the computer word length required may be reduced by using preemphasis.

As a measure for testing the ill-conditioning of the system we can use the
variation of $E_m$ (equation 2.21). We mentioned previously that the $E_m$ is a monotonically decreasing function of $p$, i.e.

$$E_m^p \leq E_m^{p-1} \leq \cdots \leq E_m^1$$  \hspace{1cm} (3.27)

where the superscripts denote the order of estimation. So, we can calculate the various $E_m^k$'s ($k = 1, 2, ..., p$), and upon finding that relation 3.27 is not satisfied, we can deduce the ill-conditioning of the system. Observe that the partial LPAC's (i.e. of order less than $p$) are calculated as an intermediate step on the recursive algorithm (equation 3.22b). This test is not an exhaustive test and gives only a partial measure of the stability of the system. It was implemented in our algorithm because it can be done fast and requires only $p$ memory locations for each frame processed.

To conclude this step we see that a fast algorithm (Durbin's) is used to compute the $a$'s from the $R$'s. The order of the calculations required is $O(p^2)$ and of the memory required is $O(p)$. The system appears to be ill-conditioned. A fast, but not exhaustive, test for the system instability was implemented. To complete this step we add to the computer system an additional load less than 2.5% of the overall load.

3.49 'Feature' Computation

This is the last step of the main processing stage. In this step we compute the 'features' for each frame of the signal, where we have defined as 'feature' a vector of the peak locations of the PSD. To complete this step, first, we evaluate the PSD of the signal in a frame using the LPAC's, and second, we make peak picking from the resulting PSD. A vector of LPAC's is the input in this step. It
outputs a vector of the location, on the $\omega$-axis, of the PSD peaks. For the analysis below the computer time/memory requirements for this step are considered.

The PSD evaluation of a signal frame is done using equation 2.27. Rewriting this equation we take:

$$P'(n \Omega) = \frac{1}{\rho(0) + 2 \sum_{k=1}^{p} \rho(k) \cos(kn \Omega)} \quad (3.28)$$

where

$$\rho(k) = \sum_{l=0}^{p-k} a_l a_{l+k}; \quad a_0 = 1$$

$$0 \leq n \leq \frac{L}{2} - 1$$

$$\Omega = \frac{2\pi}{L}$$

and $L$ is the number of discrete points on the $\omega (= n \Omega)$-axis spanning the frequency range $0 \rightarrow \omega_s$. The function $P'(n \Omega)$ is evaluated on the upper unit semi-circle (i.e. on $e^{jn \Omega}$). This is done because the function $P'(n \Omega)$ is even and periodic (as we have mentioned in chapter 2).

For each frame we use $(\frac{L}{2})$ discrete frequency points to cover the baseband $0 \rightarrow \frac{\omega_s}{2}$. We have chosen $L = N = 256$. Hence, two adjacent points of the PSD are $24$ Hz apart (3125 Hz / 128 points). This resolution was a compromise between the computer time required for the evaluation of the PSD and the precision of the algorithm. As we see from Table 3.1, the slope of the curve [number of calculations required for the PSD evaluation] vs $N$ is equal to $(\frac{p}{2} + 1)$. For
\( p = 10 \), this slope is equal to 6. If we double the points in which we evaluate the PSD, this could result in a six-fold increase in the required computer time for the evaluation of the \( P'(n \Omega) \). So the trade-off done in this step is between the speed of processing and the accuracy of the results.

Equation 3.28 shows that, for the evaluation of the estimated PSD we perform an autocorrelation on the LP autocorrelation coefficients with the addition that we weight the partial sums. The weighting function is \( \cos(kn \Omega) \) (or 1). From this we see that, in a multiprocessing environment, the processors dedicated for the computation of the \( R \)'s and the ones dedicated for the computation of the \( P'(n \Omega) \)'s could have the same architecture. This architecture could be simple because of the limited number of instructions needed to perform the autocorrelation.

Again from equation 3.28 we observe two additional things. First, the values of the weighting function, used over and over for all frames, are fixed for all frames, and second, the values of the autocorrelation of the LPAC's, used over and over within a frame for various weights, are also fixed (for one frame). From the first observation we conclude that we can store in an array (of dimension \( \frac{L}{2} \times p \)) in memory the values of the weighting function. These values may be stored permanently in memory because they are used for all frames. From the second observation we conclude that a temporary storage is required (length \( \frac{p^2}{2} \)) to store the values of the autocorrelation. These values change from frame to frame.

The computed values of the PSD of a frame are stored temporarily in memory (\( \left( \frac{L}{2} \right) \) memory locations required). On this data we perform the peak picking. The algorithm implemented to perform the peak picking is simple and
works as follows: if in a given frequency the amplitude of the PSD is larger than
the amplitude of the PSD in the two adjacent frequencies then we consider this
as a peak. In an array we store the peak's frequency, their weight, and the total
number of peaks found in a frame. This tri-dimensional array is passed to the
post processing stage. The problem with this algorithm is that two characteristic
frequencies located close to each other (in the range of 36 Hz) will not be dis-
tinguished. For pure sounds whose fundamental frequency is in the range of a
few hundred Hz this problem does not appear, and the results taken are satisfac-
tory. For more complex sounds, this problem can be easily detected in that not
all peaks may be found (Tables 4.1, 4.2, 4.3).

Concluding this step we see that the PSD is computed using the LPAC's
evaluated in the previous step. The peak picking is done on the PSD. 'Features'
passed to the post processing stage is a vector defining the location of the peaks.
In addition to this vector, the amplitude and the number of the peaks found as
well as the normalized error of the frame are passed to the next stage. Depend-
ing on the accuracy of the results desired, implementation of this step may result
in extremely large computer time consumption, and in a large number of memory
locations required to store the data. In our implementation we chose a relatively
small number of points to evaluate the PSD. After this choice, implementation
of this step added approximately 28% load on the overall computer load. The
memory required for storage of permanent and temporary data is of the order of
\[ O \left( \frac{Lp}{2} \right) \], or approximately 1500 memory locations.
<table>
<thead>
<tr>
<th>Routine</th>
<th># of operations</th>
<th>no. of operations</th>
<th>%</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><em>/</em> + -</td>
<td>*/ + -</td>
<td>*/</td>
<td>*+</td>
</tr>
<tr>
<td>Read and convert</td>
<td>$N$ / $\frac{N}{2}$</td>
<td>256 / 128</td>
<td>4.9</td>
<td>2.8</td>
</tr>
<tr>
<td>Preemphasis</td>
<td>$N$ / $N$</td>
<td>256 / 256</td>
<td>4.9</td>
<td>5.6</td>
</tr>
<tr>
<td>Window</td>
<td>$N$ / -</td>
<td>256 / -</td>
<td>4.9</td>
<td>-</td>
</tr>
<tr>
<td>Autocorrelation</td>
<td>$N(p+1)$ / $N(p+1)$</td>
<td>2816 / 2816</td>
<td>55.8</td>
<td>61.3</td>
</tr>
<tr>
<td>LPAC Coefficients</td>
<td>$p^2 + 2p - 3$ / $p^2 + 2p - 3$</td>
<td>117 / 117</td>
<td>2.2</td>
<td>2.5</td>
</tr>
<tr>
<td>Transfer Function</td>
<td>$\frac{L}{2} (p+2) / \frac{L}{2} p$</td>
<td>1536 / 1536</td>
<td>29.3</td>
<td>27.8</td>
</tr>
<tr>
<td>Totals $(L = N)$</td>
<td>$\frac{N(3p+10)}{2} + p^2 + 3p - 3$ / $\frac{N(3p+5)}{2} + p^2 + 2p - 3$</td>
<td>5247 / 4597</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Legend:

$L$ = resolution of the PSD

$N$ = number of samples per frame

$p$ = number of poles

Table 3.1

Statistical Analysis of the Required Average

Number of Computer Operations per Frame
Figure 3.10

Computer Operations vs # of poles
3.5 Signal Post-Processing

The signal post processing stage is the final stage of the overall signal processing. The input to this stage is a set of 'features' derived in the previous stages. The main 'features' of the signal is a vector of the peaks' frequency for each frame. Additional information referring to the signal and used in this stage include, first, the temporal range of the whole signal, second, the relative power in a signal frame, third, the amplitude of the normalized error in a frame, and fourth the absolute amplitude of the peaks. The above 'features' are used for possible signal identification (labeling). The decision taken by the algorithm for the nature of the signal is the output of this stage.

The overall search algorithm for the signal labeling is as depicted in Figure 3.11. The two branches of the search algorithm are the fixed and the adaptive template matching. The fixed template matching deals with time-invariant signals, and the adaptive template matching with repetitive sound signals. These two branches will be examined next separately.

3.5.1 Fixed Template Matching

The first test the post-processing algorithm performs on the signal frames 'features' is the comparison of the normalized minimum frame error with a threshold level. Experimentally we set this threshold value equal to 0.55. When the normalized error in a frame is larger than the preset threshold value, then the algorithm does not process the information for this frame further. The reason for this is that the parameters derived for a segment of the signal do not correspond
Figure 3.11

Compact Flowchart for the Signal Post Processing
to the real parameters of the signal segment. This becomes obvious when we consider that when the normalized minimum error is (ideally) equal to zero, then the parametric modeling is absolutely successful. On the other hand, when the normalized minimum error is equal to one, then the parametrization of the signal is absolutely unsuccessful.

Experimentally we found that there are two main factors which may influence the magnitude of the normalized minimum error in a frame. These factors are: first, is the signal-to-noise ratio, and second the dynamic range of the signal. The larger the signal-to-noise ratio or the dynamic range of the signal, the smaller is the normalized minimum error in a frame.

The algorithm considers that the parametrization of the signal is partly successful when $E_m < 0.55$, and it continues processing the 'features' of the frame, otherwise it aborts the processing and continues with the next frame.

The second test the algorithm performs is the checking for repetition of peaks in successive frames. When the algorithm detects a repetition of peaks, then it branches to the fixed template matching test, otherwise it branches to the adaptive template test.

In the fixed template testing, the signal 'features' are matched against a collection of reference templates. The reference templates, of which each one consists of a vector of the peak's frequency, and a vector of their magnitude, are stored in the memory of the machine. They have been created by the repetition of similar sounds and by averaging the outcome of the parametrization process.

Similarity of the reference template and of the test (signal) frame is defined as the distance of two vectors, having as components the location of the peaks on the $\omega$-axis. The distance is measured in the following manner:

$$\text{distance} = \| \text{(reference template peaks)} - \text{(signal frame peaks)} \|$$
The algorithm considers the signal frame similar to the template framer if the distance is less than a threshold. The numerical value for the threshold has been determined experimentally and, in our case, it has been set equal to nine.

The acceptance or the rejection of the similarities is further tested by weighting the corresponding distances by the absolute magnitude of the peaks using the formula:

\[
\text{score} = \frac{\sum <sf > \cdot \text{template' s absolute magnitude}}{\sum \text{template' s absolute magnitude}}
\]

where

\[
<sf > = \begin{cases} 
0 & \text{for non similar frequencies} \\
1 & \text{for similar frequencies} 
\end{cases}
\]

Two frequencies (template's and signal's) are similar if they are no more than 3 points apart. The score above is a weighting function. It weights the various absolute amplitudes stored in the templates with the similar frequencies.

The algorithm considers the reference template and the signal frame as similar when

\[
\text{score} > \text{threshold_score}
\]

From experiments we found that the value 0.5 for the threshold_score gives good results, and thus we used this value in our algorithm. An observation at this point referring to the formula for the score is that the algorithm assumes similarity even when the reference template and the test template have only one peaks' frequency in common, with the understanding that the absolute amplitude of this frequency is at least as large as the total amplitude of the other peaks. This is a drawback of the algorithm, and it may be deceived in the respect that it will recognize a signal as similar to a certain template although theis not any
similarity. Experimentally we did not find this to be the case, but it may be.

The algorithm considers the similarity unambiguous when score > 0.99. When 0.5 < score < 0.99 then this frame is conditionally accepted as similar to the reference template. In the case of the conditional similarity, the algorithm searches all the frames (from signal start to signal end) for conditional similarities and weights the total score in all frames. If the total score is at least half the possible maximum score, then this signal is accepted as similar to the reference signal.

An observation on the exhaustive algorithm is that in case of a non highly contaminated by noise signal (as the one shown in Figure 4.8) the algorithm recognizes the signal pattern from the first test and so it does not proceed with additional tests. But in case when the signal-to-noise ratio is relatively small, then the additional steps are necessary so that the final decision of the algorithm be as consistent as possible.

As it becomes clear from the previous discussion, the fixed template matching part of the algorithm deals with real time-invariant signals. The sound signals may include a telephone ring, a fire alarm, the honk of a car, a ring of a door bell, etc. The common characteristic of this set of signals is that as long as the sound generator is activated, then the sound produced has almost constant frequency components. Experimentally we found that at the very beginning and at the very end of the signal, when we have a transition period, the signal is not time-invariant (as expected). This was taken into account by the algorithm, and in some cases the boundary signal frames were disregarded. Another experimental observation is that when the signal starts in approximately the middle of a frame, then the frequency components in that frame are, usually, sharper than the frequency components in the frames which are composed entirely from the
time-invariant signal.

For the implementation of the fixed template test of the algorithm, the computer memory required is \( kp \), where \( k \) is the number of time invariant signals whose 'features' have been stored in the machine. The CPU time required is negligible compared to the time required for the rest of steps for the signal processing (a fraction of a percentage point of the overall load).

### 8.5.2 Adaptive Template Matching

The adaptive template matching part of the algorithm attempts to recognize time-varying signals which are repetitive in time. In the adaptive template matching algorithm, fixed reference templates have not been stored in the machine. For the implementation of this algorithm, the 'features' for all the frames of the signal are needed. Also, the relative power of the frames is used. The algorithm picks one frame, among all the frames in the signal, with the smallest normalized minimum error, and considers it as the reference template. It tests the 'features' of the so chosen frame with the 'features' of the template with the second smallest normalized minimum error. The distance of the 'features' is measured the same way as in the fixed reference template algorithm. If this distance is less than the threshold level, then it measures the temporal distance between the reference and the frame under test. If the temporal distance is less than a threshold period of time, then it disregards this template as being part of the same excitations of the sound generator, and continues with the frame with the next greater normalized minimum error, and so on. If the temporal distance is greater than a threshold period of time, then the algorithm assumes that the frame under test belongs to another excitation of the same sound generator, it
considers the outcome as a success, and it continues the search with the next frame with the next greater normalized minimum error and so on.

The threshold period of time was set experimentally. During the experiments we observed that a freely vibrating sound generator keeps its characteristic frequencies for a very short period of time. For one or two frames at most, after each excitation, the same frequency components appear in the PSD. After that the PSD becomes flatter with each frame, and after, at most four frames, the sound is degenerated and no characteristic frequencies were observed. After these observations, we set the threshold period of time equal to 80 ms (4 frames distance).

The computer time required for the implementation of the adaptive template matching algorithm is very small compared to the other steps. The memory required is of variable length and depends on the length of the signal. If we assume that the sound goes on for 2 s, then the memory required is approximately 500 memory locations.
3.6 Conclusions

In this chapter we examined all the necessary steps taken for the signal processing. We separated the overall signal processing in three main stages: the pre-, the main-, and the post-processing depending on the domain of the variables the algorithm operates upon. Deterministic values were given for the two variables left undefined in the model building stage; namely the order of parameters and the frame size. The back end of the algorithm uses as main 'features' a vector of peak locations for each frame. Supportive components to this vector are the power distribution and the normalized minimum error (framewise). Finally, for each step taken the CPU time and the memory required were estimated.
CHAPTER 4

RESULTS - DISCUSSION

4.1 Results

The algorithm described in the previous chapter was implemented on a PDP 11/45 mini-computer supported by an ADC, a user's control device (Figure 4.18), and a microphone (Figure 4.1). The software used can be found in Appendix B of the present thesis. Table 4.1 shows the results of the implemented algorithm scheme. These results were taken with 6.25 KHz sampling rate, single-precision FP arithmetic, SNR $\geq 0$ dB, and resolution for the PSD equal to 256 points/frame.

![Diagram](image)

Figure 4.1

Block Diagram of the Hardware Set-up for Testing the Algorithm

We arrived at the following conclusions from the experimental part:

a) No significant improvement in the results was observed when the sampling frequency was increased from 6.25 KHz to 10 KHz.
b) The stability of the system of equations 2.20 was not affected when we used
double-precision FP arithmetic instead of single-precision.

c) For SNR $\geq 0$ dB the results taken are as shown in Table 4.1. For SNR $< 0$
dB the success rate of the algorithm dropped almost exponentially.

d) For PSD resolution of 256 points/frame, some peaks were not found by the
algorithm (see Tables 4.2, 4.3, and 4.4). This was due to either because the
peaks were very close to each other or the PSD was very flat close to the
particular peak. By increasing the PSD resolution to 1024 points/frame,
almost all the peaks were found by the algorithm.

The noise in the room, where we performed the experiments, was measured
over a 24 hours period in half an hour intervals. From the data taken, the aver-
age intensity (per frame) of the noise in the room was approximately 0.00006
$V^2$. This is the average value for $R(0)$'s, and it corresponds to approximately 30
dBs in sound intensity (assuming that the amplification factor of the amplifier
used was equal to 425).

4.2 Analysis of the Results

4.2.1 Time Invariant Signals - Fixed Template Matching

As we see from Table 4.1 the algorithm was successful 100\% of the times in
recognizing time-invariant signals. These signals consisted entirely of telephone
rings from various distances from the recording microphone.

The part of the algorithm dealing with time-invariant signals is the fixed
template matching, and it is described in detail in section 3.5.1. It matches refer-
ence templates (which have been stored in the machine) with signal templates.
An example of a time-invariant signal (telephone ring) is shown in Figure 4.2. The signal-to-noise ratio for this signal is approximately 15 dB in all frames. 20 successive frames of this signal and their respective PSD (both normalized) are shown in Figures 4.3 to 4.6. As we see from these figures, the characteristic frequency of the signal of approximately 1282 Hz appears in all frames. The peak frequencies of the templates stored were 1275, 1867, and 2900 Hz.

4.2.2 Time-varying Signals - Adaptive Template Matching

The adaptive template matching algorithm (section 3.5.2) was used for the recognition of repetitive sound signals. These signals were produced by repetitively knocking on various surfaces. We experimented on knocks on wood, on plastic, and on metal. An example of a repetitive sound signal is shown in Figure 4.7. There are not any reference templates for the signals to be recognized. The algorithm constructs a reference template from the frame with the least minimum error. From this frame, the frequency of the three most significant peaks of the PSD are extracted and used in the template. The reference template is used then to match the remaining frames accordingly to the algorithm as explained in section 3.5.2.

As an example the algorithm was successful in recognizing the time-varying signal shown in Figure 4.7. Frame 11 was used as the reference template in the adaptive template algorithm. The characteristic frequencies of the signal frames 2 and 20 were successfully matched against the characteristic frequencies of the reference template (502 and 1127 Hz). The signal-to-noise ratio in this signal has a maximum value of 30 dB (in frame 11), and a minimum value of 16 dB (in frame 1).
In Figure 4.12 another time-varying signal is shown. The algorithm failed to recognize this signal because the smallest value for the minimum normalized error $E_m$ in the 20 frames was greater than the threshold value of 0.55. The smallest value for $E_m$ among the 20 frames is in frame no. 15 and it is equal to 0.69. As we observe from Figures 4.13 to 4.16 the PSD of all the frames of this signal is very flat in comparison to the PSD of the two previous signals. This is in accordance with the curves of Figure 2.3, where it is clearly shown that noisy (flatt) signals have a large $E_m$. The maximum value of the SNR in this signal is -26 dB (frame 10), and the minimum value is -15 dB (frame 4).

<table>
<thead>
<tr>
<th>Signal</th>
<th># of signals tested</th>
<th># of successes</th>
<th># of failures</th>
<th>% success</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-invariant</td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Time-varying</td>
<td>284</td>
<td>187</td>
<td>97</td>
<td>66</td>
</tr>
<tr>
<td>Total</td>
<td>304</td>
<td>197</td>
<td>97</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1
Results of Recognition

4.2.3 Model Verification

The validity of the modeling was verified using a digital waveform analyzer (Precision Data 6000, Universal Waveform Analyzer). This analyzer employs Discrete Fast Fourier Transform (DFFT) for the frequency analysis of the signals, and the window function used is a Hamming window. Short-time analysis (zero-
crossings) was also used to verify the modeling part of the algorithm.

4.2.4 Further Characterization of the Signals by Using Image Processing Techniques

Using image processing techniques (emulation of a vocoder), we arrived in the following inconclusive result. The time-varying signals (in the test case these signals were repetitive knocks on various surfaces) showed a characteristic pattern related to the material the sound generator is composed of. This characteristic pattern of the signals is that when the sound settles (trailing edge) then consistent patterns of frequencies were observed. When these patterns were observed the surface was vibrating freely. These patterns were different than the patterns generated when the surface was forced vibrating.

These distinct patterns are shown in Figures 4.17a and 4.17b. In each of these Figures, which one consists of five independent repetitive sound signals, the evolution of frequencies in time is shown. The vertical axis spans the frequency range from 0 to 3.125 KHz. In the horizontal axis, for each signal, 80 successive frames are plotted. The duration of each frame (in time domain) is approximately 10 ms. The different colors in these Figures signify the intensity (amplitude) of the frequencies. The black color indicates the smaller frequency amplitudes, and the white color indicates the higher amplitudes. The intermediate frequency intensities are shown in the scale of colors:

(black) - red - green - yellow - blue - magenta - cyan - (white).

Table 4.5 shows the frame number in which the stimulus was applied to the sound generator (beginning of signal).
The above observation is clearly visible in the Figures 4.17a and 4.17b. From these Figures we see that we have two concentrations of frequency amplitudes evolving in time. The concentration in the lower frequencies corresponds to the forced vibrations, and the concentration in the higher frequencies corresponds to the free oscillations of the sound generator. We have used the former patterns for the recognition scheme of the algorithm. The latter patterns may be used to further identify the sound generator. It is visible that the lower frequencies occur earlier than the higher frequencies which are attributable to bulk oscillations of the material (e.g., wood or metal or plastic). Figure 4.17a shows five independent knocks on wood, and Figure 4.17b shows five independent knocks on metal. From these Figures we see that the average frequencies of the knocks on metal are marginally higher than the average frequencies of the knocks on wood. This is true for both the forced and the free oscillations.

The inconclusiveness of this result is that the minimum normalized error of the frames containing the trailing edge of the sound is quite high (above 0.5). The reason for this is that the signal-to-noise ratio in these frames is, in comparison to the other frames, very small.

Nevertheless, the upwards shifting of frequencies when the material was allowed to oscillate freely, was consistently observed for all the cases.

Further investigation of this subject (using more precise hardware) may shed more information about the signal and its generator, so that a sound pattern recognition scheme may be devised giving superior results than the scheme we employed in our algorithm.
<table>
<thead>
<tr>
<th>Frame</th>
<th>Peak</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>1262</td>
<td>1667</td>
<td>2953</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>10.75</td>
<td>1.56</td>
<td>4.61</td>
</tr>
<tr>
<td>2</td>
<td>588</td>
<td>1275</td>
<td>1667</td>
<td>2941</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>31.05</td>
<td>2.26</td>
<td>4.82</td>
</tr>
<tr>
<td>3</td>
<td>527</td>
<td>1275</td>
<td>1642</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>18.76</td>
<td>4.81</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>416</td>
<td>1275</td>
<td>1654</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>8.47</td>
<td>27.59</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>135</td>
<td>1275</td>
<td>1703</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>110.59</td>
<td>0.58</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>502</td>
<td>1250</td>
<td>1672</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>27.14</td>
<td>2.32</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>490</td>
<td>1262</td>
<td>1642</td>
<td>2855</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>141.53</td>
<td>1.35</td>
<td>0.88</td>
</tr>
<tr>
<td>8</td>
<td>576</td>
<td>1275</td>
<td>1630</td>
<td>2206</td>
</tr>
<tr>
<td></td>
<td>0.13</td>
<td>115.70</td>
<td>1.10</td>
<td>0.12</td>
</tr>
<tr>
<td>9</td>
<td>406</td>
<td>1275</td>
<td>1642</td>
<td>2426</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>15.28</td>
<td>7.01</td>
<td>0.26</td>
</tr>
<tr>
<td>10</td>
<td>400</td>
<td>1275</td>
<td>1642</td>
<td>2145</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>161.02</td>
<td>0.87</td>
<td>0.05</td>
</tr>
<tr>
<td>11</td>
<td>502</td>
<td>1287</td>
<td>1630</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.07</td>
<td>23.07</td>
<td>1.70</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>404</td>
<td>1275</td>
<td>1661</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>91.25</td>
<td>1.91</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>306</td>
<td>1262</td>
<td>2010</td>
<td>3002</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>12.20</td>
<td>0.46</td>
<td>6.17</td>
</tr>
<tr>
<td>14</td>
<td>551</td>
<td>1275</td>
<td>1680</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.13</td>
<td>10.51</td>
<td>6.98</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>588</td>
<td>1275</td>
<td>1703</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.07</td>
<td>66.39</td>
<td>0.17</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>392</td>
<td>1262</td>
<td>1667</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.13</td>
<td>5.83</td>
<td>3.05</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>135</td>
<td>1275</td>
<td>1716</td>
<td>2610</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>38.81</td>
<td>0.88</td>
<td>0.37</td>
</tr>
<tr>
<td>18</td>
<td>270</td>
<td>1275</td>
<td>1654</td>
<td>2426</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>75.89</td>
<td>1.22</td>
<td>0.17</td>
</tr>
<tr>
<td>19</td>
<td>208</td>
<td>1275</td>
<td>1630</td>
<td>2941</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>74.26</td>
<td>0.88</td>
<td>1.20</td>
</tr>
<tr>
<td>20</td>
<td>319</td>
<td>1280</td>
<td>1642</td>
<td>3040</td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td>22.08</td>
<td>2.67</td>
<td>4.24</td>
</tr>
</tbody>
</table>

Table 4.2

Peak’s Location and Absolute Magnitude
for the Time-invariant Signal of Fig. 4.3
Estimated PSD (top), Sampled Signal (bottom)
$E_m = 0.42640 \quad E_m = 0.17857 \quad E_m = 0.10915 \quad E_m = 0.11472 \quad E_m = 0.25300$

$R = 0.000815337 \quad R = 0.001193610 \quad R = 0.001825614 \quad R = 0.001595298 \quad R = 0.000705244$

Figure 4.6

Frames 16-20

Estimated PSD (top), Sampled Signal (bottom)
| Frame | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  | 19  | 20  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1     | 245 | 1042| 1740| 2300| Hz  | 0.57| 0.91| 0.64| 3.74|     |     |     |     |     |     |     |     |     |     |
| 2     | 502 | 1091| 1740| 2083| Hz  | 4.17| 0.43| 2.63| 4.02|     |     |     |     |     |     |     |     |     |     |
| 3     | 870 | 1618| 2120|     | Hz  | 2.92| 2.02|     |     |     |     |     |     |     |     |     |     |     |
| 4     | 453 | 944 | 1605| 2059| Hz  | 3.42| 1.22| 1.64| 1.99|     |     |     |     |     |     |     |     |     |
| 5     | 748 | 1507| 2034| 2884| Hz  | 1.70| 2.81| 2.01| 0.55|     |     |     |     |     |     |     |     |     |
| 6     | 478 | 980 | 1642| 2022| Hz  | 0.97| 1.84| 1.52| 2.16|     |     |     |     |     |     |     |     |     |
| 7     | 698 | 1887|     | 2745| Hz  | 1.45|     | 2.23| 2.36|     |     |     |     |     |     |     |     |     |
| 8     | 453 | 1348| 1826| 2402| Hz  | 1.23| 1.22| 1.40| 1.29|     |     |     |     |     |     |     |     |     |
| 9     | 784 | 1973|     | 2561| Hz  | 0.97|     | 1.40| 2.09|     |     |     |     |     |     |     |     |     |
| 10    | 988 | 2164|     | 2720| Hz  |     | 0.45| 2.08| 1.86|     |     |     |     |     |     |     |     |     |
| 11    | 502 | 1127|     |     | Hz  | 1.26|     |     |     |     |     |     |     |     |     |     |     |     |
| 12    | 502 | 1115|     | 2292| Hz  | 2.21|     | 6.84| 0.23|     |     |     |     |     |     |     |     |     |
| 13    | 600 | 1103| 1593| 2377| Hz  | 1.87|     | 3.23| 1.03| 0.31|     |     |     |     |     |     |     |     |
| 14    |     | 1054|     | 2586| Hz  | 3.60|     |     |     |     |     |     |     |     |     |     |     |
| 15    | 588 | 1140| 1887| 2586| Hz  | 0.76| 0.65| 0.48| 0.74|     |     |     |     |     |     |     |     |
| 16    |     | 1091|     | 2561| Hz  |     | 3.79|     |     |     |     |     |     |     |     |     |
| 17    |     | 821 | 1740| 2672| Hz  |     | 2.14| 0.78| 3.05|     |     |     |     |     |     |     |
| 18    | 184 | 1164|     | 2635| Hz  | 0.81| 3.42|     | 2.08|     |     |     |     |     |     |     |
| 19    | 343 | 993 | 1740| 2733| Hz  | 0.48| 1.79| 0.93| 2.64|     |     |     |     |     |     |     |
| 20    | 490 | 1078| 1458| 2304| Hz  | 4.75| 6.51| 1.60| 0.39|     |     |     |     |     |     |     |

**Table 4.3**

Peak's Location and Absolute Magnitude

for the Time-Varying Signal of Fig. 4.8
Figure 4.8

Frames 1-5

Estimated PSD (top), Sampled Signal (bottom)
Figure 4.9
Frames 6-10
Estimated PSD (top), Sampled Signal (bottom)
$E_m = 0.28239, \quad E_m = 0.43278, \quad E_m = 0.39619, \quad E_m = 0.63448, \quad E_m = 0.62976$

$R = 0.055559485, \quad R = 0.007836427, \quad R = 0.009919984, \quad R = 0.001587051, \quad R = 0.001080808$

Figure 4.10

Frames 11-15

Estimated PSD (top), Sampled Signal (bottom)
$E_m = 0.76746 \quad E_m = 0.79159 \quad E_m = 0.81512 \quad E_m = 0.80290 \quad E_m = 0.42217$

$R = 0.000546671 \quad R = 0.000386788 \quad R = 0.000257695 \quad R = 0.00024650 \quad R = 0.02548710$

Figure 4.11

Frames 16-20

Estimated PSD (top), Sampled Signal (bottom)
<table>
<thead>
<tr>
<th>Frame</th>
<th>Peak 1</th>
<th>Peak 2</th>
<th>Peak 3</th>
<th>Peak 4</th>
<th>Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>343</td>
<td>1127</td>
<td>1507</td>
<td>2132</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>2.77</td>
<td>1.19</td>
<td>1.89</td>
<td>2.30</td>
<td>1.20</td>
</tr>
<tr>
<td>2</td>
<td>355</td>
<td>1152</td>
<td>1679</td>
<td>2243</td>
<td>1.12</td>
</tr>
<tr>
<td></td>
<td>4.76</td>
<td>0.94</td>
<td>13.83</td>
<td>1.12</td>
<td>1.20</td>
</tr>
<tr>
<td>3</td>
<td>380</td>
<td>1336</td>
<td>1900</td>
<td>-</td>
<td>1.44</td>
</tr>
<tr>
<td></td>
<td>2.69</td>
<td>1.19</td>
<td>1.44</td>
<td>-</td>
<td>1.20</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>1716</td>
<td>2835</td>
<td>3.07</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>1.30</td>
<td>2.92</td>
<td>1.30</td>
</tr>
<tr>
<td>5</td>
<td>392</td>
<td>1140</td>
<td>1740</td>
<td>2757</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>2.98</td>
<td>4.73</td>
<td>0.72</td>
<td>2.92</td>
<td>1.30</td>
</tr>
<tr>
<td>6</td>
<td>168</td>
<td>993</td>
<td>1605</td>
<td>2255</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>14.35</td>
<td>1.20</td>
<td>1.05</td>
<td>0.93</td>
<td>1.20</td>
</tr>
<tr>
<td>7</td>
<td>355</td>
<td>1140</td>
<td>1001</td>
<td>2721</td>
<td>1.60</td>
</tr>
<tr>
<td></td>
<td>10.17</td>
<td>1.04</td>
<td>1.60</td>
<td>1.58</td>
<td>1.20</td>
</tr>
<tr>
<td>8</td>
<td>343</td>
<td>1091</td>
<td>1728</td>
<td>2525</td>
<td>2.14</td>
</tr>
<tr>
<td></td>
<td>2.04</td>
<td>5.32</td>
<td>1.11</td>
<td>2.14</td>
<td>1.30</td>
</tr>
<tr>
<td>9</td>
<td>282</td>
<td>1078</td>
<td>1691</td>
<td>2721</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>4.64</td>
<td>0.77</td>
<td>1.36</td>
<td>1.32</td>
<td>1.30</td>
</tr>
<tr>
<td>10</td>
<td>380</td>
<td>1238</td>
<td>1728</td>
<td>2647</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>3.90</td>
<td>0.72</td>
<td>0.83</td>
<td>2.83</td>
<td>1.30</td>
</tr>
<tr>
<td>11</td>
<td>257</td>
<td>1029</td>
<td>2059</td>
<td>2872</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>2.20</td>
<td>1.88</td>
<td>1.34</td>
<td>1.98</td>
<td>1.30</td>
</tr>
<tr>
<td>12</td>
<td>1164</td>
<td>1887</td>
<td>2512</td>
<td>1.34</td>
<td>1.98</td>
</tr>
<tr>
<td></td>
<td>4.36</td>
<td>2.79</td>
<td>0.81</td>
<td>0.97</td>
<td>1.30</td>
</tr>
<tr>
<td>13</td>
<td>404</td>
<td>1029</td>
<td>1630</td>
<td>2304</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>1.22</td>
<td>1.46</td>
<td>3.43</td>
<td>0.97</td>
<td>1.30</td>
</tr>
<tr>
<td>14</td>
<td>368</td>
<td>1042</td>
<td>1581</td>
<td>2255</td>
<td>2.60</td>
</tr>
<tr>
<td></td>
<td>1.05</td>
<td>1.24</td>
<td>1.37</td>
<td>2.60</td>
<td>1.30</td>
</tr>
<tr>
<td>15</td>
<td>233</td>
<td>1091</td>
<td>1740</td>
<td>2292</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>8.95</td>
<td>2.35</td>
<td>1.39</td>
<td>0.68</td>
<td>1.30</td>
</tr>
<tr>
<td>16</td>
<td>245</td>
<td>1176</td>
<td>1654</td>
<td>2426</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>4.72</td>
<td>1.35</td>
<td>1.82</td>
<td>0.99</td>
<td>1.30</td>
</tr>
<tr>
<td>17</td>
<td>233</td>
<td>1042</td>
<td>1789</td>
<td>2537</td>
<td>3.13</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>1.37</td>
<td>1.14</td>
<td>3.13</td>
<td>1.30</td>
</tr>
<tr>
<td>18</td>
<td>270</td>
<td>1103</td>
<td>1691</td>
<td>2586</td>
<td>3.21</td>
</tr>
<tr>
<td></td>
<td>1.61</td>
<td>1.19</td>
<td>1.27</td>
<td>3.24</td>
<td>1.30</td>
</tr>
<tr>
<td>19</td>
<td>368</td>
<td>1115</td>
<td>2059</td>
<td>-</td>
<td>2.51</td>
</tr>
<tr>
<td></td>
<td>0.69</td>
<td>3.50</td>
<td>0.69</td>
<td>2.51</td>
<td>1.30</td>
</tr>
<tr>
<td>20</td>
<td>355</td>
<td>1127</td>
<td>2145</td>
<td>2806</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>2.44</td>
<td>2.58</td>
<td>1.19</td>
<td>0.64</td>
<td>1.30</td>
</tr>
</tbody>
</table>

Table 4.4
Peak's Location and Absolute Magnitude
for the Time-varying Signal of Fig. 4.13
$E_m = 0.87164$  
$R = 0.002312742$

$E_m = 0.79977$  
$R = 0.023327025$

$E_m = 0.87739$  
$R = 0.003464268$

$E_m = 0.92230$  
$R = 0.001812961$

$E_m = 0.69395$  
$R = 0.001106214$

---

**Figure 4.15**

Frames 11-15

Estimated PSD (top), Sampled Signal (bottom)
<table>
<thead>
<tr>
<th>Figure no</th>
<th>Signal</th>
<th>knock 1</th>
<th>knock 2</th>
<th>knock 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.17a</td>
<td>1</td>
<td>21</td>
<td>45</td>
<td>71</td>
</tr>
<tr>
<td>4.17a</td>
<td>2</td>
<td>10</td>
<td>39</td>
<td>72</td>
</tr>
<tr>
<td>4.17a</td>
<td>3</td>
<td>25</td>
<td>57</td>
<td>77</td>
</tr>
<tr>
<td>4.17a</td>
<td>4</td>
<td>1</td>
<td>20</td>
<td>43</td>
</tr>
<tr>
<td>4.17a</td>
<td>5</td>
<td>2</td>
<td>32</td>
<td>78</td>
</tr>
<tr>
<td>4.17b</td>
<td>1</td>
<td>4</td>
<td>32</td>
<td>60</td>
</tr>
<tr>
<td>4.17b</td>
<td>2</td>
<td>11</td>
<td>48</td>
<td>-</td>
</tr>
<tr>
<td>4.17b</td>
<td>3</td>
<td>10</td>
<td>47</td>
<td>-</td>
</tr>
<tr>
<td>4.17b</td>
<td>4</td>
<td>1</td>
<td>27</td>
<td>66</td>
</tr>
<tr>
<td>4.17b</td>
<td>5</td>
<td>1</td>
<td>21</td>
<td>59</td>
</tr>
</tbody>
</table>

Table 4.5

Frame no. of the Beginning of the Excitation, for the Sound Signals of Figures 4.17a and 4.17b.
Figure 4.17

Emulation of a Vocoder - Five Knocks, (a) Wood, (b) Metal

\( f_N = 0.25 \text{kHz} \)
Figure 4.18
User's Control Device - Preamplifier
4.3 Discussion

Assuming that the performance of the algorithm is acceptable, the last question to be answered is: Is there, available in the market, computer hardware needed for the realization of the algorithm? Memory and computer speed requirements are of the main concern. We will examine these two requirements in detail.

Summing up the memory requirements as outlined in Chapter 2 and Chapter 3 we see that the memory required is of the order of $O(10^3)$. This includes the memory required for storage of the opcode of the algorithm. This requirement can be easily realizable with existing memory IC's. In addition to the storage data capabilities of the commercially available memory chips, their access time may be as low as 120 ns.

As we have outlined in Chapter 2 and in Chapter 3 (see also Table 3.1) the required computer operations to process a frame is in the order of $O(10^3)$. This means that, for real time response, we should employ a computer architecture capable of performing in the order of $O(10^5)$ arithmetic operations per second (approximately $3 \times 10^5$ instructions).

Generally, the completion of the execution of any arithmetic operation by a computer architecture which employs a Floating Point Processor (FPP) involves three principal activities. The execution time of each activity is an additive component of the overall execution time of the instruction.

These activities are:

1. CPU overhead involved in handling the instruction opcode and setting up the FPP (which includes the transfer in a register of the FPP of the opcode of the numeric instruction),
2. The execution by the FPP of the instruction, and

3. The transfer of operands between the FPP and the memory or a CPU register.

Assuming for the first activity that the CPU and the FPP work in parallel and with the same clock frequency, and for the third activity that no wait states are involved (which presumes fast memory and no contention for the bus from the various elements of the computer architecture), then the overall numeric instruction execution time is approximately equal to the instruction execution time of the FPP.

A representative of a commercially available FPP is the INTEL 80827 16-bit FPP. The general purpose FPPs available in the market are of compatible speed to the INTEL 80287 (the MOTOROLA 68881 FPP is an example). It takes the 80827 150 clock cycles to execute a floating point multiplication. Assuming the clock frequency to be 5 MHz, then it can execute 30,000 Floating (point) Operations Per Second (FLOPS), which is one order of magnitude slower than the requirements. Approximately the same clock cycles are needed for the execution of a FP addition, and substantially more for the execution of a FP division. From the above we see that there is not any general purpose FPP available in the market, which we could use for real time response.

A possible alternative involves a parallel computer architecture. Taking into consideration that the overall performance of a parallel computer architecture is not proportional to the processing elements involved (because of the bus contention and of the communication among the the various processors), we conclude that a substantial number of processors is needed for the implementation of our algorithm in such an architecture. Because of that, this alternative does not seem an attractive alternative.
The last alternative in realizing the algorithm for real time results is by using specialized hardware. Observing equation 2.27 we see that for the computation of the PSD we perform autocorrelation on the linear prediction autocorrelation coefficients. From Table-6.1 we see that the load added to the system for the computation of the autocorrelation coefficients and for the computation of the PSD add up to approximately 83% of the overall load. The remaining 17% of the overall load can be processed in real time using the FPPs mentioned earlier. Thus a specialized processor capable of processing 83% of the overall load (or equivalently, processing one quarter of a million numeric instructions per second) is necessary.

As we have seen in section 3.3.2, preemphasis of the signal results in the increase of the stability of the system of equations 2.20. Because of that, we have concluded in the same section that the number of bits used for the representation of our data may be reduced without affecting the stability of the system of equations 2.20, and hence of our results. This conclusion was indirectly verified in the respect that, during the experimentation, we did not have any improvement in our results when we used double-precision FP arithmetic instead of single-precision FP arithmetic.

Reasoning across the same line of thinking, we can speculate [21,23] that using integer arithmetic, in a 16-bits word length machine, taking the results in 32-bits, and rounding the results after the operations will not affect our overall results. This means a reduction of 13 bits, from the necessary 45 bits (section 3.3.1) (without taking into consideration preemphasis) down to 32 bits.

In the general purpose mini-computer used for the experimentation (PDP-11/45), we measured the time it takes to perform various arithmetic operations, using different operands. It takes approximately the same time for the execution
of a addition/subtraction of FP numbers (13.6 \( \mu s \)) and of integers (16-bits or 32-bits long operands) (18 \( \mu s \)). The same stands true for FP and for single-precision integer arithmetic (20 \( \mu s \) vs 16 \( \mu s \)). But it takes 192 \( \mu s \) for the execution of one double-precision integer multiplication, which is an order of magnitude slower than the time needed for one single-precision integer or one FP multiplication. The last statement is also true for the FPP mentioned previously (INTEL 80287). Assuming that the same stands true for compatible to INTEL 80287 FPPs, we see that a specialize processor of 16-bits word length (results in 32-bits), and fast so as to process the 83\% of the overall load, is needed.

Such a processor available in the market is the Texas Instrument TMS32010. This processor is capable of 16\times16 \text{ bits integer multiplication} (result in 32 \text{ bits}) in one machine cycle. For a clock frequency of 5 MHz it takes 200 ns for the execution of a numeric instruction. Using memory whose access time is of the same order as the processor's machine cycle, this processor can process the signal in real time.

From the above we see that we can implement the algorithm in real time by using fast memory and specialized hardware (both available in the market).
CHAPTER 5

SUMMARY

In this thesis we have introduced the computer requirements for the construction of a digital hearing aid device. This device should be able to make aware the hearing impaired persons of hazardous environmental conditions by recognizing sounds such as a fire alarm, a siren, etc., and also to improve their communication by recognizing sounds such as a telephone ring, a knock at a door, etc.

For the completion of the present thesis, in addition to the theoretical investigation of the overall problem, the following tasks were completed:

1. Design of the software (algorithm) to be incorporated in the device,
2. Design and building of the hardware needed for testing the software in a general purpose mini-computer,
3. Testing of the algorithm,
4. Analysis of the results, and
5. Outline of the computer memory and speed required for the realization of the device.

The algorithm which we developed and we tested was successful in recognizing time-invariant signals, and it was partly successful in recognizing time-varying signals. The overall success rate is in the range of 80% for all signals tested.

Using image processing techniques the evolution in time of the frequency components of the signals was observed. The free and the forced oscillations of
the sound generators give two well defined and distinguishable ranges of frequencies. These ranges depend on the material the sound generator is composed of, and they may be used to identify the sound generator.

We plan to use the results taken by using image processing techniques in the future, when the building stage of the digital hearing aid device will take place, so that to further improve the success rate of the algorithm.
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APPENDIX A.1

Recursive Solution of the System $R_{nn}a_n = r_n$

[Durbin's Algorithm]

In here we present a detailed solution of the system of equations $R_{nn}a_n = r_n$ and we demonstrate the first steps of the recursion as they were implemented in our algorithm.

In solving the given system of $n$-equations for $a_i$ ($i = 1, 2, \ldots, n$) unknowns, we assume that the input data $s(j)$ ($j = 1, 2, \ldots, N$) are linearly independent. In this case the correlation matrix $R_{nn}$ is positive definite. For clarity we have changed the notation of the elements of this matrix from $R(x)$ (which appears in the text) to $R_x$.

The Toeplitz matrix $R_{nn}$ and the column vectors $a_n$ and $r_n$, are defined as follows:

$$R_{nn} = \begin{bmatrix}
R_0 & R_1 & \cdots & R_{n-2} & R_{n-1} \\
R_1 & R_0 & \cdots & R_{n-3} & R_{n-2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
R_{n-1} & R_{n-2} & \cdots & R_1 & R_0
\end{bmatrix} \quad (A.1.1)$$

$$a_n = [a_1 \ldots a_n]^t \quad (A.1.2)$$

$$r_n = [r_1 \ldots r_n]^t \quad (A.1.3)$$

We also define the column vectors $a_n^m$, $b_n^m$, and $v_n$ as:

$$a_n^m = [a_1^m \ldots a_n^m]^t \quad (A.1.4)$$

$$b_n^m = [a_n^m \ldots a_1^m]^t \quad (A.1.5)$$
\[ v_n = \begin{bmatrix} R_n & R_1 \end{bmatrix}^t \]  

(A.1.6)

Superscripts define the order of the system (i.e. \( a_i^j \) means the \( i^{th} \) autocorrelation coefficient of a system of \( j \) equations, \( i \leq j \)). Clearly the solutions to the system are given by the \( a_i^n \), \((1 \leq i \leq n)\).

Using equation (A.1.6) we can rewrite equation (A.1.1) as follows:

\[
R_{nn} = \begin{bmatrix} R_{(n-1)(n-1)} & v_{n-1} \\ v_{n-1}^t & R_0 \end{bmatrix}
\]

Using the above equation in our homogeneous system and by partitioning we take:

\[
\begin{bmatrix} R_{(n-1)(n-1)} & v_{n-1} \\ v_{n-1}^t & R_0 \end{bmatrix} \begin{bmatrix} a_1^n \\ a_{n-1}^n \\ a_n^n \end{bmatrix} = \begin{bmatrix} R_1 \\ R_{n-1} \\ R_n \end{bmatrix}
\]

Carrying the multiplication on the partitioned matrices we take the following simultaneous equations:

\[
R_{(n-1)(n-1)} a_{n-1}^n + v_{n-1} a_n^n = r_{n-1} \quad \text{(A.1.7a)}
\]

\[
v_{n-1}^t a_{n-1}^n + R_0 a_n^n = R_n \quad \text{(A.1.7b)}
\]

The relation \( R_{nn} a_n^n = r_n \) holds true for any \( n \) \((n > 0)\), and thus it also holds true for \( n = n-1 \). Assuming the order of the system to be at least one, we have:

\[
R_{(n-1)(n-1)} a_{n-1}^{n-1} = r_{n-1} \quad \text{(A.1.8)}
\]

or

\[
 a_{n-1}^{n-1} = R_{(n-1)(n-1)}^{-1} r_{n-1} \quad \text{(A.1.9)}
\]
Expanding equation (A.1.8) we take:

\[
\begin{bmatrix}
    R_0 & R_1 & \cdots & R_{n-2} \\
    R_1 & R_0 & \cdots & R_{n-3} \\
    \vdots & \vdots & \ddots & \vdots \\
    R_{n-2} & R_{n-3} & \cdots & R_0
\end{bmatrix}
\begin{bmatrix}
    a_1^{n-1} \\
    a_2^{n-1} \\
    \vdots \\
    a_{n-1}^{n-1}
\end{bmatrix}
= 
\begin{bmatrix}
    R_1 \\
    R_2 \\
    \vdots \\
    R_{n-1}
\end{bmatrix}
\]

which is equivalent (by rearranging rows and columns) to:

\[
\begin{bmatrix}
    R_0 & R_1 & \cdots & R_{n-2} \\
    R_1 & R_0 & \cdots & R_{n-3} \\
    \vdots & \vdots & \ddots & \vdots \\
    R_{n-2} & R_{n-3} & \cdots & R_0
\end{bmatrix}
\begin{bmatrix}
    a_1^{n-1} \\
    a_2^{n-1} \\
    \vdots \\
    a_{n-1}^{n-1}
\end{bmatrix}
= 
\begin{bmatrix}
    R_{n-1} \\
    R_{n-2} \\
    \vdots \\
    R_1
\end{bmatrix}
\]

or in matrix notation

\[R_{(n-1) \times (n-1)} b_{n-1}^{n-1} = v_{n-1}\]

or

\[b_{n-1}^{n-1} = R_{(n-1) \times (n-1)}^{-1} v_{n-1}\] \hspace{1cm} (A.1.10)

Multiplying equation (A.1.7a) by \(R_{(n-1) \times (n-1)}^{-1}\), using equations (A.1.9) and (A.1.10), and rearranging we have from equations (A.1.7a) and (A.1.7b):

\[a_{n-1} = a_{n-1}^{n-1} - a_n^n b_{n-1}^{n-1}\] \hspace{1cm} (A.1.11a)

\[v_{n-1}^t a_{n-1} + R_0 a_n^n = R_n\] \hspace{1cm} (A.1.11b)

Multiplying equation (A.1.11a) by \(v_{n-1}^t\) and inserting equation (A.1.11b) we take:

\[a_{n-1} = a_{n-1}^{n-1} - a_n^n b_{n-1}^{n-1}\] \hspace{1cm} (A.1.12a)
\[ a_n^n [ R_n - \nu_{n-1}^t b_{n-1}^{n-1} ] = R_n - \nu_{n-1}^t a_{n-1}^{n-1} \]  

(A.1.12b)

Observe that:

\[ \nu_{n-1}^t b_{n-1}^{n-1} = \sum_{k=n-1}^{1} a_k^{n-1} R_k = \sum_{k=1}^{n-1} R_k a_k^{n-1} \]

and

\[ \nu_{n-1}^t a_{n-1}^{n-1} = \sum_{k=n-1}^{1} R_k a_{n-k}^{n-1} = \sum_{k=1}^{n-1} R_{n-k} a_k^{n-1} \]

Using above equations in the system of equations (A.1.12a) and (A.1.12b) we take:

\[ a_{n-1}^{n-1} = a_{n-1}^{n-1} - a_n^{n} b_{n-1}^{n-1} \]  

(A.1.13a)

\[ a_n^n = \frac{R_n - \sum_{k=1}^{n-1} R_{n-k} a_k^{n-1}}{R_0 - \sum_{k=1}^{n-1} R_k a_k^{n-1}} \]  

(A.1.13b)

[ Solutions of the last system of equations are given by]

\[ a_k^n = a_k^{n-1} - a_n^{n} a_{n-k}^{n-1} ( k = 1, 2, \ldots, n-1 ) \]

The last two equations provide a complete recursive solution to the system of equations

\[ R_{nn} a_n = r_n \]

As an example we demonstrate the first steps implemented in our algorithm. We start by setting \( n = 1 \) in equation (A.1.13b) to take:

\[ a_1^1 = \frac{R_1}{R_0} \]
For \( n = 2 \) we take from equation (A.1.13b)

\[
a_2^2 = R_2 - R_1 a_1^1
\]

and from equation (A.1.13a)

\[
a_1^2 = a_1^1 - a_2^2 a_1^1
\]

which are both known quantities from the previous step(s). We repeat above steps until \( n = p \). The calculation of the total square error \( E_m \) can be incorporated in the above recursion by setting

\[
E_m^0 = R_0 \quad \text{and using}
\]

\[
E_m^n = (1 - a_n^2) E_m^{n-1}
\]

for \( 1 \leq n \leq p \).
APPENDIX A.2

Demonstration Proof of Equation 2.27

We will demonstrate that the following equality is true.

\[ |A(e^{-j\omega})|^2 = \rho(0) + 2 \sum_{k=1}^{p} \rho(k) \cos(k\omega) \]  \hspace{1cm} (A.2.1)

where:

\[ \rho(k) = \sum_{l=0}^{p-k} a_l a_{l+k} ; \quad a_0 = 1 \]

Observe that

\[ \sum_{k=0}^{l} a_{l-k} = a_l + a_{l-1} + \ldots + a_0 = \sum_{k=0}^{l} a_k \]  \hspace{1cm} (A.2.2)

First, as an intermediate step we shall prove the following relation:

\[ \sum_{i=0}^{l} \sum_{j=0}^{l} a_i a_j = 2 \sum_{i=1}^{l} \sum_{j=0}^{l-i} a_j a_{j+i} \]  \hspace{1cm} (A.2.3)

Relation (A.2.3) is obviously true for \( l = 1 \). We assume that it is true for \( l = l' \), and we will prove that it is true for \( l = l' + 1 \). The l.h.s of the equation A.2.3, for \( l = l' + 1 \), can be successively equated as follows:

\[ \sum_{i=0}^{l+1} \sum_{j=0}^{l+1} a_i a_j = \sum_{i=0}^{l} \sum_{j=0}^{l+1} a_i a_j + \sum_{j=0}^{l} a_{l+1}a_j \]
\[ = \sum_{i=0}^{l} \sum_{j=0}^{l} a_i a_j + \sum_{i=0}^{l} a_i a_{l+1} + \sum_{j=0}^{l} a_{l+1} a_j \]
\[ = \sum_{i=0}^{l} \sum_{j=0}^{l} a_i a_j + 2 \sum_{k=0}^{l} a_k a_{l+1} \quad \text{(A.2.4)} \]

The r.h.s. of the equation A.2.3, for \( l = l + 1 \), is successively equated as follows:

\[ 2 \sum_{i=1}^{l+1} \sum_{j=0}^{l-i+1} a_j a_{j+i} = 2 \sum_{i=1}^{l} \sum_{j=0}^{l-i+1} a_j a_{j+i} + 2 \sum_{j=0}^{(l+1)-(l+1)} a_j a_{j+l+1} \]
\[ = 2 \sum_{i=1}^{l} \sum_{j=0}^{l-i+1} a_j a_{j+i} + 2 a_0 a_{l+1} \]
\[ = 2 \sum_{i=1}^{l} \sum_{j=0}^{l-i} a_j a_{j+i} + 2 \sum_{i=1}^{l} a_{l+1-i} a_{l+i} + 2 a_0 a_{l+1} \]

(using equation A.2.2)

\[ = 2 \sum_{i=1}^{l} \sum_{j=0}^{l-i} a_j a_{j+i} + 2 \sum_{i=1}^{l} a_{l+1} a_i + 2 a_0 a_{l+1} \]
\[ = 2 \sum_{i=1}^{l} \sum_{j=0}^{l-i} a_j a_{j+i} + 2 \sum_{k=0}^{l} a_k a_{l+1} \quad \text{(A.2.5)} \]

From equations A.2.4 and A.2.5 we see that the equation A.2.3 is true (for \( l = l + 1 \)).

[Rem: We have assumed that the equation A.2.3 is true for \( l = l \) ]

Using equation A.2.3 we will prove the relation A.2.1. For that we successively equate:

\[ |A(e^{-j\omega})|^2 = \left| \sum_{k=0}^{p} a_k z^{-k} \right|^2 = \left| \sum_{k=0}^{p} a_k e^{-j k \omega} \right|^2 \]

\[
\begin{align*}
&= \left| \sum_{k=0}^{p} a_k \cos(k\omega) - j \sum_{k=0}^{p} a_k \sin(k\omega) \right|^2 \\
&= \left( \sum_{k=0}^{p} a_k \cos(k\omega) \right)^2 + \left( \sum_{k=0}^{p} a_k \sin(k\omega) \right)^2 \\
&= \sum_{k=0}^{p} a_k^2 \cos^2(k\omega) + \sum_{k=0}^{p} a_k^2 \sin^2(k\omega) + \sum_{k=0}^{p} \sum_{l=0}^{p} a_k a_l \cos(k\omega) \cos(l\omega) + \sum_{k=0}^{p} \sum_{l=0}^{p} a_k a_l \sin(k\omega) \sin(l\omega) \\
&= \sum_{k=0}^{p} a_k^2 \left[ \cos^2(k\omega) + \sin^2(k\omega) \right] + \sum_{k=0}^{p} \sum_{l=0}^{p} a_k a_l \cos(k\omega) \cos(l\omega) + \sum_{k=0}^{p} \sum_{l=0}^{p} a_k a_l \sin(k\omega) \sin(l\omega) \\
&= \sum_{k=0}^{p} a_k^2 + \sum_{k=0}^{p} \sum_{l=0}^{p} a_k a_l \cos[(k-l)\omega] \\
&= \sum_{k=0}^{p} a_k^2 + 2 \sum_{k=1}^{p-k} \sum_{l=0}^{p-k} a_l a_{k+l} \cos(k\omega)
\end{align*}
\]

[using equation A.2.3]

The last equation is equation A.2.1, for

\[
\sum_{k=0}^{p} a_k^2 = \rho(0)
\]

and

\[
\sum_{l=0}^{p-k} a_l a_{l+k} = \rho(k)
\]
**APPENDIX B**

**Software**

**Files - Programs**

<table>
<thead>
<tr>
<th>no.</th>
<th>Name</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>adc.mac</td>
<td>113</td>
</tr>
<tr>
<td>2</td>
<td>tms.ftn</td>
<td>117</td>
</tr>
<tr>
<td>3</td>
<td>tprep.ftn</td>
<td>119</td>
</tr>
<tr>
<td>4</td>
<td>tmain.ftn</td>
<td>122</td>
</tr>
<tr>
<td>5</td>
<td>tpost.ftn</td>
<td>125</td>
</tr>
<tr>
<td>6</td>
<td>toutp.ftn</td>
<td>131</td>
</tr>
<tr>
<td>7</td>
<td>tplotm.ftn</td>
<td>133</td>
</tr>
<tr>
<td>8</td>
<td>2dproj.ftn</td>
<td>135</td>
</tr>
</tbody>
</table>
File adc.mac

This program is written to acquire data and to store them in the disc file adc.dat.
For that:

1. Initializes register address for DRII-C
   (/ port) and KWII-K (clock real time).
2. Calls needed directives from the system
   Macro Library and issues them.
   
   | $c | to be used only once
   | $s | to reenter
   | $a | assembly-time FDB Macro call
   | $r | run-time  #
   | $w | write
   | FDB | File Descriptor Block
   | FSR | File Storage Region

a. fdbdf = allocate fdb - REQUIRED
b. fdr = Init. Record-Access section of fdb
c. fdop = # File-open #
d. fdbk = # Block-access #
e. fsrz = # FSR at assembly time
f. wait = suspends program execution until a requested block I/O operation is completed
g. write = virtual data blocks to a file
h. open = s and prepares file for processing
i. close = s, orderly, file processing
j. alun = instructs the system to assign a physical device unit to a Logical Unit Number (LUN)

3. Opens datafile
4. Goes to a loop waiting for hi request B
   (DRII-C, csr, bite 15)
5. Init. clocks A and B
   Mode: Feed B to A (csrb, bite 5 = 1)
   Rate: 5 KHz
6. Sets counters. Registers are used as:
   %60 = addresses next empty spot in buff.
   %61 = counts # of places left in buffer
   %66 = pc
%7 = sp
7. Samples until buffer is full
8. Flushes buf. to disk
9. Over

(1)

dr$csr = 177540
dr$sout = 177542
dr$sin = 177544

c$csra = 170404
c$bufa = 170406
c$cnta = 170430
c$csrb = 170432
c$bufb = 170434

(2)
.mcall fdbdf$, fdr$sa, fdop$sa, fdbks$, fsrsz$, qiow$
.mcall wait$, write$, open$, close$, alun$, dir$, exit$

(3)

sampl: open$w #fdb1,....,err1

(4)

 tst  @#dr$csr; loop, external start
bpl -4 ; branch on plus

(5)

clr  @#c$bufa; clear A buffer
mov  #401, @#c$csra; set A in B overflow rate
    ; enable A, mode 01
mov  #25, @#c$bufb; freq.of B/25
mov  #45, @#c$csrb; B: enable, freq=100 KHz,
    ; feed B to A

(6)

mov  #5120, r1; buffer size
mov  #buf, r0; address of buf. in r0
loop:  tstb  #0c$csrb; test B overflow flag
bpl    -4  ; wait bit 07 to go hi
blic  #200,0c$csrb; toggle bit 07
mov   #0,0d$dr$cso; conversion in channel 0
tatb  #0d$csr; wait EOC
bmi   -4  ; EOC is low on request A
mov   #0d$in,(r0)+; data in buffer
sob   r1,loop ; if more room in buf.

write$ #fbd1,....,err2; flush in disk
wait$  #fbd1,....,err3; wait end of write

close$ #fbd1
err1:
err2:
err3:  .exit$

local data

.even
.nlm  bex
lost:  .blkw 2
.even
.fsr$  0
fbd1:  fdbd$
  fdbk$a buff,10240...1,lost
  fsrc$a fd.rwm
  fdo$p$a 3,filnam
filnam:  .word  #dev,11,uic,11,nam
dev: .ascii /dpq:/
  .ascii /[004,004]/
  .ascii /adc.dat:*
  .asci
buff:   .blkw 5120.
File tms.ftn.

Written to control to find LP coefficients.
Task build with tprep, tmain, tpost, toutp, tplotm, libnew.

dimension a(20,0:10), e(20), pnk(20,5,2), p(0:255)
dimension r(20,0:10)
data k2, L, n0, nfr, npo, 256, 256, 0, 20, 10/
common /bl1/k2, L, len, n0, nfr, npo, psi

call assign (4, 'lp:')
call assign (5, 'tt3:')
call assign (6, 'ti:')
call assign (7, 'tt11:')

c = no. of points per frame (time-domain).
L = resolution of the PSD (over upper-half circle).
len = no. of non-noisy frames.
mf = frame no. in process.
nfr = no. of frames to be processed.
npo = no. of autocorrelation coeff.-1 (poles).
psi = saved last value of last frame (used in preemphasis).

call twind1 (p)
call ttrfn1 (a, e, pnk, p)

200 write (6, 3000)
3000 format (2x, 'How many frames?(20. max.): ', $)
read (6, *) nfr
if ((nfr.gt.20).or.(nfr.lt.1)) goto 999

open (unit=1, name='adc.dat', readonly, type='old',
       access='direct')

mf = 0
len = 0
ntok = 0
psi = 0.0

201 if (mf.gt.nfr) goto 202

mf = mf + 1

(mf.gt.nfr) goto 202

call tread (p, mf)
call tpren (p)
call twind2 (p)
call tauto (p, r, mf)
goto 201

c
202 close (unit=1)
if (len.eq.0)goto204
mf = nfr
call tcoef (a,e,r)
call ttfn2 (a,e,pnk,p)
call tpost (e,nscore,ntok,pnk,r)
call tplotm (p)

c
write (6,3005)
3005 format (2x,'Output to the line printer? (y/n): ',$)
read (6,3006)lpr
3006 format (a1)
if (lpr.ne.'y')goto205
write (4,3008)
3008 format ('1'),
call tout1 (a,e,pnk,r,mf)
call tout2 (pnk,nscore)
goto 205
204 write (6,3010)
3010 format (2x,'It is only noise in the 20 frames')
205 goto 200
999 stop

c
end
File tprep.ftn.

Collection of subroutines. Controlled by tms.ftn.
For signal pre-processing.
Task built with tms,tmain,tpost,toupt,tplotm,libnew.

Subroutines

1. tread
2. tprem
3. twind1(entry: twind2)
4. tauto

subroutine tread(p,mf)
It reads data from adc.dat file, converts them into equivalent, normalizes, and stores them into array p:
dimension n(0:255),p(0:255)
common /bl1/k2,L,len,n0,nfr,npo,p1
hbd = -4095. / 2047.
read (1'mf,end=999)(n(j), j=n0,k2-1)
do 12 m1 = n0,k2-1
   p(m1) = n(m1) / 2047.
   if (n(m1).le.2047)goto12
   p(m1) = p(m1) + hbd
12 continue
999 return
end

subroutine tprem(p)
Preemphasis: Transfer function is $H(z) = 1 - a/z$.
It is used to amplify the high frequencies to aid in recognition.
dimension p(0:255)
common /bl1/k2,L,len,n0,nfr,npo,ps1
data a/0.985/

ps2 = p(k2-1)
do 14 m1 = k2-1,1,-1
14 p(m1) = p(m1) - a * p(m1-1)
p(n0) = p(n0) - a * ps1
ps1 = ps2
999 return
end

subroutine twind1(p)
        Window of data frames using Hamming.

dimension wind(0:127),p(0:255)
data pl2/8.283185/
common /bl1/k2,L,len,n0,nfr,npo,ps1

.pl2k2 = pl2 / (k2-1)
do 15 m1 = 0,(k2-1)/2
15 wind(m1) = 0.54 - 0.46 * cos(pl2k2 * m1)
999 return
entry twind2(p)

do 16 m1 = 0,(k2-1)/2
    p(m1) = wind(m1) * p(m1)
16 p(k2-m1-1) = wind(m1) * p(k2-1-m1)
9999 return
end

subroutine tauto(p,r,mf)
        To find set of autocorrelation coefficients.

r = matrix of R's. (k1x(npo+1)).
np0= number of poles.
th = threshold of power (magn. of r(0)).

dimension r(20,0:10),p(0:255)
common /bl1/k2,L,len,n0,nfr,npo,ps1
data th/0.0001/
\begin{verbatim}
    r(mf,0) = 0.0
    do 17 m2 = 0,k2-1
        17 r(mf,0) = r(mf,0) + p(m2) ** 2
        if (r(mf,0).lt.0.0) goto 999
        len = len + 1
        r(len,n0) = r(mf,n0)
        do 18 m2 = 1,npo
            r(len,m2) = 0.0
            do 18 m3 = 0,k2-1-m2
                18 r(len,m2) = r(len,m2) + p(m3) * p(m2+m3)

    c Normalize R's. Keep values of R(0)'s in r(x,0).
    c
    do 19 m2 = 1,npo
        19 r(len,m2) = r(len,m2) / r(len,0)
    999 return
    end
\end{verbatim}
File tmain.ftn.

Collection of subroutines. Controlled by tms.ftn.
For signal main-processing.
Task build with tms,tprep,tpost,toupt,tplotm,libnew.

Subroutines:

1. tcoef
2. trfn1(entry;trfn2)

subroutine tcoef(a,e,r)

To find LP coefficients using Durbin's algorithm.
Rem: e(0) = r(0) in iteration

dimension aa(10,10),a(20,0:10),e(20),r(20,0:10),ee(10)
data r0/1.000/
common /bl1/k2,L,len,n0,nfr,npo,ps1

do 14 m1 = 1,len
   hk1 = -r(m1,1)/r0
   aa(1,1) = hk1
   ee(1) = (1. - hk1*hk1) * r0
   do 12 m2 = 2,npo
      hk1 = 0.0
      do 10 m3 = 1,m2-1
         hk1 = hk1 + aa(m3,m2-1)*r(m1,m2-m3)
         hk1 = -(r(m1,m2) + hk1) / ee(m2-1)
         aa(m2,m2) = hk1
         a(m1,m2) = hk1
      do 11 m4 = 1,m2-1
         aa(m4,m2) = aa(m4,m2-1) + hk1*aa(m2-m4,m2-1)
         a(m1,m4) = aa(m4,m2)
         ee(m2) = (1.-hk1*hk1) * ee(m2-1)
      11 continue
      e(m1) = ee(npo)
      14,continue
999 return
end

subroutine ttrfn1(a,e,pnk,p)
  Calculates, stores (in tf) values of the sine fn.
  It is called before processing.
  It calculates L values for the upper semi-circle.
  The value of L is set in tms.
  Sampling freq. = 39270 rad/s.

dimension a(20,0:10),e(20),pnk(20,5,2),p(0:255)
dimension rr(0:10),tf(0:255,10)
common /b1/k2,L,len,n0,nfr,npo,ps1
  pi,npk/3.14159,5/

do 21 m1 = 1,nfr
  a(m1,0) = 1.0
  rat = pi / (L-1)
do 22 m1 = 0,L-1
    h1 = rat * m1
do 22 m2 = 1,npo
    h2 = h1 * m2
tf(m1,m2) = cos(h2)
999 return

ttrfn2(a,e,pnk,p)

entry ttrfn2(a,e,pnk,p)

To compute the PSD of the non-noisy frames.
  It also makes the peak picking.

do 31 m1 = 1,len
  rr(0) = 0.0
do 31 m3 = 0,npo
  rr(0) = rr(0) + a(m1,m3)*2
do 33 m2 = 1,npo
  rr(m2) = 0.0
do 32 m3 = 0,npo-m2
  rr(m2) = rr(m2) + a(m1,m3) * a(m1,m2+m3)
do 33 m2 = 0,L-1
denom = rr(0)
do 34 m3 = 1,npo
    denom = denom + tf(m2,m3)*rr(m3)
34    continue
    p(m2) = e(m1) / denom
35    continue

    Peak picking.

    nk = 1
do 37 m2 = 1,L-2
    if ((p(m2).gt.p(m2-1)).and.
        (p(m2).gt.p(m2+1))) goto 36
    goto 37
36    pnk(m1,nk,1) = m2
    pnk(m1,npk,1) = nk
    pnk(m1,nk,2) = p(m2)
    nk = nk + 1
    if (nk.eq.npk) goto 38
37    continue
38    continue
9999    return
    end
File tpost.ftn.

It is written for the signal post-processing.
Task build with tms, tpre, tmain, tplotm, libnew, toutp.

Subroutines:
1. tpost
2. tsort
3. tring
4. tknock

Subroutine tpost(e, nscore, ntok, pnk, r)

Written to branch for various signals.

dimension e(20),pnk(20,5,2),r(20,0:10).
dimension dst(4), freq(4), mne(20)
common /b11/k2,L,len,n0,nfr,npo,psl
data dst, errth/3.5,7.9,0.55/

dst = threshold distance for peaks.
errth = threshold for max. error.
call tsort (e, mne)
if (e(mne(1)).lt.errth) goto 41
write (6,3041)
goto 999
41 call tring (dst, freq, pnk, nscore, ntok)
if (ntok.eq.1) goto 999
call tknock (dst, e, freq, mne, nscore, ntok, pnk, r)
if (ntok.eq.2) goto 999
write (6,3042)
write (4,3042)
3041 format (/9x,'Min. error is greater than threshold')
3042 format (/9x,'This is an unrecognized signal.')/
999 return
Subroutine tsort(e,mne)

To shorten the error vector.

dimension e(20),mne(20)
common /bl1/k2.L,len,n0,nfr,npo,psi

do 51 m1 = 1,len
51 mne(m1) = m1
do 53 m1 = 1,len
   do 53 m2 = 1,len-1
   if (e(mne(m2)).lt.e(mne(m2+1))) goto 52
   goto 53
52 msave = mne(m2)
   mne(m2) = mne(m2+1)
   mne(m2+1) = msave
53 continue
999 return
end

Subroutine tring(dst,frq,pnk,nscore,ntok)

This to test if the pattern corresponds to telephone
ring (i.e. checks if peaks close to 104, and 136/244 exist).
It sets the token (ntok=1) if signal is known.

dimension pnk(20,5,2)
dimension dst(4),frq(4)
common /bl1/k2.L,len,n0,nfr,npo,psi
data wpr1,wpr2,wpr/54.5,4.2,58.7/
data prthc,prthr/99.0,50.0/

c dst = Freq. tolerance from fixed peaks (experimental).
c frq = Array of template's frequencies.
c frth = Freq. threshold (= disregard freq. of 1st half-quadr).
c nscl = Score for freq. around 104.
c nscl2 = Score for freq. around 136/244.
c nscore = nscl + nscl2.
c prthc = prob. threshold for certainty.
c prthr = rejection.
c wpr = weight of probabilities (= average weight of
amplitudes (experimental)).

Initialize.

    frq(1) = 104.
    frq(2) = 136.
    frq(3) = 244.
    frth = L / 4.0
    nscore = 0
    nscl = 0
    nsc2 = 0

Match templates + signal.
Decision based also on absolute magnitudes.

do 62
   m1 = 1, len
   m2 = 1
   Remove frq. bellow 64.
   if (pnk(m1,m2,1).lt.frth)m2 = m2 + 1
   Measure distance from 104.
   dist = abs (pnk(m1,m2,1) - frq(1))
   if (dist .le. dst(1)) nscl = nscl + 1
   m2 = m2 + 1
   Choose second-largest magnitude.
   if (pnk(m1,m2,2).lt. pnk(m1,m2,1,2)) goto 61
   Measure distance from 136.
   dist = abs (pnk(m1,m2,1) - frq(2))
   if (dist .le. dst(2)) nsc2 = nsc2 + 1
   goto 62

61 m2 = m2 + 1
Measure distance from 244.
   dist = abs (pnk(m1,m2,1) - frq(3))
   if (dist .le. dst(3)) nsc2 = nsc2 + 1
62 continue

Calculate score and weighted probabilities.
Output decision.

   nscore = nscl + nsc2
   prob = \( \frac{2 \times (nscl \times \text{wpr1} + nsc2 \times \text{wpr2})}{(len \times \text{wpr})} \)
   if (prob.gt.prth) goto 990
   ntok if (prob.gt.prth)write(4,3061)
   if (prob.gt.prth)write(6,3061)
   if (prob.le.prth)write(4,3062)prob
if (prob.le.prthc) write(6,3062)prob
3061 format (/9x,'It is certainly a telephone ring. Ha, Ha!'/)
3062 format (/9x,'It is a telephone ring with weighted prob. ',
         f7.3,' %.'/)
999 end return

subroutine tknock(dst,e,frq,mne,nscore,ntok,pnk,r)
  To test for knocking.
  It sets ntok (=2) in success.
  
  dimension e(20),pnk(20,5,2),r(20,0:10)
dimension dst(4),frq(4),mne(20),whl(4)
common /bl1,k2,l,len,n0,nfr,npo,ps1
  data n4/4/
  
  lenpk  = # of peaks in template.
  mne  = array of frame # of min. error in descending order.
  prnorm = probability normalizer.
  whl = array of template's weight of intensities.

  Initialize.

  lenpk  = ifx(pnk(mne(1),5,1))
  nscore  = 0
  nscl  = 0
  nscl2  = 0
  prob  = 0.0
  prnorm  = 0.0

  Branching (synchronization with tring).

  if (len.lt.8) goto 999
  if ((e(mne(10)).le.0.5).and.(len.ge.10)) goto 78

  Form template from one signal frame.
  Decision based on min. error.

  do 71 m1 = 1,lenpk
     frq(m1)  = pnk(mne(1),m1,1)
     whl(m1)  = pnk(mne(1),m1,2)
  71 prnorm  = pnk(mne(1),m1,2) + prnorm
Template matching.

do 75  m1 = 2,n4
    do 74  m2 = 1,lenpk
dist1 = 256.
do 72  m3 = 1,pnk(mne(m1),5,1)
    dist1 = amin1(dist1,abs(pnk(mne(m1),m3,1)-freq(m2)))
if (dist1.le.dist(m2)) goto 73
    goto 74
73  prob = prob + whl(m2)
    nscore = nscore + 1
74  continue
75  continue
    prob = 100. * prob / (prnorm * (n4-1))
    write (4,3071) lenpk
write (6,3071) lenpk
    if (prob.lt.50.0) goto 999
n tok = 2
write (4,3072) prob
write (6,3072) prob
mh1 = 0
    do 76  m1 = 1,n4-1
        do 76  m2 = m1+1,n4
76  mh1 = max0(mh1,abs(mne(m1)-mne(m2)))
if (mh1.le.6) goto 77
    goto 999
77  write (4,3076)
write (6,3076)
    goto 999

Print comments for possible characteristic sound.

78  write (4,3073)
write (6,3073)
    if ((len.ge.15).and.(e(mne(15)).le.0.5)) goto 70
    goto 81
79  write (4,3074)
write (6,3074)
81  if ((len.eq.20).and.(e(mne(20)).le.0.5)) goto 82
    goto 999
82  write (4,3075)
write (6,3075)
3071 format (/9x,'# of peaks in template is ',f12)
3072 format (/9x,'It is a knock with weight prob. ',f7.3,' % ')  
3073 format (/9x,'It is a characteristic sound but not a
@ knock on wood.

3074  format (/,9x,'Above statement is very probable.')
3075  format (/,9x,'Above two statements are true.')
3076  format (/,9x,'Above statement is based in a limited # of frames')
999   return
end
File toutp.ftn

Task build with tms, tpref, tmain, tpost, tplotm, libnew.

Subroutines

1. tout1(entry: tout9)
2. times

subroutine tout1(a,e,pnk,r,mf)

It is written for test purposes. It outputs in LP
test values of its arguments:

dimension a(20,0:10), e(20), r(20,0:10), pnk(20,5,2)
common /bl1/k2,l,len,n0,hr,npo,psi

c
write (4,3400)
write (4,3401) npo, nfr, mf, len
write (4,3402)
write (4,3403)
do 91 m1 = 1, len
 91 write (4,3403) m1, r(m1,0), m1, e(m1)

3400 format (/)
3401 format (9x,'npo = ',13,8x,'nfr = ',13,8x,'mf = ',13,
 8x,'len = ',13)
3402 format (9x,'R(x,0), Error min. (from zero to nfr)/')
3403 format (/9x,'R(',12,',O) = ',e13.6,10x,'e(',12,') = ',f12.9)
990 return

c
entry tout9(pnk,nscore)

c
c
write (4,3400)
c
write (4,3404)
c
write (4,3405)
c
write (4,3406) nfr
write (4,3400)
do 03  m1 = 1, len
      write (4,3407) m1, (pnk(m1,m2,1), m2 = 1, pnk(m1,5,1))
 93   write (4,3408) (pnk(m1,m2,2), m2 = 1, pnk(m1,5,1))
    write (4,3400)
    write (4,3409) nscore, len
3404  format (9x,'Peaks : (255 corresponds to 3.125 KHz)')
3405  format (9x,'Absolute Magnitudes')
3406  format (9x,'nfr = ',i3)
3407  format (9x,'0,2,4(' ',f10.2,5x))
3408  format (12x, 4(' ',f15.9))
3409  format (2x,'Score = ',i3,' out of ',i3,' non-noise frames')
9999  return
      end

      subroutine times
      To print in ti: and lp: the time it takes for
      auto. coef. to be calculated, for nfr(ames).

      double precision tc
      call time(tc)
      write (6,3420) tc
      write (4,3420) tc
3420  format (10x,'Time of autocorrelation processing = ',8a)
9999  return
      end
File tplotm.ftn

It is written to plot the PSD of a frame.
Task build with tms, tpre, tmain, tpost, toutp, libnew.
For time-domain signal run 2dproj.

Subroutine

1. tplotm

subroutine tplotm(p)

dimension nx(7), nxyh(1), nyn(10), nynh(2), nframe(4), p(0:255)
common /b11/k2,L,len,n0,nfr,npo,ps1

data nx /'0', '2', '4', '6', '8', '1', 'w'/
data nyn /'1', '2', '4', '6', '8', '1' /
data yxa,xya,xyb,yxb/0.01,0.01,-0.05,-0.05/
data xmin,xmin,xmax,xmin/1.2,-0.1,1.2,-0.1/
data nframe /'Fr', 'am', 'e', '/'
data idev, itap/1,7/

Initialize

write (6,3003)
3003 format (2x,'What device ? (17=tectronix, 25=calcomp): ','$)
read (6,3004) idev, itap
3004 format (2i1)
if ((idev.ne.1).and.(idev.ne.2)) goto 999
if ((itap.ne.5).and.(itap.ne.7)) goto 999

call plotin(xmax,xmin,xmax,xmin,idev, itap)

Plot.

hmx = float(L-1)
pxm = 0.0
do 23 m1 = 0,L-1
23 pmx = amax1(pmx,abs(p(m1)))
do 24 m1 = 0,L-1
24 p(m1) = p(m1) / pmx
c
call movee (0.0,p(0))
do 25 m1 = 1,L-1
25 call draw (m1/hml, p(m1))
c
c
   Draw axis.
c
call movee (0.0,0.0)
call draw (1.1,0.0)
call movee (0.0,0.0)
call draw (0.0,1.1)
do 26 m1 = 1,10
call movee (m1/10.,-xya)
26 call draw (m1/10.,+xya)
do 27 m1 = 1,10
call movee (-xya,m1/10.)
27 call draw (+xya,m1/10.)
call tsend
099 return-
end
File 2dproj.ftn

It reads data from adc.dat file, converts them, normalizes, and plots (2560 points max).

Notes:
1. Length of adc.dat is 5120 words / 10240 bytes (20 blocks / records).
2. Dumps real time data into file ader.dat (unformatted)
3. Ten percent margin is left.

dimension iname(22),itec(4),ical(4),n(5120),nx(7),ny(7),nxyh(1)
dimension nyn(10),nyh(2)
virtual dr(5120)

data nx '/ 0', '2', '4', '6', '8', '1', ' t /
data ny '/ 0', '2', '4', '6', '8', '1', ' A /
data nyn/ ' 2 ', '-' ' 4 ', '-' ' 6 ', '-' ' 8 ', '-' ' 1 '/
data yxa,xya,xyb,xps,yps,xyb/0.025,0.01,0.05,0.0,0.0,-0.1/
data xmax,xmin,ymax,ymin/1.2,-0.1,1.2,-1.2/

Initialize

call assign (5,'tt3:')
call assign (6,'ti:')
call assign (7,'tt6:')

write (6,111)

111 format (2x,'What device? (17=tec, 25=cal): ',$)
read (6,121) idev,itap

121 format (2x)
if (((idev.ne.1).and.(idev.ne.2))goto 999
if (((itap.ne.5).and.(itap.ne.7))goto 999

call plotin(xmax,xmin,ymax,ymin,idev,0,itap)

c write (6,262)

262 format (2x,'How many points ? (max. 5120): ',$)
read (6,*) maxlen
if ((maxlen.gt.5120).or.(maxlen.lt.1)) maxlen=100

Read data, normalize.
open (unit=1, name='adc.dat', readonly,
@ type='old', access='direct')
m = maxlen / 257 + 1
do 313 k = 1,m
kk = (k-1)*256 + 1
read (1'k) (n(j), j=kk,(kk+255))
313 continue

c close (unit=1)
do 314 k = 1,maxlen
if (n(k).le.2047) dr(k) = n(k)/2047.
if (n(k).gt.2047) dr(k) = n(k)/2047. - 2.
314 continue

c Normalize

drmx = 0.0
do 1300 m1 = 1,maxlen
1300 drmx = amax1(drmx, abs(dr(m1))
1301 continue

c Plot.

c hml = float(maxlen)
call movee(1./hml, dr(1))
do 315 k = 2,maxlen
call draw (k/hml, dr(k))
315 continue

c Real time data in file, adc.dat, for future consideration.
c First entry indicates the no. of elements.
c
open (unit=2, name='adc.dat', type='new')
call movee(0.0, yps)
call draw (1.1, yps)
call movee(xps, ymln)
call draw (xps, ymax)
do 353  
    l = 1,10
    call movee(l/10.,yps-yxa)
353   call dfaw(l/10.,yps+yxa)
do 363  
    l = -10,10
    call movee(xps-xya,l/10.)
363   call draw(xps+xya,l/10.)
c
c Label axis.
c
do 375  
    k = 2.6
    h1 = 0.2*(k-1.) - 0.02
    call movee(h1,yxb)
nxyh(1) = nx(k)
call chars(nxyh,1,4)
375   continue
c
call movee(1.07,yxb)
nxyh(1) = nx(7)
call chars(nxyh,1,4)
c
do 385  
    k = 2.7
    h1 = 0.2*(k-1.) - 0.01
    call movee(xyb,h1)
nxyh(1) = ny(k)
call chars(nxyh,1,4)
385   continue
do 395  
    k = 2.6
    h1 = -0.2*(k-1.)
call movee(2*xyb,h1)
nynh(1) = nyn(2*k-3)
nynh(2) = nyn(2*k-2)
call chars(nynh,2,4)
395   continue
c
    nxyh(1) = nx(1)
call movee(xyb,0.0)
call chars(nxyh,1,4)
c
call movee(xmin,ymin)
call tsend
c
end