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Abstract

A Multi-Expert System
for Classifying

Unconstrained Handwritten Numerals

Sam Adel

There are infinite styles of handwriting and humans have no problem
reading and recognizing them Until now, computers using mathematical
models have failed to match human performance in classifying handwritten
characters Classification of handwritten characters becomes especially
difficult when computers are faced with confusing characters.

This thesis describes and analyses the design, implementation and testing of
a new character recognition system for the recognition of unconstrained
handwritten numerals. The system models and uses multiple human expertise in
this field and focuses on the recognition of confusing cases of handwritten
numerals

Test results of this numeral recognition system indicate that the system
maintained low substitution rates with different data sets and consistently
improved on its recognition rate by further training. Also that, in spite of the
limitations of its knowledge base (in terms of scope and quality), its
performance is comparable to that of some complete recognition systems
which do not use human expertise. In the 'Conclusion' section of this thesis
there are suggestions for improving knowledge acquisition and implementation
of the system The suggested improvements should enhance the system

significantly so that its performance will approach that of humans'.

il



This system differs from other recognition systems in the way it handles
and uses human knowledge in this field and its original method of defining and
grouping subclasses of numerals. These alone or the system as a whole might

have an effect on the future direction in this area
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Chapter 1
Introduction

For more than three decades hundreds of researchers, in many countries, have
attempted to use computers to develop handwritten character recognition
systems that can match human performance in this field ([3], [4], [5], [11],
[12] and [16])

While the on-line character recognition systems are becoming commercially
available, the off-line ones still remain as a challenge for researchers ([5] and
[35])

Inability of ad hoc mathematical models to recognize handwritten
characters (well) has been diverting the attention of researchers towards other
avenues Use of models that are similar to the way that humans recognize
characters has proven to be very attractive ([18] and [20]).

The problem of recognizing unconstrained handwritten numerals is in fact
due to the confusing cases of handwritten numerals ([13] and [27]). Hence this
work concentrates on the real problem, i.e., recognition of confusing cases of
handwritten numerals ([9]).

LeClair ([34]), believes that expert system developers who consider only a
single expert's heuristics and reasoning risk becoming "myopic". This is true at
least in case of those domains of human knowledge that are not defined by
concrete formulas or rules, like medicine or character recognition. Experts in

these domains may have their own unique method of approach for providing



answers to questions. Possibly better answers must be found if a synthesis of
expertise can be created through a meaningful interaction among experts

In this work, a Multi-expert System ([7] and [15]) is used to model the
expertise of five human experts in identifying confusing cases of numerals
However, in order to get a better understanding of the design, implementation
and performance issues of such a system, the construction of a complete

system (involving simple and confusing cases) is discussed

1.1 Pattern Recognition in Man and Machine

The process of recognition and classification is one of the most fundamental of
human activities. As a matter of fac:, one of the most primitive and common
activities of animals consists of sorting similar items into groups ([25]).

"A picture is worth a thousand words." or more accurately, a simple .mage
can contain more than 25 million bits of information ([10]) and yet visual
perception feels to us like a trivial task

Visual pattern recognition and classification by computers has evolved over
many years from the use of computers for the recognition of maps and
characters to the recognition of sophisticated scenes. In spite of limited
success in machine vision, it is still very far from human visual capability

The main drawback of the existing computer recognition systems is the lack
of extensibility of their techniques, i.e., algorithms that work fine in a simple
domain often fail when the domain is extended. In contrast, the human visual
system rapidly and effortlessly accomplishes different recognition tasks.
Therefore it must be possible to enhance the performance of the man made
recognition systems by studying and modeling the superior human recognition
system ([10] and [20]).



1.2 Recognition of Confusing Cases of Unconstrained

Handwritten Numerals

It is trivial to mention that; in a character recognition system the main cause of
substitutions and rejections is due to samples which exhibit features belonging

to more than one class of numerals, see Figure 1.1.

Figure 1.1: Examples of confusing cases of handwritten numerals.

Unfortunately this trivial fact has not been given enough attention by
researchers ([9] and [13]). Most of the numeral recognition systems that have

been developed so far identify only pairs or triplets of confusing classes of

3



numerals, for example the confusing pair (1, 7) A more detailed study of the
confusing cases of numerals might lead us to a specific method for their
recognition ([13] and [28]).

One important finding of this work is that, each class of numerals has its
own set of subclasses and subclasses of different classes form specific groups
of subclasses. Subclasses within each group share many features, thereby
causing confusion to the recognition systems. Analysing the comments of five
human experts (regarding the identification of confusing cases of numerals)
lead to the formation of subclasses and their groups.

By focusing on subclasses of numerals rather than classes of numerals, it
should be possible to achieve high recognition and low substitution rates with

different sets of data.

1.3 Multi-expert System for Modeling

Human Recognition of Numerals

There is no specific formula for the recognition of unconstrained handwritten
numerals. Recognition of numerals is another of those activities that humans
do without any problem, using rule-of-thumb ([44]).

Expert Systems have proven to be successful in mimieking human expertise
in those domains which deal with inexactness, e g., medicine and law ([7])
Expert Systems have been used in pattern recognition as well ([14]), including
character recognition ([2], [S] and [39]).

Getting a second (or third) opinion is another of those common things that
humans do. Using multiple expertise in expert systems has been always an
attractive option. Though, this bears the problem of aggregating the different

opinions of experts.



Human knowledge in Expert Systems is modelled using (basically)
production rules When these rules can not be defined precisely, it becomes
almost impossible to use precise terms (logic) to define them. Fuzzy logic was
formulated ([24] and [25]) as an alternative to such problems. That is when
vague or uncertain human knowledge can be represented directly instead of
using precise formulas ([32]) Fuzzy Logic has been found to be applicable in
many areas, namely; business, psychology, engineering, ... and expert systems
([43])

Fuzzy Logic is an ideal tool for representing (acquiring) that part of human
knowledge which is imprecise and Expert Systems are ideal tools for storing
(organizing) and processing that imprecise knowledge Hence their
combination must provide a powerful tool for replicating human expertise in

certain domains such as recognition of unconstrained handwritten characters

(125])

1.4 The Proposed Numeral Recognition System

The major goal of this thesis is to examine the development process and
performance of a recognition system that classifies confusing cases of
unconstrained handwritten numerals using multiple human expertise in this
area. Though in order to be able to analyse and evaluate this system more
rigorously, a complete system (covering both confusing and simple cases of
numerals) is implemented. The basic components of this system are as follows:
I Preprocessor; an input character is binarized and skeletonized.
2. Feature Extractor, the skeleton of an input character is traced
and segmented into primitives (lines, curves, cavities and loops).
Features are extracted by analysing and synthesizing these

primitives



3. Inference Engine, or Classifier consists of three separate
modules. They are: group-determinator, classifier for confusing
cases and classifier for peculiar cases of numerals
Group-determinator based on the existence and position of
primitives determines whether an input character is a confusing or
a pecuiiar case. Confusing cases are identified as a member of
one or two group(s) of subclasses. The inference engine for
confusing cases checks all the rules of the selected group(s) of
subclasses against all the extracted facts (features). An
aggregation formula determines the total points scored by each
subclass of the selected group(s) of subclasses. Classification is
done by comparing scores against each other, Minimum-score
threshold and Contention threshold values. The inference engine
for peculiar cases determines the identity of an input character by
examining its primitives and their locations

A block diagram of this recognition system is shown in Figure 1.2.

Inference Engine (Classifier)

13 Groups of

Confusing
cases

Input Pre- Feature
Sample) \processor Extractor

peculiar
cases

Common
Knowledge

Figure 1.2: Block diagram of the proposed numeral recognition system




1.5 Outline of This Thesis

On the basis of character recognition skills of humans, a new recognition
system is implemented and tested in this study. This recognition system is
trained and tested on different sets of totally unconstrained handwritten
numerals obtained from the ZIP codes of dead letters provided by the US post
office.

Chapter 2 describes and analyzes the method used for acquiring human
knowledge in recognizing handwritten numerals. It also analyzes the subjects'
behaviours and performances.

Chapter 3 presents the knowledge elicitation procedure. This includes
organization of knowledge and knowledge base, assigning weights to features
and experts and conflict resolution method.

Chapter 4 briefly covers the preprocessing operations and in more details
explains the feature extraction process.

Chapter 5 discusses classification (or inferencing) mechanisms used for
peculiar (simple) and confusing cases of numerals. Overlapping of groups of
subclasses, determination of scores of subclasses and threshold values are the
major topics of this chapter.

Chapter 6 uncovers the source of test data and its validation procedure. It
also explains the aggregation formula and presents the results of training and
testing of the system on different sets of data. Then these results are analysed.

Chapter 7 makes a critical analysis of the methodology, design and
implementation techniques used for building the different components of this
numeral recognition multi-expert system. It also suggests enhancements and

direction for future studies.



Chapter 2
Knowledge Acquisition

It is obvious that a knowledge based system can not perform well with
inadequate, imprecise or erroneous knowledge. Therefore it is extremely
crucial to have an appropriate method of acquiring knowledge. The method
used depends on different factors, such as; availability of experts, domain of
expertise, knowledge acquiring skills of the knowledge engineer, and so on
([32)).

The most common methods of fact-finding in system analysis are
observation and sampling from existing records, interviews or group
discussion and questionnaire or forms. These tools could be used in knowledge
acquisition too ([15], [29] and [30]).

Capturing differing viewpoints to bear on a given problem has its
advantages. Getting a group of experts to provide expertise on a given
problem is a tricky issue. The problem is compounded when the experts
disagree on some aspects of the problem. There are special tools for acquiring
knowledge from multiple experts, for example MEDKAT ([31]) is one of them
by which experts interact without direct contacts.

Consistently, there has been emphasis on group interaction, discussion and
brain storming for acquiring knowledge from multiple experts ([31], [33],
[34] and [31]) which is unfortunately lacking in this work. This deficiency is

further discussed in the next sections of this chapter.




2.1 Method

The knowledge that is used in this expert system was gathered by the character
recognition group of CENPARMI during their work on recognition of
confusing cases of handwritten numerals ([13] and [27]).

They selected 360 (mostly difficult and some simple) caset wf handwritten
numerals from a database of 17,000 segmented digits from US zip codes.
Examples of these confusing samples are shown in Figure 1.1. Table 2.1 shows
how many samples from each class of numerals are present in the set of 355
samples There are only 355 and not 360 because five of the samples were

found invalid because they had been placed upside down

Number of
samples

45
28
35
32
31
23
41
49
36
35

VDI Ibdb|lWwWwID|—=|O

\O

Table 2.1: Number of samples from each class of numerals.



These digits in their original size in a form as shown in Figure 2.1 were
presented to 9 human subjects. Five of them were experts (researchers) in

character recognition and the others were students

zero | one | two |three | four | five | six [seven | eight | omne | my)

Figure 2.1: Knowledge acquisition form.

The forms for 360 samples and the following instructions on how to fill
them were given to each subject.

1 360 samples of handwritten digits are to be identified

2. The experiment is conducted in 4 sittings, 90 samples for each
sitting

3. Goals of this experiment are; first to find out which poorly
written digits are confusing and which ones are not, second to
learn on what basis humans actually make their decisions which
may be used for machine recognition of numerals.

4. Pay attention to one sample at a time.
If you have no doubt about the identity of the sample, simply

enter '100' in the box corresponding to your choice

10




6 If you hesitate between 2 (or more) possibilities, enter 2 (or
more) numbers, totalling 100, in the boxes corresponding to the
probable identities of the sample. A higher score indicates what is
more probable to you.

7. The 11th box, marked NIL, should be used when you think the
sample does not really look like a digit.

8 After identifying the digit, explain the key factors which lead to
your decision(s). Try to write them down in decreasing order of
importance.

9. A sample answer is provided to help you understand the
procedure.

Subjects filled their knowledge acquisition forms without any discussion
with one another or with those who conducted the experiment. Also there
were no later clarifications about or corrections in the knowledge (comments)
that had been gathered.

Expert subjects had had greater exposure to the problem of recognizing
characters Hence they had a better understanding of what they should look for
and put down on their forms. Experts had a better motivation than (little)
money for going through this exercise. Generally, experts are expected to do a
better job. Also there are figures supporting the argument that experts
performed better than students ([13] and [27]).

In order to rely on quality knowledge for the knowledge base of this
numeral recognition multi-expert system, we decided to use the knowledge

that had been provided by the expert subjects only.

11



2.2 Interpretation and Organization of Experts'

Comments

In order to elicit the knowledge that had been gathered from five experts, it
had to be checked for redundancies, errors and other mistakes. To do so, all
the comments of five experts had to be rewritten and reorganized in a more
appropriate order.

Rewriting of the comments was necessary because on many occasions
experts were saying the same thing but in different ways or words Hence a
knowledge dictionary covering all the necessary words and definitions for
commenting on the features of numerals was created. Therefore a common
vocabulary was used to rewrite or translate all the comments (for some
examples see Table 2.2). This was specially important because each of the
experts had a different capability in expressing his/her thoughts in English
Some of the definitions of this knowledge dictionary can be found in Table
41,

All knowledgeable comments (see Figure 2.2 for some knowledgeless ones)
totalling 3,277 were entered in a database. This database was reorganized
such that all comments of five experts with respect to a specific sample would
appear under one another, making it easier to elicit knowledge for a specific

case or class.

2.3 Contribution and Performance by Experts

Experts neither contributed nor performed similarly. Figure 2.3 and Table 2.3

show the number of comments written by each expert. For 355 samples expert

12



number three wrote conly 310 comments, leaving many of the samples with no
comments Where as expert number one did his best in identifying more of the

important features

Character | Expert Comments with the Same Comments with the

the curly digit can be a "0".  |ratio less than one (i.e., being
a wide loop).

I Straight top. A straight segment on top.

Original Wording Knowledge Dictionary
Words
5 1 Curve on top looks more like |Curvature of top part of top
a9 cavity is toward north.
& 1 Stem at bottom is relatively | Almost straight stem at the
straight bottom
4 Right concavity followed by [East facing cavity on top.
7 left concavity. West facing cavity at the
I bottom.
4 Width of top stroke indicates | Top side of top cavity facing
7
a"s". east is long.
A 1 Stem taller than the circle Top of the stem ts the top of
l part the character.
b 1 Loop not closed. A north facing cavity at the
bottom.
b 4 Oblique stroke A stem with south-east
Direction.
b 4 Almost closed loop on the  |Opening of the cavity at right
right side. is small.
O 1 Curly enough, loop shape.  |A round cavity.
S 4 Since the loop is on the left, |A round cavity with a span
2

I Hook at bottom not long Length of hook at bottom is
enough. not long.

Y}

Table 2 2. Examples of experts' comments in their original wording and

after translation using the words in the knowledge dictionary.

13
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Figure 2.2. Examples of knowledgeless comments.

Comments of different experts are different in terms of quantity and
quality. Figure 2.4 shows comments of different experts for the same sample,

with respect to quality and quantity of the comments, expert no. 1 is the best,

while expert no. 2 is the worst in this particular case.
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Human Experts Number of Comments

Expert No. 1 1,358

Expert No. 2 718

Expert No. 3 310

Expert No. 4 408

Expert No. 5 433

Total (All Experts) 3,227

Table 2.3 Number of comments provided by five experts.

3500
3000
2500
2000

1500

No. of Comments

1000

500

Exp 1 Exp 2 Exp 3 Exp 4 Exp 5  All Exps.

Figure 2.3: Graph of the number of comments provided by five experts.
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Figure 2.4: Comments by different experts on the same sample.

16




Figure 2 5 and Table 2 4 show the performance of different experts in
recognizing 355 confusing cases of numerals. Real identity of the samples was
determined by the majority vote, see Section 2.4. A certainty of 70% is enough
to recognize (or substitute) the identity of a numeral, below that it is a
rejection Expert number two, four and five have similar performances. Expert
number three is too cautious and expert number one with a very low

substitution rate has recognized up to 36% of the confusing numerals.

Human Experts | Recognition | Substitution | Rejection
Expert No. 1 36.1% 1.7% 62.3%

" Expert No. 2 63.9% 4.2% 31.8%
Expert No. 3 16.9% 0% 83.1%
Expert No. 4 62.5% 6.2% 31.3%
Expert No. 5 58.3% 4.2% 37.5%

All Experts
(average) 47.5% 3.3% 49.2%

Table 2.4: Human experts performances with 70% certainty.
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Figure 2.5 Graph of the performance of five human experts.

2.4 Real Identity of Samples

What are the real identities of the 355 samples that were used in the
knowledge acquisition phase? Legault and others in their work ([13]) refer to
the misclassification of numerals when the data base (including these 355
samples) was originally constituted.

We reestablished the identities of the 355 samples by majority vote method
among five experts. Sixty samples (around 17%) were found to have different
identities, Table 2.5 shows some of these samples with their original and new

(real) identities.
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ID given by voting
among all experts

Table 2.5: Some of the samples with their old IDs

and new ones given by experts.
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Chapter 3
Knowledge Elicitation

What is required from the elicitation stage is a complete and correct
description of the expert's knowledge, and the way in which he/she handles
that knowledge ([30]). Knowledge elicitation is a notoriously difficult activity.
It becomes even more difficult when it is dealing with complex, unstructured
or ill-formulated type of knowledge ([32]).

The power of expert systems derives from the quality of the knowledge in
it. An appropriate presentation of knowledge is essential for having quality
knowledge Impartiality of the knowledge engineer is another prerequisite for
having correct and unbiased knowledge ([36]). Well conducted elicitation
often reveals facts that were not previously at the forefront of consciousness
of experts ([32]), see Section 3.1.

Eliciting knowledge from a group of experts is a major iask since it has the
additional difficulty of integrating different opinions ([14], [34]) There are
many tools and techniques for knowledge elicitation which are mostly domain
dependent ([33] and [36]).

3.1 Sorting out Rules for Each Class of Numerals

A total of 3,227 comments, by five experts, regarding the features of only 10

characters (numerals 0 to 9) had to be checked for duplications, contradictions
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and other errors and finally put into a format usable by the inference engine
(or classifier) of a multi-expert numeral recognition system.

We started the elicitation process by putting the relevant comments
(features) pertaining to each class of numerals under its own category.
However, very soon it was realized that some of the comments (features) that
were noted for a variation of a class would not hold for the other variations of
the same class. Different variations of the same class of numeral might even
have contradictory features Therefore further classification of classes of
numerals into their subclasses evolved which was a matter of necessity rather

than choice.

3.2 Subclasses and Groups of Subclasses

What is the basis of sub-classification of classes of numerals? Comments and
identity percentage assignments by experts reveal three types of information
about each sample. They are;
1. Feature(s) that distinguish(es) one sample from another in the
same or different classes of numerals.
2. Each variation (subclass) of a class resembles the variations
(subclasses) of other classes.
3. Importance level of each feature.

The first type of information distinguishes samples from one another and
hence results in the creation of subclasses. The second type of information
identifies similar subclasses and leads to the formation of groups of subclasses.
Finally the third type of information determines the weight of each feature.

We continued the elicitation process and thereby we found forty eight
subclasses of numerals in thirteen groups. These subclasses and their groups

are shown in Figures 3.1 to 3.8.
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Subclasses of One
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Standard Curly Complete Double Curl  Cut-off
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LTouching Curly Open Curl J

Subclasses of Two

Figure 3.1: Subclasses of classes 0, 1 and 2
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3

Standard
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3 3

Straight Double-Curl-X Mid-curl Top Curl

Subclasses of Three
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Narrow Loop
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Y,

Subclasses of Four

2 h 6 &8

Standard Topless Curly

Subclasses of Five

Figure 3.2: Subclasses of classes 3, 4 and 5
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Subclasses of Six
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Subclasses of Seven
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Subclasses of Nine

Figure 3.3 : Subclasses of classes 6, 7, 8 and 9
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Group - A

— N

Top Open Branchy Curly Overhang Curly Mid-Curl

Eight Zero Two Six Five Three
e ) )
Group -B
Open Zero Open Six Open Curl Two Taily One

Group -C
Standard Touching Slash
Eight Curly Two Zero

% & g e

Figure 3.4: Members of subclass groups A, B and C
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Low Junction Narrow Fast
Six Loop Four Zero
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Nine Four Open Eight
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Group-F
Complete Bottom Right Top Curl
Two Oper Eight Three

Figure 3.5: Members of subcclass groups D, E and F
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Group - H

/N

Standard Six Sixy Zero
Group -1

Standard European Standard Filled Loop Bottom Open

One One Seven Four Nine
cO ) ) ()
Group -J
Cut-off Two European

Seven

Figure 3.6: Members of subclass gropus H, I and J
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— N\,

Protrusion Standard Extended Extended
Seven Four Seven Four
Group -L
Standard Taily Standard Topless Straight
Two Seven Three Five Three
=) (2] (33 (5] &
Group- M
Double Curl-X Double Curl
Three Two

Figure 3.7: Members of subclass groups K, L. and M
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Group - N

— 7 N\ T

Niny Top Open Standard Foury
Four Nine Five Seven

Figure 3.8: Members of subclass group N.

3.3 Impartiality, Fuzziness, Conflicts and Weight

Issues

Impartiality
A knowledge engineer can introduce bias into expert judgement. Specifically,
the data gatherers and analysts can cause bias through misinterpretation or
misrepresentation of the expert knowledge ([36]).

Throughout the elicitation phase we maintained utmost impartiality in order
to ensure the validity of the expert system. This was done by minimizing the
alteration of comments and avoiding the use of any feature that was not

provided by the experts.
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Fuzziness

Experts wrote their comments about the features of the 355 samples without
any restriction on the wordings of their comments Therefore the expert's
comments inherited the inexactness (or fuzziness) of the natural language. For
example, adjectives like short or long are used to describe the length of a line
segment ([25] and [32]).

The (generally) imprecise comments of the experts were used (almost
exactly as they were) in the construction of the knowledge base. Feature
extractor (see Section 4.3) adds fuzziness to the extracted features and
thereby making it possible to compare them with (fuzzy) rules in the

knowledge base.

Conflicts

Experts do not possess the same knowledge, and this differing knowledge is
used differently, even though all the experts received the same briefings and
information as background to the problem ([36]). This is the cause of
conflicting opinions among experts.

Experts participation at the knowledge elicitation phase (or generally
interaction among experts) can resolve such conflicts to a great degree ([31,
[33] and [34]). Lacking the presence of experts and the need to remain
impartial required us to incorporate even the conflicting opinions of different
experts in the knowledge base There is a negative effect on the total score of

any subclasses that embodies conflicting comments (see Section 5.3.2).

Weights

As instructed (see Section 2.1), experts were required to write down their

comments in the order of importance. Hence a line code to indicate the line
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number of a comment was attached to each comment. Also an expert code for
indicating the author of a comment was attached to each comment. Comments
that were provided by more than one expert got the expert code "0" and the
highest line code for such comments was used as their line codes. Table 3.1
shows comments, expert codes and line codes for the subclass "standard
three". Depending on the author and line number the weight of a comment

varies. Section 5.3.2 discusses the weighing mechanism in more detail.

3.4 Creating a Knowledge Base

Sub-classification of classes of numerals resulted in the dispersion of the
comments of a class under its different subclasses. Some of these comments
were definitely valid only for one subclass while others could be equally
relevant to the other members (subclasses) of the same class. Hence comments
under subclasses of each class were checked if they were valid for the other
members of the same class and if so they were duplicated under other
member(s) of that class

Features (rules) for all subclasses after going through different stages of
correction, refinement, dispersion and compilation were put together to form a
knowledge base This knowledge base embodies all the features (rules) of all
subclasses which are necessary to verify if a sample is a subclass known to this
knowledge base

The created knowledge base consists of more than 350 rules (features)
covering 13 groups of subclasses or 48 individual subclasses. Figure 3.9 shows
some of the segments of the subclass 'standard three' and Table 3.1 shows all

its rules (features).
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Figure 3.9: Definition of some of the segments of the subclass standard three.

Top cavity endpoint
~ Top of
Mid-segment ————> 4 bottom
) cavity
Bottom cavity

Rules (Feature§ Expert | Line
Code | Code
1 |Mid-segment clearly exists. 1 1
2 {Indentation on the right of mid-segment clearly exists 1 T
3 |There exists a West facing cavity at the bottom that is round 0 1
in shape.
4 |There exists a West facing cavity on top that is round 0 1
5 |Direction of lower endpoint of bottom cavity is west. 2 1
6 |Direction of lower endpoint of bottom cavity is South-west 1 2
7 |Mid-segment is horizontal 0 ]
8 |Directions of all three endpoints (top, bottom, mid-segment) 5 1
are West.
9 |{Top portion of bottom cavity is not very short 0 1
10 |Top portion of bottom cavity is a line with a slope about +1.{ 5 2
11 |Top endpoint and bottom endpoint are almost on a vertical 2 2
line.
12 |Top portion of top cavity is not very short. 5 2
13 |Direction of strokes changes as that in a three. 5 ]
14 |Existence of two clear west facing cavities. 4 1

Table 3.1: All of the rules (features) for the subclass 'standard three'
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Chapter 4

Preprocessing and Feature Extraction

4.1 Noise Removal, Skeletonization and Normalization

Depending on the type of features that must be extracted from a pattern,
different preprocessing operations are needed. Binarization, normalization,
rotation, region growing, skeletonization, contour detection and edge
smoothing are some of the preprocessing operations ([21] and [23]).

This recognition system uses binarized patterns of numerals as input.
Binarization and skeletonization of the input patterns had been done by ([19]),
see Figure 4 1 However some of the patterns still contained noise in the form
of isolated points which were removed by the preprocessor module of the
system

In a recognition system that is built on the basis of human recognition of
characters, every bit of the pattern counts. This means that even a very short
stroke can be important for correct classification of a character ([44)).
Therefore, the very existence of constructs of a pattern, their sizes or
orientations should not be altered during the preprocessing phase. This ensures
the integrity of the pattern and reduces the preprocessing time.

This system is very sensitive to noise while distortion, style variation , size
differences and small degree of rotation are less disturbing. Noise, such as an

extra segment can cause rejection or substitution of a character for obvious
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reasons. Variation in the size of the input characters is not important (i e.,
there is no need for normalization) because all the measurements are made
relative to the length of the diagonal of a rectangle enclosing the skeleton of
the input character. For example, if the length of a segment is less than 30%
(smallness coefficient) of the length of the diagonal then its relative length
becomes "small". These coefficients are pre-determined and their values are
determined during the training phase (see section 6.4) in order to have the
most suitable values.

A bit of rotation also does not change the extracted features. Because
direction o segments are determined in a crude way. For example, direction of

a cavity can be north-east instead of a specific angle (see Table 4.1).
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Figure 4.1: Examples of binarized numerals with their skeletons.



4.2 Feature Selection

Blesser et al ([40]), have argued that the failures of previous feature detection
techniques lies in the ad hoc nature in which the features were chosen. It was
concluded that the features must have some psychological significance so that
the recognition algorithm can exhibit the required flexibility ([18]).

Generally, geometrical and topological features are used by human for
identification of characters ([16], [22] and [23]). Hence this recognition
system too must extract this kind of features from a numeral. Among many
geometrical features extractable from a character the system needs to detect
only those which have been identified by the five human experts in their
comments, see Section 2 1 From experts' comments we compiled a list of all
the necessary features which were to be extracted, most of them are shown in

Table 4 1

4.3 Feature Extraction

Some researchers believe that the primary problem of recognizing handwritten
characters is feature detection and not feature specification ([22]). Depending
on how features are extracted a classification method might work better or
worse ([16]).

In this recognition system, different feature extraction methods can be used
to extract different types of features. Though we have mostly used the
skeleton of a character for extracting its features.

Feature extractor scans the skeleton of an input sample from top to bottom
and determines its endpoints and junction points. This breaks down the

skeleton of a sample into segments Each segment is terminated by endpoints
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extreme top, bottom, left and right points
of a segment.

'No. Segment Features Line | Curve | Cavity | Loop | Figure
1 Absolute length- The actual length of the | X X X X <
skeleton of a segment L}(—
A scgment
2 [Relative length e g, Short, Long, ... X X X X Disgonal
which is determined in comparison with \
the length of the diagonal of the matrix of Q
the character N
3 |Number of points. Number of points X X X X
which form a segment
4 [Distance between endpoints’ Shortest X X X X -
distance between beginning and end of a 7 A
segment
5 |Type of segment Line, Curve, Cavity or | X X X X \j
Loop by comparing the ratio of the
absolute length and the distance between Acavity
endpoints of a segment to a predetermined j
value called "type threshold". Acurve
6 |Number of rows and columns: Number of | X X X X
rows and columns of the matrix of a + rows o
character which are spanned by a segment 3 cols
7 |Span ratio- Number of rows of a segment | X X X X
divided by its number of columns (see
point 6 above)
8 |Extreme points: Row and column of the X X X X

I

Extreme
nght point

Table 4.1: Features extracted from the segments of a character
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a cartesian co-ordinate system. Centre of
the system is the centre of the matrix of
the skeleton of the character.

No Segment Features Line ; Curve | Cavity | Loop | Figure

9 |[Direction Direction of the segment is the | X X X
slope of the lines or curves connecting ‘V‘
their beginning point to their end point.

For cavities it 1s the slope of the line ’A‘
connecting the turning point of the cavity

to the middle point of the line between the 9
end points of the cavity Then this slope 4
value is marked as North, North-East, ... Decent
on the basis of predetermined ranges of has S-W
slope values direction

10 |Start point and end point directions X X X X IvwY one
Determined by the direction formed by the W?Ksi
last two points at the end points of a Vs
segment

I't [Slope Slope of the direction of the X X X X
segments (see point 9 above)

12 |Depth Length of the line from the turning X X X ,?:e"‘h
point of a cavity or curve to the middle of (9/
the line connecting their end points

13 [Vertical and horizontal positions' Position [ X X X X
of a segment relative to the height and %\
width of the matrix of the character. S:u‘be ]
Resulting in Left, Middle, . positions. ngh?m "

14 |Start and end points vert & horz. X X X X
positions. As in point 13 above, but for
the end and the start points of a segment.

15 [Start and end points quarters Positions of | X X X X |2
the start and end points of a segment as in quarter

Table 4 1" Features extracted from the segments of a character. (Continued)
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of the angle of cavity (Round, Sharp, ...)

No. Segment Features Line | Curve | Cavity [Loop | Figure
16 |Composite or stand alone segment A X X @
: segment is composite when it is formed by
more than one segment, € g., a loop can 3 composite
be composite Single segments are stand pnops can
alone segments
17 |Indices of the neighbouring segments X X X X
Segments that share at least one point are fj I
neighbours. f
Neghhours
18 |Number of junctions: Segments can have a| X X X X
maximum of two junctions i
19 |Direction of curvature. Curves are bent X
Up, Down, Lefi, .. , which s the direction ‘(\
opposite to the direction of their depth ben
line See point 12 above Sauth-West
20 |Opening relative length and direction X
Relative length (Short, Medium, ...) and
direction (North, North-East, ..) of the ?.)\“
line joining the endpoints of a cavity Also
see points 2 and 9 above
21 [Horz and Vert. opening relative length- X
Relative length (Small, Medium, . ) of a >()<
special opening of a cavity, see the picture
in this row
22 |Angle, shape and turning point' Relative X 1
position of the turning point of a cavity t
(Up, Middle, Down, _..) and with the Sham
turning point as the vertex determining the
angle between the sides of the cavity. P
Shape of cavity is determined on the basis Round

Table 4.1: Features extracted from the segments of a character (Continued)
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e ——

No

Segment Features

Line

Curve

Cavity

Loop

Figure

23

24

Loop tendency A round cavity (point 22
above) with a relatively smali opening

|(point 20 above) resembles a loop

First side and second side detail features:
Relative length, relative position, number
of points, degree of curvature, ... of the
sides of a cavity are determined as it is
done in a complete segment

e

25

20

Loop length and width. Loop length is the
length of the longest line that can be fit
inside a loop, and loop width is the length
of the line perpendicular to the loop length
line and crossing at its centre

\ﬁdlh

Length

Straight bottom and top That is when a
predetermined percentage of the points of
a loop or cavity form a line at the bottom
or top portion of a segment

Straight line
ontop

f7

Sharp bottom and top When the number
of points that form the top or bottom 10%
of a loop is less than a predetermined
number, the loop is sharp at top or bottom
respectively

o(

Triangle and round shapes A loop with a
straight bottom and a sharp top or a
straight top and a sharp bottom forms a
loop triangular in shape

Triangle
loop

N

Bottom slope and quarter Slope and
(cartesian) quarter of the bottom portion
of a loop Bottom portion of loop is
determined relative to the height of the
loop similar to point 26 above.

¢

Table 4.1 Features extracted from the segments of a character. (Continued)
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or junction points. Next these segments are processed to determine their type,
i e, if they are lines, curves, cavities or loops ([19] and [28]).

Each kind of segment has its own specific types of features which must be
determined, see Table 4.1. For example, only in case of cavities, the features
of the sides are determined as well. Figure 4.2 shows a binarized sample with
its skeleton before and after tracing. In segmented skeletons, endpoints are
indicated by '*', junctions by '#' and cavity turning points by '+. Finally the

general features of the sample (like its span ratio) are determined

. ———— —— =
EELE 00D
F...." M....M
E. M.
.E. M
r M.
.r M.
M.
i ™
E. M.
E. M.
.E. M.
E. M.
2. M.
B .. MM
.E .BB S . B
E..BB. M. M
1B oM
ceWCue e M.,
fpeteiet BN DD
.. 0 .D. . M.
.o, D, MM M.
D.. L. Mo M.
oL, L. M., .M.
<. L. M. .M
o] D M M.
o] D. M M.
o, .D. M. M
L. ..D. « M. .
i ojodedaledeport R 4yt hrird
(before)

Figure 4.2: A sample before and after tracing.

Using the skeleton of a character to extract its features has the advantage

of simplification, as it reduces the pattern to different types of lines only
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However this advantage is (usually) accompanied with the problem that the

sheleton does not fully represent the sample ([38]). For example.
1 Loops have become lines (Figure 4.3 - a).
2 Angles between segments are distorted (Figure 4.3 - b).
3 Junction points are distorted (Figure 4.3 - b).

4 New non-existing segments are created (Figure 4.3 - ¢)

One way of alleviating these problems is to use different methods to

extract features For example, loops, junction points, and angles between

segments can be determined more precisely from the contours of the samples

([26]), see Figure 4.4. However the use of multiple methods of feature

extraction has a negative effect on the processing time

Figure 4.3: Distortions due to skeletonization.
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Figure 4 4: Using contours to determine angles and junctions
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Chapter 5
Inference Engine (Classifier)

The two basic components of an expert system are; the knowledge base that
must contain lots of high-powered knowledge about the problem domain and
an inference engine containing knowledge about how to make effective use of
the domain knowledge ([7])

According to K Parsaye, inference is the process of combining facts and
rules ([6]) There is no simple, general way to characterize an inference
engine How it should be structured depends on both the nature of the problem
domain and the way in which knowledge is represented and organized in the
expert system

In this multi-expert recognition system, the Group-determinator module
and the classifiers for peculiar and confusing cases of numerals together form a
backward chaining inference engine ([1] and [7]). The inference engine begins
its search after the feature extractor module completes the extraction of all the

facts (features) from an input character.

5.1 Group-determinator

As shown in the block diagram of this recognition system (Figure 1.2 -
reproduced on page 43) a module called "group-determinator" determines if a

sample belongs to any of the 13 confusing groups or not. This decision is made
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on the basis of the features extracted from the sample

Belonging to a

confusing group or not determines which of the two possible classification

processes will be carried out next.

Inference Engine (Classifier)

13 Groups of
Confusing
casces

Expert's
Knowledge

Feature
r Extractor

Group-
deter-

Input Pre-
Sample Drocesso

minator

peculiar
cases

Common
Knowledge

Figure 1.2: Block diagram of the proposed numeral recognition system

Samples which do not fit into (or belong to) any group are usually those
which are written in a peculiar way. This peculiarity makes them distinct and
naturally easy targets for classification. Their unusual shapes (constructs) can

be detected easily and then identified. Figure 5.1 shows some of those samples

that we call "peculiar cases".
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Peculiar
Shape

Eight 6?

Five

Numeral

Four

Q|| >

Nine

Figure 5.1: Numerals with peculiar shapes.

Well written numerals and not that well (carefully) written numerals fall
into the category of confusing cases of numerals, and they may belong to one
or two groups of subclasses. This category comprises most of the numerals

that we usually encounter, see Section 5.4.

5.2 Overlapping Groups

How could a confusing numeral belong to two groups of subclasses (see
Section 5.1)? Groups of subclasses can be considered as sets with features of

their respective subclasses as their members. Subclasses of different groups of
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subclasses exhibit similar features. Therefore groups of subclasses (as sets)
may intersect and hence it is possible that a subclass is labelled as a member of
two different groups of subclasses. For example a sample that looks like a '6'
may be labelled as a member of Group - A and Group - H This enables the
system to conduct a more detailed examination of the sample when necessary.
See Figures 3 4, 3.6 and 5.2.

When a sample is labelled as a member of two different groups of
subclasses, the system may come out with two different identities for that

sample. Section 5.4.2 explains how this kind of conflict is resolved.

\

Figure 5.2: Intersection of two groups of subclasses.
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5.3 Classification of Peculiar (Simple) Cases

Peculiar cases are very distinct in shape and hence do not cause any confusion
with other cases Therefore all that is needed for a recognition system to
identify a peculiar case is to verify the existence, position and relationship of
the segments which form that character. This is a relatively simple operation
that does not take much time. Therefore, the system saves time by processing
peculiar and confusing cases differently.

In this recognition system, when a peculiar case is identified, it is believed
to be true with 100% certainty Twenty five peculiar cases are defined in this
recognition system Any peculiar case which is unknown to this recognition

system is a rejection case

5.4 Classification of Confusing (Difficult) Cases

Group-determinator (see Section 5.1) checks the existence, position and
relationship of the segments that constitute a character. Those samples that
meet all the required criteria for being a member of one group are labelled as
members of that group. The criteria for being a member of a group are set by
us These criteria are very liberal and obstruct only those samples which have
peculiar shapes or are filled with noise. In all our tests more than 70% of the
samples qualified for membership in one or two groups of subclasses (see
Section §5.2).
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5.4.1 Firing of Rules and Score Aggregation

Depending on the group(s) label{(s) of a sample, certain set(s) of rules from the
knowledge base are selected to be tested if they can be fired These rules
(features) are tallied against the facts (features) that were extracted by the
feature extractor module, in case of a match the matching rule is fired.

For example, if a sample is labelled as a member of group H, all the rules of
subclasses "standard six" and "sixy zero" are separately examined whether can
be fired See Figure 3.6.

Firing of rules scores points A subclass scores more or less points
depending on how many of its rules can be fired. The formula that determines

the total score for any subclass is shown below.

Us

Ss = 2 ejlimg
] € us
Where-
Ss = Score of subclass § 0<s:,<100
U - Set of fired rules of subclass §
€ - Expert weight 0<e<]
[ - Line weight 0<i<]
M - Maximum score for each rule of subclass §
Mg =100 / no. of rules

When all experts are considered to be equally qualified, the Expert weight

(e) for all experts must have the same value. Expert weights can be different
for different experts, for example could be dependent on their previous

performances. Sections 6.2 and 6.3 discuss this issue in more detail. Similarly,

experts' comments over different lines of the knowledge acquisition form
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(Figure 2 1) can have the same or different weights. In this system a higher

line number means a lower line weight (/). More rules for a subclass means

less maximum score (M) for each rule of that subclass.
When a rule is fired, the additional score obtained due to that is the

product of its Expert weight, Line weight and Maximum-score (e X [ X my).
This aggregation method (formula) differs from some of the more usual

multi-expert opinion combination mechanism ([36] and [37]). It differs as it
maintains experts hierarchies, does not override minority vote and does not
force any kind of consensus (since there has not been any).

Disagreement among experts or their indifference with respect to a feature
of a subclass (which are both permissible in this method) have negative effects
on the total score of that subclass. Low score for a subclass may result in a
substitution or a rejection, see Section 5.3.3.

The following example is presented in order to show how the above
formula is used Suppose for an input character, which is categorized as a

member of subclass group - L, three rules as shown in Table 5.1 are fired.

’ Rule hun;liers of subclass "Standard three" that are fired.

1 1
5 2 1
10 S 2

Table 5 1: Rules of subclass "standard three" which are fired (example).
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Subclass "Standard three" has a total of 14 rules, therefore m=100/14=7.14
Let weights (e) for experts 1, 2and 5 be 1, .75 and .5 respectively. Also let
weights (/) for lines 1 and 2 be 1 and S respectively.

For the first rule the scoreis = 1.0 x1.0x7.14=17.1

For the fifth rule the scoreis = 0.75x1.0x7.14 =54

05 x05x7.14=18
7.1 +54+18 =143

For the tenth rule the score is
Therefore its total score (s)

5.4.2 Two Thresholds for Recognition

(or Substitution)

Character recognition systems usually use a certainty threshold as the criteria
for recognition or rejection of an input sample. It is obvious that a false
recognition is a substitution ([2], [28])

In this numeral recognition system, two thresholds are used as the criterion
for recognition or rejection of an input character. They are Minimum-score
threshold and Contention threshold. The Minimum-score threshold can have
values between 0 and 100 and the Contention threshold can have values
between | and infinity. The following paragraphs explain how these thresholds
are used.

When an input sample is labelled as a member of a group of subclasses, all
the rules of all the subclasses of that group are examined if they can be fired
This firing attempt is done for each subclass of that group separately. A total
score (according to the formula in Section 5.3.2) is obtained for each subclass
of a group that is under evaluation.

If the total score of a subclass satisfies all of the following conditions then

the class identity of that subclass (right or wrong) is considered as the identity
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of the input character, if not, the system refuses to identify the input
character

1 Total score of the subclass is higher than the Minimum-score
threshold

2 Total score of the subclass is the highest score in its group of
subclasses.

3 The ratio of the total score of the subclass (i.e., highest score)
and the total score of the next lower highest score is greater than
the Contention threshold.

4 When two groups are examined, the total score of the subclass
must be the highest among the total scores of all the subclasses in
both groups

Training and testing of the system were done with Minimum-score

threshold of 30 and contention threshold of 1.2, see Section 6.3.
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Chapter 6
Training and Testing of the

Multi-expert System

6.1 Source of Data and its Validation

Three sets of samples of numerals (sets 'A', 'B' and 'T') were selected for
training and testing of this numeral recognition multi-expert system Each of
these sets had 200 samples of each class of numerals, i.e, 2000 samples in
each set All these samples belong to a database of 17,000 samples that had
been collected from dead letter envelopes made available by the U.S Postal
Services. This ensures that test samples are written by different authors from
different locations in the U.S A Figure 6.2 shows some of these samples.

As it was discussed in detail in Section 2.4, the identity labels of some of
the samples in the set of 355 confusing cases were reestablished These
corrections were extended to the data sets 'A', 'B' and 'T' for those samples
which were members of the set of 355 confusing cases too. This was done in
order to ensure the validity of the results or in general the validity of the

multi-expert system ([6] and [39]).
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6.2 Implementation Issues

This multi-expert numeral recognition system was implemented by compiling

approximately 20,000 lines of code using the Turbo C/C++ compiler. On a

486/33MHz IBM compatible PC, the average time for classifying one character

is 175 milliseconds.

Following is a description of Figure 6.1 which illustrates the working

(steps) and implementation of this multi-expert numerals recognition system.

1. At least 3 hnes.
2. There must be a

3

short line on top.

lnpu'l Fale Imual values of
L(tnl"""ng thresholds and ~ sarerarnssenatanss sesues
";,‘:,‘:lx.",r\ paramelers _§ [
characters
_ 3
short-cof = 0.32 57/,
long-cof = 0.75 5//&
ong-et - .,0 S Knowledge base and
Croo & “  score determinator
& for confusing cases.
One (D & 1)
Chay.
@ ta I @ s
h <® Group - Z
Mulu-expert
cnat Main Pecuhar Cases
* Funct <$ Module
@ WA - unction %,
'B““ ) o e
vact® 2\ N2, \©
it ® &% Score
1194 1. No. of lines. Comparison
2 No of curves. Group- Module
3. No. of cavities determinator
Feature 4 Direction of Module
Extractor lines
Modle | . Rt G
. Relative length
of lines. @
6 i,
Facts (Features)
of a character

Specific rules for each
subclass of a group

(ot

{8

Figure 6 I . Implementation and working of the multi-expert system.
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Details of the design of each specific module (operation) can be found in its
respective chapter.

Main function of the Multi-expert system (shown in the center of Figure
6.1) selects and invokes all the necessary steps or procedures that are required
to determine the identity of a character. Encircled numbers in Figure 6.1 are
associated with major modules that constitute this multi-expert system and
their order corresponds to the order of activation of these modules

Binarized representation of characters (which must be identified) are stored
in a file (example in Figure 4.1. The main function of the multi-expert system
is to read these binarized characters into a matrix one at a time Then the
feature extractor module traces the skeleton of the input character (using its
matrix) and segments it into its primitives (lines, curves, cavities and loops)

A non-loop segment (primitive) becomes a line, a curve or a cavity
depending on its degree of curvature. Degree of curvature of a scgment is
calculated by dividing its length by the distance between its endpoints. For
example, a segment becomes a line if its degree of curvature is smaller than
L_tsh (line threshold) which is a predetermined threshold set during training
A typical value for the L _tshis 1.1.

Other features of segments are extracted by analysing and synthesizing
them further. For example, relative horizontal position (see Table 4 1) of a
segment is "right" if 60% or more of its points are on the right half of the
matrix of the character. All features found are recorded in order to be used by
the inference engine of the multi-expert system.

Next, the main function invokes the group-determinator module (number 4
in Figure 61, also see Section 51) The group-determinator reads the
recorded facts (features) and based on the existence and position of segments
decides if an input character belongs to one or two known group(s) of

subclasses (confusing cases) or belongs to peculiar cases or is unknown and
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must be rejected For example, if a character has only one cavity with an
opening toward north, then it belongs to subclass group "B". In case of
rejection, the main function reads the next character from the input file and
starts the recognition process for that character

Depending on the group label of characters, their recorded facts (features)
are further analysed either by the peculiar cases module or by the confusing
cases module (number S in Figure 6.1)

The module which handles the Peculiar cases knows exactly what it is
looking for, i e. specific number or types of segments and specific features in
the existing segments (Figure 5.1) After it finds all that it is looking for, it
comes out with a decision about the identity of an input character. For
example, if it finds out that, in the recorded facts, there is only one segment
and that is a loop, it decides that the identity of the input character is zero (a
recognition or substitution possibility). When it does not find all that it is
looking for, it refuses to make any decision (rejection).

When the group lable(s) of a character is one of the group labels that
contains confusing cases (Section 5.4), the main function of the multi-expert
system invokes the corresponding confusing case(s) module(s). Each confusing
case module contains all the rules relevant to the recognition of that confusing
case and the necessary inferencing mechanisms for checking those rules against
the recorded facts An example of a rule for the numeral seven is that; is there
a south-west facing cavity which has straight sides? For more examples of
rules see Table 3 1

All the rules that are coded in an invoked "confusing case module" are
checked (tallied) against all the recorded facts (by using IF and CASE
statements). A subclass scores points when any of its rules finds a matching
fact (or is fired) Depending on how many rules are checked and according to

the aggregation formula in Section 5.4.1, each subclass of the selected
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group(s) of subclasses scores more or less points. There is an example in
Section 5.4.1 which describes how the score of a subclass is calculated.

Finally the main function of the multi-expert system invokes the score
comparison module. If the score of a subclass exceeds the Minimum-score
threshold and the Contention threshold, the identity of that subclass will be
recognized as the identity of the input character (right or wrong - recognition
or substitution), else it will be a rejection case.

For example, let the Contention threshold be 1.2 and the Min-score
threshold be 30. Then an input character with a score of 32 as an "open zero"
and 64 as an "open six" will be recognized as a six because its score as a six is
greater than 30 and its contention value (64/32 = 2) is greater than 1.2

The main function of the multi-expert system iterates all the above steps
for each input character until it reaches the end of the input file Having the
real identity of the input characters as part of the input file, the main function
produces statistical reports about the recognized, substituted and rejected

cases.

3 3 3 3 3 3 3 3 4

y ¥ 4 ¥ Y 4 L& v 4

s 5 5 5 5 S & s s
6 £ L § ¢ ¢ ¢ (¢ ¢

Figure 6.2: Samples of training and test data
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6.3 Democratic or Non-democratic Voting

According to the formula in Section 5.3.2, the score gained by firing of a rule
is directly related to its expert weight. Experts weights can vary between one
and zero A rule (of a subclass) with a zero expert weight will have no effect
on the total score gained for its subclass, while an expert weight of one (with
a line weight of one) is needed to gain the maximum score of any rule.

One way of assigning weights to experts is to consider that all experts are
equally qualified For example an expert weight of one for all experts. The
other approach is to have different weights for different experts, but on what
basis?

Figure 2 5 and Table 2 4 show the performances of five experts with the set
of 355 samples Performances of experts can be used as the basis for
determining their weights One way of arriving at a weight for an expert is to
use his/her substitution rates only, as in the following formula. Though 2

formula that includes both recognition and substitution rates could be more

versatile
10-S
W,= ——]O—e {if 5.2 10, W, =0}
Where

W, -Weight of expert € 0<W.<1
Se - Substitution rate of expert €

By using the above formula and the entries in Table 2.4 the following table

for experts weights was generated.
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Substitution | Expert Weight

Rate
17 0.83
4.2 0.58
0 1
6.2 0.38
5 4.2 0.58
All (average) 3.3 0.67

Table 6.1: Experts' weights based on their performances.

Throughout the training and testing processes, equal expert weights (one
for all experts) and unequal expert weights (Table 6.1) were both used This
was done in order to examine the effects of having different weights for

different experts.

6.4 Training and Testing

Almost all off-line handprint recognition systems are based upon trainable
algorithms ([16]). This multi-expert system (before and after training) was
tested on the set of 355 confusing cases using equal and unequal expert
weights. For comparison purpose, performance of human experts ([27]),
human volunteers and multi-expert system (see Section 2.1) are shown

together in Table 6.2 and Figure 6.3.
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E X P E R T L I N E
W T w T
All ([E1 | E2 {[E3|E4 | E5 |{L1|L2|L3{L4| | Rec.
Exp
Human 59.2
Experts - - -l -1 - - I I A %
Human 46.4
Volunteers|| - | - - -] - - -f-1-1- %
Expert
System 1 1 1111 1 P11 1]([3521
(Before %
| Training)
T 1T11711)([36.36]7.10 [56.54
% % %
Expert
System ||067]083/058( 1 {0.38/0.58|({ 1 [0.5(0 | 0] [37.18]7.60 [55.21
(Before % % %
Training)
1 10.5[.25].25| [37.74| 6.19 | 56.07
| % | % | %
Expert
System
After
(Limited) {|0.67(0.83[0.58( 1 |0.38{0.58] | 1 [0.5|.25|.25| [46.47!11.83|41.69
Training % % %
with Data
’LSctsA&B

Table 6.2. Human and E S. performance with confusing cases of numerals.

Figures 6.4, 6.5 and 6.6 show some of the samples among the 355 numerals

that were recognized, substituted and rejected respectively by the multi-expert

system
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80
70 D Rec.
60

50 Bl sub
40 Rej.
30
20
10

Performance %

Human Human ES. with E.S. with ES. after
Experts Volunteers Eq. Wts. Uneq. Wits. Limited
Training

Figure 6 3: Human and E.S. performance with confusing cases of numerals

(6) (6) (8) (0) (4) (6) (2)

2 & ¢ 2> ¢ oS
(3) ©) (6) (2) (4) (5) (5)

> 6 I % 3 4/
@D oe o ® e ® @

Figure 6.4: Examples of correctly recognized numerals.
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o e 6 C

(0-2) 6-1 (5-6) (0 -6)

v 4 7 4

(7-4) (1-7) (6-0)

Figure 6.5: Examples of the substitution cases.
Left number inside the brackets is the real id. and

the right number is the id given by the multi-expert system.

(0) )

(8) (8)

Figure 6.6: Examples of rejected characters.
Characters in the upper row are rejected because they do not pass
through the threshold values, and those in the lower row are rejected

because their skeletons were unknown to the multi-expert system.
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The numbers in Table 6.2 indicate that human experts performed far better
than the multi-expert system implemented However, performance of the
multi-expert system may be compared to that of the volunteer (naive) human
subjects. The overall superior performance of human subjects can be explained
on the basis of the following facts.

¢ Knowledge base of the multi-expert system is incomplete in terms
of scope and quality (see Section 2.3).

¢ Absence of feedback by experts makes alteration of rules (further
training) impossible (see Section 3.3).

¢ Bias in favour of experts' judgement, since identity label of the
355 samples are based on the majority vote of experts'
classification (see Section 2 4).
Noise in the binarized input samples (see Figure 4.3)
Relying on a single method for extracting features (see Section
4.3).

Another important observation is that the multi-expert system with unequal
experts and lines weights has performed better (though slightly) than that with
highest equal weights for experts and lines. This can be explained as follows,

1. When the scores of the members of a group (which is under
examination) are not distant enough, the inference engine refuses
to make any decision about the identity of the input sample This
kind of rejection can happen when all subclasses of a group score
high enough to get too close to each other and consequently not
satisfying the Contention threshold.

2. With equal weights for lines and experts (here a weight of one for
all of them), it becomes easier for subclasses to score enough to

exceed the Minimum-score threshold. This reduces rejections
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due to Minimum-score threshold and naturally adds to the
recognition and substitution rates.

Before training the multi-expert system on data set 'A', it was tested with
that and its results are shown in Table 6.3 and Figure 6.3. The substitution
rate, despite lack of any training, has a very low value. Then the system was
trained on data set 'A' which involved:

1 Refinement of implementation of rules.

2 Tuning of the parameters that define the characteristics of the
primitives of a sample. For example if a line is short, medium or
long. Best values for these parameters can be found
automatically.

3 Refinement of Group-detector module.

4 Addition of code to the peculiar cases classifier module for the
recognition of previously unknown peculiar cases.

5. Variation of expert and line weights automatically for achieving
the best performance.

The results of testing the multi-expert system on data sets 'A' and 'T' after
training it on data set 'A’', both with equal and unequal weights, are shown in
Figure 6 7 and Table 6.3.

For both sets, ‘A’ and 'T', the performance of the multi-expert system is
better when experts and lines weights have different values. Since the number
of confusing cases in these 2000 sample sets is smaller (compared to that for
the set of 355 confusing cases) the difference in performance with equal and
unequal weights is very slim

Again, it is noticeable that the substitution rate for both data sets 'A’' and
'T', is very low. In order to provide more details, a confusion matrix of the
performance of the multi-expert system on set 'T' after training it on data set

'A" with unequal weights is shown in Table 6.4.
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Finally, the expert system was trained on the data set 'B' as it had been
done with the data set 'A'. Then it was again tested with data set 'T". For
comparison purpose the results of testing the expert system with set 'T' before
and after training it on set 'B' are shown in Table 6.5 and Figure 6.8.

The second level of training enhanced the recognition rate by 5% and
slightly reduced the substitution rate. Again, the recognition rate is better
when experts and lines have unequal weights, also the substitution rate has a
low value. A confusion matrix of the performance of the multi-expert system
on set 'T' after training it on sets 'A' and 'B' with unequal weights is shown in
Table 6.6.

E X P - W t][|L - Wt -
Exp | E1 | E2 |E3|E4 { E5 | |[L1{L2|{L3|L4| | Rec | Sub. | Rej
All
Set'A' 0.67(0.83{0.58| 1 {0.38,0.58 1{05/0]0]1(61.90f220(3590
Before % % %
Training
Set'A' 1 1 1 Iyl 1 1{1{1}]1}]7490f1.20 12390
After % % %
Training
Equal Wt ol
Set 'A' 0.67(083|0.58| 1 (038,058 11(05/0}|0}[7560] 0.90 |23 50
After % % %
Training
Unequal
Wt.
Set 'T' 1 1 1 11 1 1111 [({71.30]1.95]|2675
Equal Wt. % | % | %
. Set'T' 0.67{0.83(0.58| 1 {0.38/0.58| | 105/ 00| |7180] 20 ]26.20
Unequal. % | % %
S Wt

Table 6.3. Performance of E.S. before and after training on set 'A’.
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100

90 Minimum
80 score threshold = 30
& 70 ] ] ] . Contention
threshold=1.2
2 60| [ .
[x]
E 50
€ 40 [ Rec.
U P
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20 3 ] Rej
: 2 , [
Sct'A'bel  Set'A'aft Set’A'aft.  SetTwith  Set Twth
training trmning eql Wi train uneql. wi.  equal wt unequal wt.

Figure 6 7. Performance of E.S. before and after training on set 'A".

—
R L S P O N S E
olrv|2(3|a{sl6|7|8]| 9| Tom | Ree | Sub | Ry
% % | %
0 Em 4 E 00 | 7 3 20
Ty 200 | 985 0 1.5
s | 2 130 2 23] 1| 200 | es 45 | 305
1| a 18 1 200 | 59 0.5 | 405
1| 4 15% 1| 200 | 765 | os | 2
M| s 3 125] 1 6 | 200 | 605 s | 345
vle |1 1 135 200 | 675 1| s
L| o7 2 |1 3|2 132 200 | 66 4 30
1] s 1 158 200 | 7 0s | 205
9 1 1 [134) 200 | 67 1
Towl| 2,000 | 718 2

Table 6.4: Confusion matrix for set 'T' after training on set 'A'.
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In all the tests more than 70% of the samples were passed through the
confusing cases classifier (see Figure 1.2) and only the remaining ones were
processed by the peculiar cases classifier This indicates that the limitations of
the knowledge base in terms of scope or knowledge can dramatically affect the
overall performance of the multi-expert system.

In all tests, substitution rate of the multi-expert system remained very low
and its recognition rate improved considerably by training. Overall assessment

of the system is discussed in Chapter 7.

E X P - W t L - Wt
Exp| E1 | E2 {E3|E4 | ES | |[L1{L2|L3|L4| | Rec | Sub | Rej
All _ | ]
Set'T' 1 1 ] 1 1 1 11111711 71.30] 1952675
Equal Wt % % %
Trained on
'A' only
Set 'T' 0.6710.83{0.58{ 1 [038/0.58 1{05/0101(71.80] 20 |2620
Unequal % % %
W1t trained
on'A' only 0
Set'T' 1 1 1 1 1 1 111 111/[({76.20] 1852195
Equal Wt % % %
trained on
lAl & IB' ]
Set 'T' 0.6710.83(/0.58] 1 |0.38/0.58 1105/0[0||7680|195}21.25
. Unequal. % % %
‘Wt. trained
on'A'& 'B' N

Table 6.5: Performance of E.S. on set 'T' after training it on sets 'A' and 'B’
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Figure 6 8 Performance of E.S. on set '"T' after training it on

sets 'A' and 'B".
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1] oa 156 1| 200 | 78 | os | 215
M| oS 1 152) 2 | 1 3| 200 | 76 | 35 | 208 "
vloe |1 162 200 | 81 05 | 185
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1] s 1 158 200 | 79 | os | 205 I
9 1 |144| 200 | 72 | o5 | 215
Total| 2,000 | 768 | 195 | 2125
______________]——“———-——J

Table 6.6: Confusion matrix for set 'T' after training on sets 'A' and 'B".
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Chapter 7
Conclusion

The main objective of this work was to examine the development process and
performance of a recognition system that classifies confusing cases of
unconstrained handwritten numerals using multiple human expertise This
system was implemented as a rule based expert systems and despite serious
limitations of its knowledge base promising results were obtained.

Consistent results were obtained throughout the experiment which are
considered to be reliable becau§e' the data sets that were used had been
validated by human experts.

According to test results this\ numeral recognition system maintained low
substitution rates with different data sets and consistently improved on its
recognition rate by further training In spite of limitations of its knowledge
base (in terms of scope and quality), its performance is comparable to that of
some complete recognition systems which do not use human expertise in this
field as it is used in this system ([28]).

There are other interesting and important findings due to this work which
are summarized as follows:

¢ Recognition of confusing cases of handwritten characters must be
the target of new handwritten character recognition systems
rather than constructing complete systems again and again.

¢ Classes of characters can be considered as sets of their variations

(or "subclasses"). Subclasses of characters are the real source of
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confusion for character recognition systems, not classes of
characters

¢ In a multi-expert recognition system, better results are obtained
when experts weights are derived from their previous
performances rather than using equal weights for all experts.

¢ For a character recognition multi-expert system, knowledge
acquisition from experts must be conducted interactively.

¢ Construction of a numeral recognition system based on the
expertise of a number of experts needs appropriate planning
ahead specially in the knowledge acquisition and elicitation
phases Moreover its construction takes much longer time than
that for a system which is based solely on mathematical formulas.

Performance of this multi-expert recognition system can be enhanced to a
great extent if the following improvements are incorporated in it.

1. Knowledge acquisition: Experts must be given the opportunity to
assign weights to features directly instead of limiting them to line
weights Experts must distinguish key features from other
features More than 360 confusing samples must be examined by
human experts in order to build a complete recognition system.
Experts and knowledge engineer(s) must be able to interact

directly or indirectly

| 38

Knowledge elicitation. Experts' weights may be determined on
the basis of their performances with subclasses instead of classes
of numerals. Experts must provide feedback during the
knowledge elicitation phase. Expert code of those features which
are observed by more than one expert must be indicative of the

participant experts.
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3. Preporcessing and Feature extraction The binarized matrix of an
input character must represent the actual character properly
More than one method of featnre extraction must be used.

4. Inference engine: Rules in the subclasses of the selected groups
can be examined (fired) in parallel. The aggregation formula may
be appended to include the changes which are suggested in point
no. 2 above.

5. Training and Testing: Larger data sets must be used for the
training and testing of the system. Training of the system needs
modification of the rules as well which can be done more
appropriately with feedback from experts A confusion matrix for
the subclasses of numerals instead of that for the classes of
numerals could pin-point the most confusing shapes of numerals

more precisely.
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