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CHAPTER | .-

INTRODUCTION S

-
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K I

"1.1' " Batkground in CHaracter Recognition

i

Pattern recognftion plays  an imggz}ahf role ~?n {thé
apblicatign of computer séiencg. Character recognition is
one of the most ddteresting and popular subjects devéloped
in this field. Research work was carried out by Dineen as

*

early as in 1955 {11,

“Character” in this text is restricted to mean the

English alphabet and numerals only. Two kinds of characters

"are going.to be considered: machine printed and handgrinted.

Recognition. of wmaghine-printed .characters is iess

*complicated because of #gvariance. A high degree of

reliability makes these recognition machines commerctally

viable. Some machines in the market can read more than one

" font ,of type-written characters, such as .the IBM 1975

optical page\reader(2], GRAFIX I system(3], '

\

- 'ﬁf} difficulties .6f “the recognitioh of handwritten
chay

acfers .are obvious due to its boundless variability in

writing (weiignore‘ other factors(4,5], such as writing

in'struments, paper quality etc.). Handwritten characters can .

also be divided into two groups: 1) cursive script, and

[ ]

- 1i) block capital letter (handprint).




o

@ .
.recognition of d&ursive script is not appealing to

Becauge/ of its .utmostf/ difficulties, @utomaxic

" researchers. Although there . have . been some attempts to

simplify and solve the .problema it is still in its

' preliminary ékperimental stage. * Another barrier td' this
. g N

< ¥ -
problem is that the weight between tha usefulness and the

cost of develobing such a recognition system is spmewhat out
of balance. ‘A detailed review in these works 1is discussed
in [6,77. - N

7

Most of the resd®arch work-in charagter recognition is

-

concerned with the recogﬁi%ion of haﬁdprinted alphanumeric

»

~characters because of its comparatively low cost and less

complexity. A considerable ‘amount of research is confined

-

to numerals only because of its wide applications, such as

-

letter sorting [Bf.

[y

A general handprinted character recognition system
congists’ of three ba(ts! preprocessing, fea;ufe extraction

and decision. The preprocessing unit: is wused to 4clean”’

Y

input characters so that they‘ are in the most suitable
condition for recognition, for example, 'normalizgtionA and
segmentation. Information from the raw image of a character
is scattered and fﬁere is a lot of redundancy., Extracting
all unique ahd essential information in a concise way is the
function of the feature extraction wunit. M.D. Levine
described this field in deta§1”[9]. The decision algorithm

is the heart of a reéogqi&ion system. Di;ferent approaches

S e LN

r
i
i
i

S s
.




Y,

-

- \ -
., . extraction. nge remarkable réﬁkgts with

. Gonzalez’s .multi-level recognition system(10].

o

[ . '

< have been used to attempt complete discriminatfon of

character classes with "inférmation obtﬁiggd from ufeafbre .
. B . b ' N

over 95 % have been féported._ sugh as

system developed by  Caskey and CEéteglll], Tou and
J \

reliable perfect recogn
. BN R P B ¥,

yet. ’ ‘ E L7

»

A,

] . 0 .. .‘
Another branch in . this field -is real-time chdracter .

1

recognition (12,131]. .Recbgnizing characters in an on—fine.

system can provigde valuable information at the time of
input, such\’hs the, speed, direction and seqiience of the
strokes(14]. [t may be too slow to - recognize ' handprinted

‘documents in. this way, but it has.definite advantage -in such
V- . \ ‘ ’ 2

situations as recognitiomwf signatures, identffiéation -of'

\
graphic sybmols, etc.. . .’ .,

,

- ®

1.2 Constraiﬁ?s‘lmposed on Writing
: M \ [

Imposing constraints on the . writing format of

handprinted | characters canv limit  the variability of a.

"character in writing and therefore simplify. the fecogqition

"problem. Obviously, the more constratnts ‘imposed on the

« »

! ' . : \
characters. the easier for the recognition process, but on

the-othér hand, there is less freedom of writing. It will?

go back to the situation of machine-printed characters when

However, “a°

ition system has not been established

—-
2

N

0
\/"

L

b i
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/‘N_‘



the freedom of w{étfng is lost.

. To reduce the problems arising” from size or ;pacing‘
) .§~ . . va
‘variati%; of writing, handprinted characters are usually’//

written within preprinted guidelines[23], or just using

" x£oding sheet as guidancel15]. Boxes of various sizes are
ST )

3 4 f !
%éio used{5]. This kind of constraints has no actual effect

on the characters themselves.’ It is very helpful for

upifying input characters.

L
~

High constraintsu can be i@poséd by , introducing

. 1] -
preprinted guidanca scheme 3s the writing aid. Various
schemes have beeﬁ~designed ‘“to minimize' the" variability of

writing of a character. Dimond[16] proposed a guidance
e

scheme “of 2 do}\s (Fig.l-1¢a)). The Postal C‘;%f Service in

thg‘ Nethe-rlands .also testeo this scheme to

V‘

others[h7]. Holt[18] 1ntroduced a vertical red line (Fig. l~

her with sqme

1(b)) as,. the writing guidance for his handprlnt reader. One.
of the mosiﬁS’nstrained gq}ﬂénce‘schemes was developed by
Lin and Seully[19}.4 They used a 20-feéature guidance to form
a higﬁly constrained handpfinted font(fig.1-1(c)). Tha
'recqgnition rate of this system 1§ as high as ;9.4%. Théra
‘are some other special schemes déaigned' and tested by
Suenl20] and Apsey[21]. Some of these schemes are list;d in

. . - ) e o - ; )
Fig.l-1(d). There is no doubt that high recognition” rate

* would be obtained by using highly constrained guidance {of
writing, but the consequent constrained handprinted font 1is

a »

usualdw unﬁealistic. "Apseyl[2l] has shown that the %imé

-
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-

needed to write this kind of censtrained foqt, as a data

entryemedium is much longer than other dJdata entry methods, - . s

‘. -

‘Another way of imposing codstraints on writing is to fix
. ! y -

e

tﬁe,format of writing of a character without wusing any

special guidance scheme. For example, \Kuhl[22) pla;ed”
tépologic?l' constraints on the character\\\%ritiqg for
character classification. In order to ﬁgve a befter set of - -
dis joined char;cfers. Munson[15) . created his dJdatabase by
printing the numeral 70’ with a diagonél slash, letter /z”
with a midline.slash! croq;bars on ietter ‘i, no serifé' in
nimeral “1~7. Thi% kind of constraTnts. which is rqurqéd ase

N 4 ?
low constraint, reduces the variation of writing by ‘using

&

wfiting models which are usually chosen from characters in

common use. Selection of character model becomes an

important concern in this method. The most .intensiye

o A e ———

research in this matter 15~ undertaken by the American
National Standards Institute. A standard set of characters’
for handprinting has been weveloped(23,24]. The set of ‘

alphanumeric characters is listea in Fig.2-4(d). ~ ¢ - !

éhbqsing cha(acter model depends-qn many variables. The
" place where the characters are used is a major hfacfor, ~
Different )people! may have different style of writing, or
different gharacter font.  For example, rgsearchers iﬁ Japan
have their own set of character models which is ;dapted from o j
‘the ANSI character set for theif convenience(25], " Canadian

Standard Association 1is developing its own standard set of .

\ \ -
. ) .
N




-

."\:3

i . ' y
%haracterst26l. The structure of a character :is another

;mpd?tant factor ?q be considered, because it determines the(b
writiﬁg performénce of the character, Such‘as speed, . dégrée
of confusion wfth other%characters. etc.7 “Selection also
depends heavily on what ‘sort of Ye;ogni?ion scheme is beiﬁg

used for recognition, or the state—of-the-art of the OCR.

.Different recognition schémes may.require different features

\

on \the character models. ¢

¢

Besides constraint purpose, the expanding computer

f . “ , . ( ‘l‘:." N

society also urgently needs a standagd charac%or set for
v M""’ N

man-to-machine and man-to-man (such asiprogrammer to key-

punch operator) communications. In this thesis, a new ™

s

\
approach for character selection will be attempted.

¢

s

Data Arrangem;nt; . \
~N . '

The‘ database used in this. study was prepared by

. Suén[5,27]. It comprises 168 different alphanumeriE

‘-‘Q

hahdprinted character models selected from a detailed .

_ examination of more then 30 writind systéms used 4n North

- T v - - .
America (including all ANSI characters). The geometric

confiduration and stroke sequence of these models are showm
s ) l;g *
in fig.1-2. Note that there are some models which have the

samergeometric structure but forhed by different siroke

sequences, e.g. characters E(23) to E(30). - DSf

-

~

-
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of difficulty of writing, thus affecting the writing quality
. .

of a.character.
- B ”

S . . \
. Each character model consists of 6&0 samples written by

30 aﬁthors, 15 of them are left-handed writers, the other 15

» . ' .
are right-hanued. Before the samples were written, brief

instru%tions of writing were given and subjecté were asked

to wriﬂe as 6lose as possibie to the modelsd}n the shortest

time. . All samples were written in a rectangular box of size.

AT - e v L

0.16"x0.24", ,Al%ogether. 1008N0 q&frécéér samples were used
Tt in this study. "

: ~ <
Thg 600 samples of each character modei ;re divided into
two groups (3dp each)? fhe’left—handed group and thg'right4
handed groue: =In tﬁe procedure to select the standard
character set, each group is treated independently so that

. one can stuay the difference, if any, between left-handed

samples and right-handed samples when a character model 1is

hrittén. When the recognition system 'is tested (see ,
‘chapters 3 énd 4), all‘égo sampleé‘of thg “same model are
u;ed. They will now'be divided inAto two groups an will be {
SO aryanged that each group contains- 300 samples, 10 frgp |
each author, 1i.e. 150 left~-handed samples and I50 right-
hanued Sambles; These two groups will be used as testing

e data set and training data set alternatively. S

Charactér sampies are digitized in binary value. (0 or 1) o0 |

X , _ and'stored in matrix form with the dimension of 64x32. 7}
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Noise 1is removed by preproceising prdgréms. The top and

left shift'nérmalizatjons make the tharacter image appear on
the top left ‘of the matrix. Fig.1-3 shows some character
samples. Character /M’ is placed in the entry wﬁich is
black J(with —valh§ 1) and ‘character .7 is placed in the
.  entry which is whit® (with value 0): “M’, “14 and ‘black’ R
thus have the same meaning with respect to matrix entries
4 %

' and so are 4.7, %0/ and “white’.

1.4 Scope of the Thesis -,

In chapter 1, the general background of " character

recognition was mentioned. The problem of imposing

. ‘constraints on writing also has “'been explained. " The

arrangement of the data used in this study has been
t ’ C *
N ) described in detail and the description of work done in each

i
“of the following chapters is presented. . . ) f,\\>

/
\ .

In chapter 2 of this thesis, an optimized set of

alphanumeric characters will be selected based on,.the effect
of geometric structure ana stroke sequence of a character

v ' A !

for best recognition purpose. The 1eneral characteristic of
the‘ chosen character set’ will\ be discussed after the

. selection.

Tests of the chosen set of characgers/yill be described

. in chapter ‘3. The performahce on this’ chosen set MilL be

—

compared with another set of characters which representE the

-




e R LTI #5 E OETE 2

worst set chosen  from the same selection critéria. <Finally

recognize
|
The new ferature set and

;| a promising recognition system is established to

the data of the .chosen characters.

'
{ °
'

its 'extraction methodsare described in

chapter 4 and the

results of recognitfon of this system will be analyspd. » o

", ® ! e - ! i

Chapter 5 will-_give the conclusion, some comﬁents and
, p \g\\\\F 1

suggestions for further study.

B . “
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Y ’
’ f




CHAPTER 2

SELECTION OF SIANDARD CHARACTERS

’ . ., »

\\" v R ' s
24 Introduction : ! . ‘ . )

. o ), .
f ‘ - . 37

Recognition of handprinted character is greatly affected

by the quality of 'datd. O%viously, data with high quallty,?

A

will.proauce a higher recognition rate, --Ihe 1ntr1n51c
properties of a character, suth as its geometric structure, !
stroke sequence, substantlally influence the wrltlng.quallty

o
-
N »

of that character. Fof exgmple, writing character 2 by\\\\\
modelZ. with the strole /seqUence 2% is much simpler and
easier to follow than by model. s with the stroke sequéhce .
Therefore character data of model 2  have bottﬂr quality {
thaq character data of model & regardlnss of all other o
factors (This will be proved by the probability dispribution
table and recognition rate in this chapter and the next

N

chapter). Knoll’s experiment (28] showed that  when-
different sets of handprlnteu character data were tested by
the same algorlthms of featura extraction anu decision rule,

different recognition rates were obtained.

The above consideration qivgs the idea that well-chosen
characters - will simplify the recognitionb problem.

g™ [

Restricting handprinting to a set of chosen standard

characters is a constraint imposed on the handwriting.




v / ‘ ‘\ ' . . ] 5
- . _ ‘ | ”
o . . )

-~ v

( . However, if this set of characters is used for education and

becomes ‘a conventional style of writing, it will no longer

be a const}aigi. ‘ * g
L 4 3 \‘*/ \

. N \
2.2. Dispersion Factor - a ’ '

,a o

* -

- If the ;hapg of a given character has little change

-whenever it is Written, this character is said to have ia
high quality of repnﬁduqi?}lity. Ufe way to investigate the
reproducibility-of a given character is to exdmine the'shabe
deviation of that character when it is written by different
. individuals. A character with less deviation fmakes good
’ . 'sense 'iﬁ terms of recognition pf‘that charaéter, especially '
fQ{ automatic recognition, ?ecause @ﬁiting this kind of:
character reduces unexpected situations that violate the
recogniEion algorithm. This is the basic concept used in
this study for the selection of standard characters. A
quaﬁtitative méasure called ’dispgrgion factor’ (defined,
) " later) is useu to evaluate the reproducibility of a

'

characper model.,

»
| . i , .
All samples from left-hanced (right-handed) writers of

the same model are superimposed to create a.frequency

diagram(291. This diagramﬁbives fhe frequency of occurrénce
\ , . - /
a of each entry "in the resultant matrix representing the

¥

‘character model after superimposition. The probability of

occurrence at edch entry is also calculated to form a

y

¢

i




“probability distribution table. In this " table, °

propabilities are expressed in. terms of percentage.

. . . - e

) . Templates are constructed at 5 % intervals, 6 e.g. 5%, 0%, .
i . N s /

5%, +.., etc.. As an example, Fig.2-1 shows the frequency

‘diagram of the model 124(724) from Yﬁght‘ﬁanded data. o

Fig.2-=2 is the probability distrfbution table of the diagram

and the associated templates at 30% and 65%.

«

i

Dispersion factor of a template gives the shortest
distance between the template and non-zero points outside

the template, it is calculated by the following formula(30]:

»
[

’ ' : ' . ’
. ‘ )

.ko . .
) L ' jz:l Fy {[R(xj - xt)] 2y (yg = yt)z} 72
. D = 3 : S : - .

\

Fj = Freguency of occurrence. at point j 'outside the

s

teplate.
- F'k =  Frequency 5f' occurrence at point k inside the

v

template. ' . ) C)

-

N = Total number of non-zero points ouésidg the template.

‘ . Ni = .Total number of non-zerd points inside the template.
R = Ratio of horizontal sambling‘ iﬁterbal to vertical

sampling interval. - ’ o

X5 = Abscissa of poinc | outside the template.
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» smooth segments to form a line of dispersion factors (D-line !

7 = (rdinate of point j outside the template.
X, = Wbscissa of boundary point closest to’the_point Je
Yy = Oi?iﬁéte of boundary point closest tq the poinﬁ .

"

. »
corresponds to the shortest distance

]

. 2 . 212 |
&ﬁ(xj-%gﬁ +H¥3-¥t) }/ between the template and the point j

¥

v outside the template.

" As

+

,

2.3 Representation of Dispersion Factors
- \ - | .

-

The mininum percentage for template construction is set

to 30 because this is the percentage. that a character model

generally comes out With goqg shape from the distribution

table. Information obtainsd below this percentage i5 of

“
‘.

little significant value. The maximum percentage differsl

from eone character model to another and is .set to equal to

e Crhp o o e § BB

the last ﬁercentage at which the character model 1is still
connec ted. (i.e. - Retaining the original shape of the

model.) ] o .
.- ‘ ,

A sequence of dispersion factor values (called D values) é
is obtained by calculating the dispersion factor for each }
existing template of a distribution table. These .D values

are plotted in .graph vs percentage of templates as in.

Fig.2~3. All points of the same sequence are connected by

AN
for simplicity). This D-line shows the tendency of. the D

~

values of the charactert model from which the 1:)1'obability‘!5 ’
b

B
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Fig.2-3 The D-line graph .of character, models of 12
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' A digp;ibution tablglis establishea; It wi}lhbe used as*.thé
. main tool for character model sélecﬁipna “ ',
) . . / ) | | \ . in o
o . There are two D=lines for each character modelt one is
- _obtained from left-handed aéta while the .other is  from

~ righ;-hanued. In order to make a compar&son, all 'D-lines of

' 5 t"'ﬁ)' N ’ '
models of the same character c;ass are drawn in the same

{ight-%anded. Fi§:2-3sshows the D-lines of all"models of

-~ character 2 for the' right-handed. ° -
. - - !

e : A

-
B - . oy, f
. 4
, -
' . .

. 2.4 Selection of Standard Characters

%/L{f Thé selgction criterion is to choose the most-coépa;t
and reproﬁggible model as the sﬁandafd charéctet. . This "can

. - be visualized from the folloﬁing facts:
N ' ‘1) From the’ definition of dispersion factor, one can sge
that the less the D values, the less the
petweén the samples, thus the higher the repfoducibility
T of the character. ‘ .
lowest D-line in the D-line graph is chosen.
; 2) gg( two D-lines are ég:t- Qispinct,

g

percentage will have hi

points

‘better repr¥sentation of the quglity 'of the character.
e 3) fThe length of a D-line indfcates the compactness of a

. character model. ft is ano hef quality to be considered
- . . o

when -two D-iines are comgared. The longer the D-line,

. . ' . .
e - graph, also one graph for the left-handed, one for the '
- . | :

difference -
Therefore the charactér which has the

in higher

er priority-since they have a

AT




Laewnds T

the bétter the character. .
' " 14

Sipce there are two D—line‘graphs ?or gach -model, two.

results . can be obtalned, oneg representlnq the selectlon for

the rlght handod persons, the other for the lnft~handed.

: . They may not be the 'same (see results on the next section)!
g It is 1mpract1cal 1f a standard .5et of . alphanumeric
) characters ié de51gned for rlght -handers while another one

for left- handers.’ Further considerations wi'll also be made’

b

to solve the problemn

C o ) ‘Based on the statistigs(31], about | %

‘North America ére( ar

’

left hanqed’ and QOA

l

These factors are used as welghts to cal ulate the modlfled
R D walues (D’) by the follow1ﬁg formula— o
. K D =D /10 + gPp /107 i @D
> , ' B P . ,. ) °d -
where D_: is 0 value of left-handdd. # =« . R
) . p e U
: ‘ . D, 1is D value of right-handed. " s
N v e . L
o \ D/ combines D, and D ;‘with weiéhts~»givihg a new D
. valus. It -ig va10us that D’ 1s,mght hand bigsed. Mith
- these D7 valhes. ,npﬁ, D~llnn graphs arB -drawn for the

I ‘.

- N \ . o

the left—handers and rightr ~handers
with

-»

;\ not ghanqs under the hew consxderatlon).

same rosults

-

«
. o
«

e

(Decisions . for

L

_Unique

»

'of'tha people in
- right~handed.

. character models/whlch have rnsufts srightly dlfferent fromf
models f
in both. right- hander and left- handar do
results

‘will be obtained by applying the same Sclectlon crlterlon as




Fig.2-4(a) The chosen character set for right—handers A

Z

i

4,

Ko
X

Q ’

840

k)

I

ac} set for left-handers

Fig.2-4(b) The chosen char
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2.5 - Results \ | ' \

»

The chosen sets of alphanumeric characters, as well as

their stroke sequences, are listed in Fig.2-4. Fig.2-4(a)

shows the chosen character set for t&e right-handed persons,

3 /

" Fig.2-4(b) shows the character set for the left-hanaed. " The

final optinum Set of characters after using D’ values is

shown in Fig.2%4(c). !

Out of 36 characters, only three characters (’n’, .7t7,

and 747) were chosen from left-hanued character set bécagse
of the heavily right-hand-biased function. The best choices
of alphabetic characters ‘o’ and /i’ were abandoned since

the same ' character models, were chosen for numerals Y0’/ and

"1+, The second choices of characters ‘o’ and “i” were the

o
ones listed. in the figure. It is interesting to compare: the.

final result with the ANSI characters which are’ shown 1in
Fig.2-4(d). - 13 characters out of 36 are greatly different

between the chosen charcter set and the ANSI character ” set.

They are: B, C, D, G, K, M, R, S, W, Z, 4, 6 and 7.’

The general configuration of these sets of characters is
the simplicity .of /geometric structures. For example,

model B is chosen. instead of model B, model U rather than

moaelll. This doesn’t imply-fhat the simpliest model ih a

L)

character class is chosen as the best character. For

‘ '

.
s
}..
L4
-




example, the model (a 1is chosen instead of G .  Adding
. [

unusual features to a character to achieve a greater
distinction among characters is a good way for better

+ recognition, however, it may reduce the reprodudibility of

S to- right (from top to bottom). Strokes drawn in other

a ¢ the character.
! ]
Several facts are observed from this stddy:
N\ —
. .
e e T '
l).The fréﬁﬁgncy,of occurrence of a stroke at each matrix 1
entry in the frequency diagram decreases from left to é
«~ right. (or from top to bottom) if it is drawn from left E
g |

directions have the same phenomena. This is because the

beginning of a stroke is usually more prominent.

.2J Left-handed samples are less deviated and get closer to
the models This can be observed - by comparing “the D

. " values and the D-line graphs produced by left-handers

S e . Ao 6, BRI

and the right~handdrs. This fact may be explained as
féllowsf since all character models are righf—handéd_
biased; there}are some constraints on the mechanical 3
movement of the left hand when it is used for writing
" these models. It is these congéraints which make- left
hand writing more rigid and pattern following. ' ' !
.3) It is not necessarily true that a simpie pattern will
.yield a low dispersion factor. For expample in Fig.2-5,

character “w’ has 4 strokes while character “u” has only

one, but the D-line of “w/ is lower than that of ‘y”.

-
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This. suggests that straight Iines should: be " used

« s Y VD
]

>

whenever possible as long as the génpral appearence of

-~ M

the character is pre;E?Veq. This |suggestion is further
confirmed by the fact thgt the chajgcter model 757 ,Lhas

- the highesf D values while character model # |7 has the

lowest and longest D—line. N . . .
;- ~ 4) D-values of two character models which have the same
geometric shape but/different‘stroke sequences are not
the'same.‘ §0metimes there exists ‘a bigv gap between
these values. This means that besides the ‘shape of. a
model, the stroke sequence also affects ' the dispersion
factors of that model. For exémple, the cha<éctér mo&el A
140()4') with stroke sequence l{\is chosen as the best .
model for character “4/. However, the model 142(’4/)l
with stroke sequence 4 1is one of the worst 'models for’ -
@haracter' ’4; (sce the recognitién results from the

\
confusion tableé\i: chapters 3 and 4).

' 4

e e e e Sty Wi
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b ' CHAPTER 3
v, . ’ .
; ' ' TEST OF PERFORMANCE OF THE CHOSEN CHARACTERS
. . Q

i %,
» C o

"

'3.1 Introduction

To,evalu;tgé%he-performance of the' chosen character set,
, g , ! ‘
several recognition- algorithms have been jmplemented. For

SimpliCiEXKQS, testing purposes, only numerals are subjected
to tests. The result can reflect the validity of the
diSpersipn factor theory.: Two outputs are needed from the

2

test to reflect the performance of the character set:
recdgnizion rate and confusion table. The recognition.rété
indicates the recognition potential of the character sefland
the confusion table points out the weaknesses. Another set
of numeric models, which is the worst under the same
selection criterion, is chpseﬂ and tested by the same

recognition algorithms for cemparison with the best set.

. This reference set (the worst) of characters is shown below:

012345 67 ¢8¢9
o Las 4 e ¢ 9

"

. R
Most recognition systems are feature-oriented. For
certain types of characters, special features are designed

Iénd‘ﬁhe décision'algorithm depends heavily on them. In the

“
"
/ ! . P




present case, two sets of different charadters_ are to be

[ [N

" tested, bias on any characters due to the feature extraction
process could produce unfair 'judgement on the results.

» N
Thus, only feature-independent rec09nit\on systems have been

‘ ~
%?osen to perform the tests. ™ ' . \ C -

<

The n-tuple method[32] is used for feature extraction.

v .The decision algorithm is baskd on the mini@u@ distance

e s e

classifier[383. In order to make the conclusion of the test

“more positive and to ensure that it is not a biased result,
anotper feature extraction technique, the chanacteristic

«  "locil35], with the same decision rule is ag;lied to test the .
data.

13

3.2 N-tuple Feature Extraction Method

rl »
w

\

N-tuple method was develbped by  W.W. Bledsoe*—‘and
,\ . \ s
I.'Browning[32 33,341, It has been chosen because it is the

least blased feature extraction algorithm. . *

)

Suppose the character pattern is composed of mXn
elements. N elements are randomly chosen to form an n-tuple
and thus there are m disj&ined n-tuples which cover all
elements of the whole pattern. A state of the n—tﬁple 1;
defined'as the set of values of those elements that compo§e‘

the n-tuple. . E@ch s(j%e_ is treated as an independent

L2

o .
feature of the‘charagter{to .be extracted. Since pattern

elements - are in binary values, O or Iy so each'n-tuple hag
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'
°

2" states and %ptally'm,xe2" stateS in the whole pattern.

P

For example, in Fig.3-1, the 5 pattérn elements'marked by

-

circles constitute a 5-tuple anu its state is listed below

the pattern. "»

\

When the method is applied to this 'study, the character,

pattnrn gria is restrlctod to the slze of 46x24 since all

’e

'character sampleseare glthln this frame. N is set equal to

‘2 and 3. That is to say, at least 552 2-tuples or 368 3-

tuples, thus 2208 or 2944 features.could be extracted from
each eample. Elemenf pairing is done by a built-in random
number generator in the' CDC computer, 2 sets of random
pai;s are generated to investigate if different random pairs

will affect the test results (discussed in section 3.5).

o
2

3.3 - -The “characteristic loci” Algorithm -

The ’qharacterfétic loci’ method is another:feature
extraction scheme to be used. Its features, devised by

Glucksman{35] and modi'fied by some researchers(28,36,371,

n

are briefly described as follows:

A 4-digit code is associated wi%h each white (07) point

. £ . R
in the character image matrix. Each of the digits contains

the count of the number of line crossing from the point to

-

.one of the. four perpendicular directionss: left, up, right

anu down respectively. The count is restricted to a maximum

of 2, any dlglt with number layger than 2 w1ll be set equal

-

Vo




.. r . f . \
Fig.3-1 I];iustration of .an 5-tuple ‘and its state-

»
=

N

N

s 0 N

" CODE(A): 1
' !

101
CODE(B) : 1.200

{

) , . .

1 Fig.3-2 Examples of. c‘oding Nn.'charactexistic loei? > -

i ' M

- algorithm - -




e

to 2. These. 4 digit; are then combined into A 4~-digit
ternary” code. For example, 1in Fig.3-2, the code 1101 is
associatea with point A while point B has }ts code equal " to
1200. With this 4-digit code*oa feature space of 3 = g1
dimensions can be defined. Since any codes with 3 zero
digits are associated with points outside the frame (see the
next chapter) of the character imqge¢ they are not us in

the construction of the feaﬁﬁre vector. That, is to Y

only 72 ,codes are actally used as features. The magnitude
8 N

. % .
of a feature is defined as the total number of white points
- .

matching the code associated with that feature.
A serious problem arises when character model ‘41~ |is

present. None of the features in the above.feature vector
o " )

. can be extracted when this character is perfectly written

¢

since all codes associfted with this character have at least
3 zeros. An extra feature must be created to dgéf with it.
Glucksman[35] wused the total number of blagk points in the
character matrix as this extra feature. Because of this, a
total ‘of 73 features are actually used in thié algorithm.
All features are diviued by the total number of points

insids the frame of the character image for size

t

) normalgzation purpose.

h
\

A Y

3.4 Recognition Scheme TN
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However, a general-purpose, character-independent, easily-

implemented and highly efficient recognition algorithm 1is
;- . neeued to test the performance of character sets. The

: . Mminimum distance classifier(38,391 meets this féquirement.

L

P In an n-dimensional vector space, If R points are givent

Pi (P31 eee +DPyp) B i=1yee.,R

) The  Euclidean distance between: an arbitrary point

-

S

X (Xysese9%y) and P; is given by :

* . ) ' ‘ ¥ v ‘u.

n ' A
—~ =,Jj=21 [¢ Xj - p‘ij )2 ..I;.....0000.I0'(3.')

P

.Let\R be the numbar of classes in the character data, N

be ‘the number of features of the feature vector, X\Ee the

P ‘ 1feature 'vgctor(qz} the 1input character sample. If Py
/ ) r§:¥bsents the ideal feature vector of character class i,
- i=l;.,..R. X would represent the feature vector of an

- unknown character sample. Minimum Euclidé;n classifier will

assign X to the class 1 iIf the distaéce.betWeen’k and Py 1is

the sﬂortest among all other i’s, i.e. assigning X to the

, ' class for which equation (3.1) is minimal. Equatibn A(3v1)

-

can be expressed in an alternative form as: 4

Perfect recognition is not the main goalgof .this test.

aie

o ——————— . o g
ik
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R 2

4
- n . ' \
d2=:(x.-pl)2 ~. .
j=1. ] 3.
v e 4
‘ g . 4
. n n
n | .
= - sz - 2 xjpij Z p‘ 2:} ¢ . ‘
j=1 j=1 =1 ij
! , )
$ o
L 4 .
n. - .
;:-:J.xj has no effect on mini‘n}zation since i;/i—s independent
of character classes. Instead of. qetting minimum value from the
expressian: N - .
‘ %—2 Looxep,+ L p 2 7 °
L £ :

it is equivalent to detting maximum{ value from the .expression:

~

/

, D 2
—'3"2:_ P,.

r_;:
* %x.P,.
i 5=1 ij

j=1 I
p

If the weight of a discriminate function is set as

-

, w..= P, - N
- L 1] 1]
we have ) A \
n n 2 .
T ox W, L w3
j=1 J J ‘- j=1 i
~where wijis the weight of the jth feature in class
A;se} of discriminate functions'is defined from this - ™~

expression as:

Y ‘ ’ o

[N N
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- /
! g, (X) = W, .X, - % W, . _A=1,...,R".
, L TS T A R s R
f .
The value of wij is established by the probability of

+occurence of feature j in class i and can be obtaired. by
N . ~ . . . \

calculating the’average value of this feature t®rough a

training segg of examples. ’ . g
‘,37 . ' \
N N . el
The input sample X will be assigned to the class io if
. - ' - ”
. for all i, i'-,'-l,...-,ﬁ’and‘i;ﬁio . _ '
90 «X) > 9; (X) 8 :
\ .
. ) ) .
- . ‘Note that no threshold val is set to the above

decision function because:
i 2

1) Threshold values may be different in two different

. character setseofor the same reject rate. ’
2) Recognition rates of two different recognition }/4”‘ ) ‘

N -~

&

algérithms should be compared with reject rate)equal to

n ’ ~
zero. , » \\’//

3) Confusion matriceg of the two'sets of characters are —

" needed for further anaiysis.- ‘K\ -

» | \ t

\ ’

3.5 Results and Comparison ®

.~

As.deséiibed in section 1.3, é%aracter samples are
étqred in typ data sets. One of the data setsgis usédvfor A
‘training and getting the weights in tpe_disc;iminate
functions while the other is.recpgnized on thé basi% of the

)
\ N - - . P R SRt g it e s o . - e ol B ekt R 1 e
P ”
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resultant.funipionsﬁ and then vise versa. “ L

< ?

~

The .performance of the chosen character should be shown

~ |
from the recognition rate of the whole character set rather
than from the recognition rates of individual characters.

'It is Because the recognition decision depends on the whole

" set of discriminate functions: of thé character set. The

recognitPSn rate of a particula{ character, which.is high in,
thé reference set, is not necessarily high in the chosen

,gharacter set. The reverse is also true.

By applying the n-tuple algorithm, the reéognitioh rate
of the chosen character set was 97.68% while the reference
character set was 95,02%. The results do not change much as
n .équals to 3, they are 97.65% and 94.78% respectively.
When thg characteristic loci algoriﬁhm was used, the
recognition rates o; the two character éets yere 99.15% and '

¥ 98.64% respectively. These results indicate that the chosen
character set does have better potential to be correctly
recognized (regardless of the recognition Systém used). Th%
overall high percéntage of recognition achievéd in the whole
| character daté is due to the high resolution' of character
images; as well as the good quqlity (except reproducibility)

of the data.

v

Confusion tables are shown in Tables 3-1,3~2,3-3.

Character “1/. in. characteristic loci algorithm gives the

'highest mis-recongition rate. This is due to the nature of////
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C ' ' 38 : ) :

the featureﬂ vector of ths algorithm’ (as mentioned \n

section’3.3);" In the confusion table of the|n-tuple method,
characters 87,7/ and /27 produce the drea;est confusion.
When the second ée}: of randonm pairs i;\ applied %o \Ehé n-
3 tuple met‘hod, ;t‘th‘ result has littfe chénge. It means the

random pairs are quite .Eksensitive to the recognition
. . ' h v '
process. :

#
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CHAPTER 4

v

DEVE%OPMENT OF A NEW FEATURE EXTRACTION ALGORITHM

4,1 - Introduction ‘ .

In the previous chapter, 2 feature exfraction élgorithms
were applied to the chosen numeric character set. - Although
~good results have been achieved, they are by no means the
most suitable feature extraction algorithms for “the
.character set. Characteristic loci algorithm is not good
for character /1~ aﬁd the n-tuple methoa has ldw recognition
rate. Some extra techniques and programming have to be done
to get rid of these problems. For example, in Michael”s
thesis(37], 3 more contour features were added to
distinguish the character /17 fron others .in the loci’s
algorithm. This sort of manipulation worg will complicate
the system. Computer utilizafion is'another ma jor factor to
be considered. The chafacte}istic loci algorithm takés a

il

lagge:amount of computer time to establish a feature vector.

Th

V

space to store all states (see  the comparison in section

n-tuple method requires comparatively & hugé memory

P

4:4>. [

. It 1{s desirable to have a simpler and faster feature
extraction aldbrithm that can handle ~tMe chosen character

sgt. A A set of simple features is designed in an attempt to




solve this problem. : T . h
N ‘ ' . '

~ -

t -

4.2 Description of Features

-  In the new feature set, there are 45 features in total
and most of them are simple geometric line structures.

Their shapes and relative positions in the rectangular frame
. ¥

of a character are drawn in Fig. 4-1 and the arrow on some of

v

the features indicates the direction of scanning for that

N\

' feature when it is examined for its presence. Each feature
has a number assigned to it for éasy management and
idenéification purposes. These features are divided into 5
groups according to their functions: risers, bar§,
diagonals, windows and‘crossings.

1) RISERS \ n L
number :6, from 1-6 S et .

function: detectiné vertical strokes.
v

examples: A '

e xamp B 5

2) BARS ) .
number :6, from 7-12

function: detecting horizontal strokes.

examplzas: 4"& ) J -. )

3) DIAGONALS Cn T F

number: 12, from 13-24.
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function; detecting' inclined strokes.

o AR

’ g
examples? "V‘\ , )g
S AN
WINDOWS ~
‘number. 3 7, from 25-31%

function: detecting loops and bays.

[

A T e ey G et TG WA A IRNETN

4

;xamplés= Fg'~‘ }3;~
L]

CR(OSSINGS -

number : 14, frq2.32—45.

functionm: collecting crossing information.

exanpless M7 L), ®©
s y
. ¢ .

»

/, .

4,3 Feature Detection

ey

%

‘X In this character data Set8 the width of a line drawing'
sually occuples 3 rﬁws or 3—columns, this w1dth is taken as

the nominal width /‘of a stroke. The éctual size-of a

" character image {s smaller than the dimension of the matrix

-

storind it. Before any feature is to be -detected, a routine
callsd WHERE will scan through the matrix to find out the
frame ,of> the¥V character ima@é:' The output of this routine
\pfovides the boundaries (ieft. right, tép and bottom) ‘as

‘ N . -
well as-the centre of thes character image in tarms of column

or row of the matrix.—Different detéction techniques apply |

Yo different featuress:




" 3) DIAGONALS

2) RISERS ' - ‘ F

1) BARS &ﬁ- T

I‘Thrqe parameters .are used: starting column(SC) and

row(SR). terminating Eolumn(TC3. 3 consecutive rows,

starting from SR to SR+, are checked in paaallel with
logical operation OR. If any one 'of the rows of the

same column is black(/M”), then that column..is black. A

feature is said to be pmesent if the ratio of number of

‘M’ to bar length (IC - SC + 1) 1is greater than a

. £ . Cx

AN
threshold value. As shown im Fig.4-2, a bar is present

under this decision rule. The threshold js~arb&trérily

@;g

set at 85%.

i

- The same detecffhg’technﬂhue as above ,is applied for
examining risers. In this case, the given barameters

" are starting row, sta{}ingitolumn and terminating row.\
! ’
-.\ @ ¢

‘-

L

Three kinus of diagonals are detéctedi Given the slobe\
of a feature, thn‘\follow1ng analytlcalo geometric

equatjon is used to find all p013\§(along this sIOpeS

t ¢

y=mX+\

¢ -~

. 3.

wher& m 1s the slope of- . the diagonal, b ’f’p an

initial constant X,y are the_coordlnates of a point (

~

*column number or row‘number) In éddition to the slope
e .2

parameter, there jare 4 ‘other parameters which control

a

-

\

|
.
|

e

e e e

N
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Lo N
the initial -constant and domain of points of the

diagonal feature. A point along the slope is 'black’

if the point or its upper neighbour (-1 row) or its low-

er neighbour (-1) row) is 'black’. The feature is

present if over 90% of the poiints along the slope is
)
‘black'. This threshold value is also arbitrarily chosen.

Fig. 4-3 dives an example of a diagonal feature. -

.

', WINDOWS

5

A window feature has 4 parameters to fix the size of

window. All windows are rectangular in shape. A window
is present 4f the number of black ﬂoints inside the
window is less th;n a threshold. Window with width
longé&Y than Jength (number 29, 30, 31) has a threshold
eqﬁal to twice the window length. dther windows (number

\%25v28) with length longer than width has a threshold‘

Sy
set to the widtdow length.

-

CROSSINGS

Corner cr0551ngs (number .32-39) detect a 11ne draw1ng
\ N

(stralght or cursive) passing by one of the eight

corners. A feature is present if, along the bisector of
a corner, a sequence of points with format
ékﬁJpl"'lokﬁ3o
!

n n n>"tl; n

) 3 X tyt

7ty Byt

appears, where tl, t2, t3 are thresholds set to 2.

Boundary crossings (number 40-41) detect cr0551ngs along

°

the . top and bottom of the central column of the frame.




B o s e

A féatgre is present if a sequence of contiguous Eoints

W\\\\" with format 0011 ppears.

Line crossings (number 42-45) count the number of line

<

. crossings along the central row of the upper half anq
- giong the central row of the  lower half éf the character
- frame. Jdhis ceuﬁt is restricted toﬁggve a value of | or Z
. 2. Any‘cogqt‘ larger -than 2 is set equal to 2. The.
,.“ »counter adds one wl:nen a continued sequenée (gx;eater thén"

2) of isolated (by white points) black points is hit.

[}

#® Note. that no direct curve detection is designed in this

r

feature set. However, most of ~dhe curve drawiygs in a

11 detect

4

character pass by the corners. Corner crossings w

their existence.

4.4 Recognition with the .New Feature Set

THe same database 1§ used again to test this néw feature !

N J -

extraction system. 12 diagonal features are taken out since

a screéning program shows that they have 1little effect on -

the numerals, In order to have a 3ompafison with previous

[

methods, the decision'scheme\remains‘ the same as before,

‘1.e. using minimum distance classifier. 4 ' ‘
A ]

‘The results of this experiment show good response to the
initYal design of this feature set. The feature pool used g

in this system (only 33 features? is much smaller than éhe“ ‘

ones in characteristic loci (73 features) _and in n-tuple

"
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)

(2208 or 2944 features). The time required to recognize a
character 1is also greatly reduced, 12 characters are
recogqized in one second ‘of CPU. time (includiné feature
extractiog-and recognition procesg). This recognition sp;ed
is 4.4 timey faster than the ‘loc:\(rfethod and 4.8 times
faster than the n-tuple method with n=2. The average time
for feature extraction in the ,new system is about 0.07
second per character'(0;34 second in the loci algorithm and

~

0.08 second in the n-tuple method with n=2). -

~

LY

%he recognitioﬁ rate of the c¢hosen character set is
99.35%’whicb is also higher than the two previous methods.
The -confusion table 1is shown in Table4-1. No characte
manifests poor behéviomr against the system. Chafactefé ’é{
and /5% glve the highest mis-recognition scores—9 out gf
600 while characters 'l','63 and ’9; have full score. The

recognition rate of the reference character set is 96.17%.

The characters /37 and ‘27 have the lowest recognition

1
rates. This indicates that the curve detection algorithm in
. ° < [}
this system is pot very accurate in some cases.

Two'kings of samples usually. lead to mis-recoﬁnitipn!

1) The sample of a given !haracter class written in a way

different from the chosen model of that class. Because

of gqfference in shape, the features associated with the

sample are quite different from:the features of a normal

-

character sample of that character class. When the

discriminate function of the given class is appliea to

-

¢y G
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the sample, a low value will be obtained because of
- . mismatch of the feature vector. The sample will then be
aséigned to otheér class .with higher discrimination

value. For example, in Fig.4=4(b), although the
L 3
character /57 gppears to .have the good quality of a /57

\ is written in'a shape completely different from the

3 . ‘ " standard model of ’5/. The samples in this kind can be
i _ mis;recognized as any other characters since the
‘appearances of these samples are not similar to a;y

character classes in terms of the standard models.

<

2).Tpe* sample of a given class! that is out of the
tolération level of the system although it is written
according to the model of that class. This shape
deviation also changes the feéture vector of the sample
. ' from normal, but not as much as in tHe Ist case. The

resultant discriminate' function of the given charactef

lass will have a value lower than the average. Mis-

g recognition will occur when-the value is lower than’ one-.

Of the other discriminate functions. In this case, 'the

\

samples \are usually his-recognized as one of the

Fig.4~4(a), the character 44/ is mis-classified as 797,

N\ the second choice being ’4’; This mis-recognition |is
due to the incompléte horizontaf stroke that violates

N " the left-right proportion of the charactér. Note that

‘ \\\' the difference in weight between the first choice and

-

to the human being, it is mis-classified as *7/ since it -

confused characters of the actual character class. In:

Png-. g -
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the second choice for character “4/ 1is 3.58 on the ok
average while in this example the difference is, only ' i

0,55, :Sugguestions in section 5.2 will minimize this

kind of errors. Some‘recogniied samplés are shown in -

Figo4-5. . v ‘ i

Fromfthe‘regults of statistjcs (one of these results 1s . !
shown in Table4§2), the most reliable features are the line °

and boundary crossings. Because of the untrained threshold
{

values, some features are not in their best states.
Choosing the most ‘suitable threshold values from statistical

results will definitely improve the performance. C i

!
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> CHAPTER 5 :

C()VNCLUSI()NJAND SUGBESTIONS. FOR FURTHER STUDY
] : S \

K

5.1 Conclusion

As meﬁtioned "in- chapter one, ) most researchers

o

concentrate in the fields of feature extraction and decision

theory, few have paid particuiar attention to the quality of.

handprintea data, -This thesis confirms the validity of a
method of selection of hanuprinted alpﬁgnumeric tharacters
based on "Dispersion Factor" theory which refle&ts the

reproducible nature of a character.

»

" All character models. of a character class can be put in
order of choice by means' of dispersion factor théory.
\Howevef, in certain cases, the first choice and the second
choice aré'so close that they have a little difference, such
as some off the E :models which have the séme'shapé bht
different stroke 'sequence§. This difference may 'bgtOMe
insignificant when ;other ma jor factors are ‘taken into
consideration.. All chosen’'characters have simple shapes.
‘Beside§ better * recognition potential, which has been shown

. N - .
in chapters 3 and 4, these characters obviously have the

" advantages .of easter writing because of their simplicity.

Di fferent behaviour observed between left-hanued and

right-hanued persons in writing is another fruitful result

—-
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obtainea in this study. Conflicts appear in the-Tesults of
character selection due ,to different writing 'Pabit and
‘ability  batween " right-hander pnd | left-hanuer. _An
accommoaation has to be mace betweén them. ‘ The equation
(2.1) wused 1{in Section 2.4 15 proposed as a trial only, not

; . iy
necessarily the best solutio*.’r

Y .
The algorithms used in chapter 3 have been | chosen to

minimize the possibility of bi?s on the chargcféL ;odelsf
However, the resulFs show that they still bring som%’biqs to‘
certain models, such as the #17 in the “characteristic- loci’
algorithme These blasea cha}acters'hgge little inffﬁence.to
the ,overal{ jUJée@ent on thé performance of the optimum

4

character set. ) ' S : -

4

Althou%h the new feature eit;action systam develobed in
chapter 4 1is {n 1its primary stage, the result is very
encouraging., The recogni?ion rate obtained is as hiéh - as
99.35% and a speeqtéf‘lz characters per second is attainea.
It is felt that fq§ther tuning of this Syst;m‘would improve
" these figures. Since the binary feature vector and the .
minimum‘d‘i}ance classifier can gésily be 1implsmented as

n

“haraware circuit, an improvement in speed is quite feasible.

Comments and Suggestions for Furﬁh.{ Study
. ; : o R

The "study in this thesis 1is quite successful, but

further developments should turn this gtudy into a2 reliable
o

¢
L4




1) The test data used in this the%%s wereﬂnpmerals only,

? <] and powerful recognition sxstémt

1

the tests should be extenued to the\ywhole alphanumeric
data.set., . _‘ \

The.féaturesfdesigned,in this thesis‘are simple and easy
| to detect. ft tolerétes variation up to 3 columns or 3
rows. The mqjor weaklless of this feature set is that np
special treatment 'has been implemented for curve
~detection. Cursivg line drawing is.detected indirectly.
by means "of ;erner erossings (see Section 4.3).‘

. . 4 .
Implementation of a simple curve detector will increase

the power of the feature set. B

~\

Most of the thresholds Used in feature detection were

]

set by best guess. A systematic selection of thresholds

frpm training resulgs will make the detection of feature

! ]

more accurate.
It seems , that 33 features for.recognitidn of»numergls’
(or totally 45 features for alphanumeric cHarecters) may
be 75A many. Redundant features tend to confuse the

weights of the deflsion functions since not only the

fegtures them®elves, but also tnel combinations//of
features play an important role fh the decision

functions.. .Selecting the essential features from the

-~

primary feature pool. should increase the speed and
efficiency of'the system. B N
5) Minimum dJdistance classifier *is only a basic and general ,.

L)
’




' decision rule. Additioﬁ:? modification may greafly
. . . enhance the recognition rates ]
a) Establisggng second stage'of rechniﬁion[lO,Jl,40]=
J g * The.minimum aistance classifigr\fs used as the first
. . resggqition rule in a two;stage’recqgnition system,
=a s ) Most afﬂ the t?picel samples " will be correctly
j :
[ . . . |
i ' - set to the decision fgpctions in this stage so that
. o . \lany rejected unknown sample will go into the second
stage for detailed examination. "Similar!
R R cggiacters which bring .high confusions in the
-~ - 2 K prime}y reCEantion phase can be grouped togg£h°r.
.. "Aigample rejected from the first stage w1ll fall

ﬁ{ ’ T . R ° into one of- these groups. In each group, features

?
xwhich'favour a certain character will be 6 assigned
N . - the appropriate ,“confidence“ marks when they are

. ' present in that character. . TBe relative 1importance

4 of a feature“to the character decides the weight of
, Lt " the mark. Final decision 1§ 1in favour of the
i ' ~ + heaviest marked character in the group. In. addiZfon

- ' -~

g7 be cyeated"“(in spécial’purpose) for discriminating

. « some confiised characters in the second stage.
! ' .

o “~‘ Lo ?) Weight modification(411]s e ‘\i
; , - .

. Adjusting the ‘weights in the discriminate functions

ii v ' * °  so that they .have the greatest separation power to

' g" " characte classes. One way to do it is by applying

’ . &\\ : recogni%ed in this first stage. A threshold can be

‘to the original features, special new features may '

R
2




P

. linear programing technique to derive a set of
weights based on the set of ideal feature vectors of
the character models. ‘ \

¢) Combination of a) and b).’
A .

Resulgs obtained in this study were entirel§ based on

~the reproddcibilify of a character. The chosen alphanumeric-
. ) ' ; ’

character set may not be the final optimum charactér set, it
]

should be compared with the results obtained by other
considera}ions, such as writinngpeed. distance measurements

among charaéters[27], to make the best compromise. It 1is

“hoped that the works done in this study Jcould give some

&
valuable ideas to those who are interested in this -area of

research.

“
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