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Abstract

Automatic Processing of Documents and Bank Cheques

Joseph N. Said, Ph.D.
Concordia University, 1997

Automatic processing of documents with the purpose to scan different documents, recognize them, extract, and process different data items obtained from them could be achieved by top-down and bottom-up approaches. The former processes documents starting from the document class and ends with the pixel representation of the different items that should be extracted. The latter, however, processes documents in a reversed manner. In this thesis, a top-down formal approach for automatic processing of documents and bank cheques is proposed. This approach will view a document as a hierarchy of related items: (a) the background which contains simple or complex scenes that should be eliminated, and (b) the foreground which contains (i) base lines that must be removed and (ii) handwritten data, such as the date, the legal amount, and the courtesy amount, that should be extracted with minimum distortion.

The novelty of this new approach is to eliminate the background, first, by introducing a new recursive dynamic thresholding technique that could be used globally or locally on a given cheque image. As a second step, base lines that intersect the handwritten data are recognized and removed with the challenge of minimizing the distortion on the extracted items. Two methods are proposed to tackle this difficulty. The first method detects the handwritten data that intersects with the base lines that should be eliminated and uses morphological and topological processing to identify and fill the gaps resulting from the elimination of the detected base lines. The second method proposed a new dynamic morphological processing technique which acts as a detector and a preserver of the handwritten data that intersect with the base lines. The second method highly increased the efficiency of item extraction by more than 80% and enhanced the quality of the extracted items when combined with local processing techniques.

In a step to study the reliability of the proposed top-down automatic item extrac-
tion system, a quantitative analysis technique is investigated and an experimental study is performed comparing the top-down formal approach with another newly developed bottom-up approach using the same training set of 500 real-life bank cheques and two testing sets of 200 bank cheques obtained from the CENPARMI database. The purpose of the quantitative performance analysis technique is to subject the extracted items of the top-down and the bottom-up approaches to the same item processing system that is able to recognize these corresponding items and provide quantitative results to indicate the reliability of both approaches. The experimental results showed that the reliability of the top-down approach on the training set, first testing set, and second testing set are 89.20%, 87.91%, and 90.10% respectively while those on the bottom-up approach are 91.35%, 91.30%, and 93.10% respectively.

Finally, in a step towards the construction of a highly reliable system, a feasibility study has been conducted by combining both approaches. The result is quite encouraging and a reliability of 97.09% has been achieved when these two systems are combined.
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Chapter 1

Introduction

*Description of the problem, its significance,*
*the novelty of the approach, research objectives,*
*and thesis organization.*

1.1 The Problem

Document image analysis is concerned with the automatic interpretation of images of printed and handwritten documents, including texts, engineering drawings, maps, music scores, business forms, [23, 24, 26, 28, 29, 40, 42, 181, 182, 124, 158, 159] etc. Research in this field descends in an unbroken tradition from the earliest experiments in computer vision, and remains distinguished by close and productive ties between the academic and industrial communities. While the difficulty of its characteristic problems continues to stimulate basic research, general agreement on quantifiable performance standards has encouraged the evolution of sound engineering methods. As a result, research in this area supports a rapidly growing industry.

Document images offer computer vision researchers unique opportunities. The early stages of processing such as feature extraction are relatively tractable, allowing rapid access to extraordinarily challenging later stages requiring the construction of full interpretation of complex scenes. As a result, a major focus of research is the architecture of complete, integrated vision systems, often exhibiting extremely high competence.
1.2 Motivation

Document analysis aims at the translation of data presented on different document images that is addressed to human comprehension into a computer-revisable form. In other words, the pixel representation of a digital document image must be converted into a formal and structured set of symbolic entities describing valuable features, which are appropriate for the intended type of computerized automatic information processing. It is clear that the achieved symbolic description level resembles the degree of understanding acquired by a document analysis system. This interpretation of the term "understanding" will be clarified in depth in this thesis. An attempt shall be made to clarify the important question: "Up to what level can a machine really understand a given document?" In fact, some of the different symbolic descriptions achieved can be used to produce an automatic processing system that can understand different types of document images. So, it is important at this level to ask some other interesting research questions: Could a machine understand which language is written or typed on these documents? Could a machine understand and differentiate between different layouts of various documents? Could a machine understand the relationship between one document and another one or the relationship between one item and another of the same document? Could a machine automatically process a given document without previous knowledge about its signature or it is necessary that the machine should have previous knowledge about the signature of a particular document in order to process it and understand it? Could a machine realize the difference between the relevant and the irrelevant information on a document image? Could a machine clearly extract and preserve the quality of any targeted information on documents? Could a machine have knowledge about the different topics being addressed in a given document? Of course, these and other challenging questions have created a very active field in document image analysis and recognition.
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Figure 1.1: Automatic Processing of cheque images.
Figure 1.2: Research objectives: locating and extracting different data fields in bank cheques such as the date, the legal amount, and the courtesy amount.

1.3 Research Objectives

Enabling computers to automatically process specific information contained in bank cheques [182] is the major objective of this research. This specific information will be presented to specialized recognition systems for further processing and recognition [180]. For this reason the objectives in this research are to:

1. Analyze, identify, and understand different types of documents such as bank cheques.

2. Locate and extract different data fields in bank cheques such as the courtesy (or numeric) amount, the legal amount (generally written in words), and the date of the cheque. Figure 1.2 illustrates.

3. Suppress visual noise and enhance the efficiency and quality of the extracted data [28, 181] that will be presented later to specialized recognition systems such as [180] or those used in [124] and [124]. Figure 1.3 illustrates.
1.4 Novelty of the New Approach

In a step to develop a reliable and efficient system to automatically identify, extract, and help to recognize information written or printed on document images, a top-down formal system is developed that processes documents starting from the document class and ends with the pixel representation of the different items that should be extracted. This approach will view a document as a hierarchy of related items that are (a) the background which contains simple or complex scenes that should be eliminated and (b) the foreground which contains baselines that must be removed and handwritten data, such as the date, the legal amount, and the courtesy amount, that should be extracted with minimum distortion.

The novelty of this new approach is to eliminate the background, first, by introducing a new recursive dynamic thresholding technique that could be used globally or locally on a given cheque image. As a second step, baselines that could intersect the handwritten data are recognized and removed with the challenge of minimizing the distortion of the extracted items. Two methods are proposed to tackle this difficulty. The first method acts as a detector of the handwritten data that intersects with the baselines that should be eliminated and uses morphological and topological processing to identify and fill the gaps that resulted after eliminating the detected baselines. The second method proposed a new dynamic morphological processing technique which acts as a detector and a preserver of the handwritten data that intersects with the baselines that should be eliminated. The second method highly advances the efficiency of item extraction by more than 80% and enhances the quality of the extracted items when combined with local processing techniques.

Figure 1.1 illustrates a sample cheque image process as viewed by the top-down approach.

1.5 Thesis Organization

In a step to answer the questions as presented in Section 1.2, it is important to introduce the field of document processing and consider various approaches, as will be
presented in Chapter 2. As a second step, we will go many steps beyond presenting some of these approaches that aimed at understanding and extracting information from various types of document images to present a new formal, complete, and efficient system that automatically processes and extracts different types of information from document images, such as bank cheques. The new system will be compared with other systems to study its performance analysis. Figure 1.4 illustrates the thesis organization.

Chapter 2 will introduce the field of document processing, its major components, its different approaches, its difficulties and motivations, and its future trends. Moreover, similar works that tackled the same problem will be presented. These works could be classified under two main approaches: a top down approach or a bottom up approach. Moreover, Chapter 2 will motivate the need for a new approach.

Chapter 3 will present a new and an extended approach for image segmentation to eliminate the background of a cheque image. The new approach extended Otsu’s approach [161] from dynamically extracting a single object to dynamically and recursively thresholding multiple objects from a cheque image.

Chapter 4 will present the basic top-down formal system for processing cheque
Figure 1.4: Organization of the Thesis.
images. Moreover, the architectural design of this approach will be introduced highlighting the major and most important aspects of gray-scale image processing. In this approach, the morphological processing of gray-scale images will be presented to point out the important usage of morphological processing in our model. Moreover, the concept of topological processing will be presented as a solution to the problem left out by morphological processing.

Chapter 5 will present a local processing approach that extended the approach presented in Chapter 4 to increase the quality of the extracted information from cheque images.

Chapter 6 will present a new and extended approach to morphological closing operation using a dynamic structuring element \( V \) as opposed to a fixed structuring element used in Chapters 4 and 5. The purpose of the new approach is to take into consideration the variability of the slanted handwritten information that intersects with the baseline that should be thresholded from the morphological image. In other words, the new approach does not cause any loss in the handwritten information that intersects with the baselines that should be thresholded from the morphological image. The new morphological closing operation highly improved our algorithm by decreasing the processing time and increasing the productivity of processing the cheque images.

Chapter 7, as a step to increase the throughput of extracting the date, the legal amount, and the courtesy amount, a new bottom-up method is introduced to process documents that have a light foreground (handwriting) against a dark background. This approach viewed document images starting by the pixel value in a step to distinguish between the pixels that belong to the background and the pixels that belong to the foreground. Having recognized the foreground objects, the system recognizes the baselines that must be eliminated and extracts the required items.

Finally, Chapter 8 will present the analysis of the experimental results in order to evaluate the efficiency and reliability of the developed system. A comparative study between the top-down approach and the bottom-up approach showing the strengths and weaknesses of each will be presented. Moreover, for future research directions, a quantitative study on the possibility of combining the two approaches will be pre-
sented.
Chapter 2

A Survey of Similar Works and Their Relationship to This Work

Survey of similar approaches and their relationship to the new approach.

2.1 Document Processing

Nowadays the most common means of presenting and distributing information. Documents are made up of a series of logically ordered pieces containing information. Sometimes this information, whether written by constrained or structured according to a given logical or physical format and some other times it can be unconstrained or unstructured, is the primary means to present information in documents such as journals, newspapers, magazines, books, letters, and many other forms. Most of these forms require a lot of adding to this are the privacy and security issues that are especially critical in working environments where the privacy of important (government, banks, business firms) recognition is a growing and productive field that is making strides by developing intelligent computer programs that are able to analyze, understand, and recognize the contents of these documents. As a result, document analysis and recognition systems will automatically extract...
information from these documents and store them in appropriate database systems for further retrieval and processing. In this context, privacy and security of the document's content is maintained, speed of interpreting and manipulating the document's content is increased, and most importantly, the document could be stored in an electronic medium where it could be shared and accessed by various parties at the same time. Fortunately, the decreasing cost and increasing performance of hardware will eventually make the storage and distribution of documents by electronic means the predominant medium as Wong et al. [235] pointed out.

As a branch of pattern recognition and artificial intelligence, document analysis and recognition has grown rapidly during the past few years. Numerous techniques and methods have been explored and some document processing systems have been proposed as in [86, 128, 206]. However, most of the studies are concentrated on non-financial types of documents such as newspapers, magazines, technical reports, bibliographical documents, envelopes, and so on. Only a few are related to the processing of business documents [24, 184, 212, 208, 240] in spite of the fact that millions of business transactions take place every day. Associated with them are documents such as bank cheques, payment slips and bills which have to be processed. A great deal of time, effort and money will be saved if such documents can be entered into the computer and processed automatically. However, notwithstanding major advances in computer technology and intensive research efforts, the degree of automation in processing such documents is still very limited and a lot of manual labour is currently spent in this area.

The above situation indicates that any system which can speed up the processing of such documents will make a significant contribution. One of the most significant is [24] which has implemented a method of entering forms that contain machine-printed data produced in business environments. A system called IFP (Intelligent Form Processing) has been constructed. The IFP system uses a setup phase to create a model of each form to be read. Scanned forms containing data are compared against the matching form model. Special algorithms are employed to extract data fields and remove background printing (e.g., lines) which intersects the data. Another way was
introduced in [153] where an empty form is first registered with the system before processing. But it takes up a large amount of memory. Areas of desired images in the form are then entered into the computer via man-machine interaction. Subsequent form processing simply involves the matching of the filled form with the empty one to produce the images which have to be processed later.

According to [208], the above systems are rather complicated. For instance, the IFP system [24] is a more general form document processing system. It has a complex architecture which contains form library, image database, coded database, form classification, different image subsystems, etc. This system can treat a great variety of form documents. It could be wasteful if the IFP is used to process only business documents.

In [208], a fixed document processing subsystem and a flexible document processing subsystem are separately used to process different types of financial documents according to their structural complexity. The purpose of the fixed subsystem is to process documents that have common properties in their geometrical and their logical structures, such as bank cheques. The purpose of the flexible subsystem is to process documents that do not necessarily have common properties in their geometrical or their logical structures, such as different types of income tax forms. Both subsystems are robust and efficient in describing the structural properties of a binarized document. However, to improve the quality of the information to be extracted from a given document by preserving its topological properties and to increase the recognition rate of the extracted information from the documents, binarized documents should be replaced by grey-scale documents.

2.2 Major Components and Major Goals

As a graphical illustration, a basic model for document processing is shown in Figure 2.1. The input to this model is a document and the output is the knowledge obtained about the given document using the logical structure. Figure 2.1, shows that there are different principal concepts through which a given document is pro-
Tang et al. in [207] and Tsujimoto et al. in [219] pointed out that dealing with various kinds of document layout is an important and major property of any document structure analysis system. Two approaches are essential to this capability: document analysis and document understanding.

The following principal concepts for document processing are proposed:

- Document processing is divided into two phases: document analysis and document understanding.

- A document is considered to have two structures: geometric (layout) structure and logical structure.

- Extraction of the geometric structure from a given document refers to document analysis. It breaks down a document image into several blocks, which represent coherent components of a document, such as text lines, headlines, graphics, etc., with or without the knowledge regarding the specific format. Mapping the geometrical structure into a logical structure is defined as document understanding. Normally, it maps the layout structure into logical structures considering logical relationship between the objects in specific documents.

The basic model of document processing can be formally described as:

**Definition 1** A document $\Omega$ is specified by a quintuple

$$\Omega = (\mathcal{S}, \Phi, \alpha, \beta, \delta)$$

such that

$$\begin{bmatrix}
\mathcal{S} \\
\Phi \\
\alpha \\
\beta \\
\delta
\end{bmatrix} = \begin{bmatrix}
\{\Theta^1, \Theta^2, \ldots, \Theta^m\} \\
\{\varphi_1, \varphi_r\} \\
\{\alpha^1, \alpha^2, \ldots, \alpha^p\} \\
\{\beta^1, \beta^2, \ldots, \beta^q\} \\
\{\mathcal{S} \times \Phi \rightarrow 2^\mathcal{S}\}
\end{bmatrix}$$

(2.1) (2.2)
and

$$\Theta = \{\Theta^i\}^*$$

$$\alpha \subseteq \exists$$

$$\beta \subseteq \exists$$

where

- $\exists$ is a finite set of document objects which are sets of blocks $\Theta^i$ ($i = 1, 2, ..., m$).

- $\{\Theta^i\}^*$ denotes repeated sub-division, since an object may be subdivided into several smaller objects.

- $\Phi$ is a finite set of logical linking functions, which indicate logical linking of the document objects. $\varphi_l, \varphi_r$ stand for leading linking and repetition linking respectively.

- $\alpha$ is a finite set of heading objects.

- $\beta$ is a finite set of ending objects.

- $\delta$ is a finite set of logical linking functions which indicate logical linking of the document objects.

**Definition 2** Document processing is a process to construct the quintuple represented by Equations 2.1 and 2.2. Document analysis refers to extracting elements $\exists$, $\Theta^i$, and $\{\Theta^i\}$, i.e., extracting the geometric structure of $\Omega$. Document understanding deals with finding $\Phi, \alpha, \beta$, and $\delta$ by considering the logical structure of $\Omega$.

An example of a document is illustrated in Figure 2.2.

$$\exists = \{\Theta^1, \Theta^2, \Theta^3, \Theta^4, \Theta^5, \}$$

$$\Theta^4 = \{\Theta^4_1, \Theta^4_2\}, \Theta^5 = \{\Theta^5_1, \Theta^5_2, \Theta^5_3\}$$
\[ \alpha = \{\Theta^1, \Theta^2\}, \beta = \{\Theta^4, \Theta^5\} \]

\[ \delta(\Theta^1, A) = \Theta^3, \quad \delta(\Theta^2, R) = \Theta^1, \quad \delta(\Theta^3, L) = \Theta^5, \quad \delta(\Theta^4, L) = \Theta^5, \quad \delta(\Theta^5, B) = \Theta^2 \]

where \( A, B, L, R \) represent logical linking above, below, left, and right respectively of the document objects.

### 2.2.1 Document Structures

The key concept in document processing is that of structures. Document structure is the division and subdivision of the contents of a document into increasingly smaller parts which are called objects. An object which can not be subdivided into smaller objects is called a basic object. All other objects are called composite objects. Structure can be realised as a geometric (layout) structure in terms of its geometric characteristics, or a logical structure due to its semantic properties.

### 2.2.2 Geometric Structure

Wilcox and Spitz in [233] pointed out that extraction of the geometric (layout) structure from the page image of a document is the minimum requirement for a document
analysis system. Ingold in [88], Tsujimoto and Asada in [219] stated that based on this structure and some specific formatting knowledge, the partial logical structure of several document types can often be obtained.

The logical structure of a document can be extracted if more knowledge about the document is known, such as the syntactical knowledge about the relation among logical entities of the document and the semantic knowledge about possible keywords or letters inside each logical entity. Further, it is required to recognize the logical structure of different documents in order to separate the logical structure of a document into levels to gain a finer level of understanding. Section 2.2.3 will elaborate more on the logical structure of a document image.

Geometric structure represents the objects of a document based on the presentation, and connection among these objects. Figure 2.2 illustrates an example of the geometrical structure of a given document image. According to the International Standard ISO 8613-1:1989(E) [89], the geometric or layout structure can be defined as follows:

**Definition 3** Geometric Structure is the result of dividing and subdividing the contents of a document into increasingly smaller parts, on the basis of the presentation.

*Geometric (layout) Object* is an element of the specific geometric structure of a document. The following types of geometric objects are defined:

- **Block** is a basic geometric object corresponding to a rectangular area on the presentation medium containing a portion of the document content.

- **Frame** is a composite geometric object corresponding to a rectangular area on the presentation medium either one or more blocks or other frames.

- **Page** is a basic or composite geometric object corresponding to a rectangular area. If it is a composite object, containing either one or more frame(s) or one more block(s).

- **Page set** is a set of one or more pages.
Figure 2.2: A Simple Example of Document Processing.

- Document Geometric (Layout) Root is the object at the highest level in the hierarchy of the specific geometric structure. The root node in the above example represents a page.

The geometric structure of a document can be formally defined as a document geometric model (DGM) according to the basic model as defined in Definition 1. To facilitate document analysis, an entropy function will be used in the following definition.

**Definition 4** A DGM is described by a document space \( \Omega = (\mathfrak{S}, \beta_U, H_\mathfrak{S}) \), where \( \mathfrak{S} \) is the set of geometric objects which are either basic objects or composite objects; \( \beta_U \) is a set of operations which are performed in \( \mathfrak{S} \), and \( H_\mathfrak{S} \) stands for entropy function, such that:

\[
\mathfrak{S} = \{\mathfrak{S}_T, \mathfrak{S}_G\} \tag{2.3}
\]

\[
\beta_U = \{\cup, \cap\}
\]

\[
\forall i \neq j(\mathfrak{S}_i \cup \mathfrak{S}_j) \subseteq \Omega
\]
\[ \forall i \neq j (\mathcal{S}_i \cap \mathcal{S}_j) = \emptyset \]
\[ H_{lm} = -\sum P(\mathcal{S}_T, \mathcal{S}_G) \log P(\mathcal{S}_T, \mathcal{S}_G) \]

where

\( \mathcal{S}_T \) represents \textit{Text Area}, and \( \mathcal{S}_G \) stands for \textit{Graphic Area}. Each area can be defined as follows:

\[ \mathcal{S}_T = \{ \Theta^1, \Theta^2, \ldots, \Theta^m \} \]
\[ \mathcal{S}_G = \{ \Theta^G, \Theta^C, \Theta^R \} \]

where

- \( \Theta^1, \Theta^2, \ldots, \Theta^m \) show different \textit{text Blocks}, e.g. \( \Theta^1 \) shows a \textit{Headline block}. \( \Theta^2 \) shows a \textit{Text line block}.
- \( \Theta^G \) indicates \textit{Geometric Graphics Blocks} such as points, area, and lines.
- \( \Theta^C \) presents \textit{Graphics Characters Blocks} such as accented letters and special symbols.
- \( \Theta^R \) presents \textit{Raster Graphics (Picture) Blocks}.

and

\[ \Theta_j = \{ \Theta^j \}_i, \quad \Theta_i^j = \left\{ \begin{array}{l} \{ \sigma^C_1, \sigma^C_2, \ldots, \sigma^C_r \} \quad \Theta_i^j \subseteq \mathcal{S}_T \\ \{ \sigma^G_1, \sigma^G_2, \ldots, \sigma^G_s \} \quad \Theta_i^j \subseteq \mathcal{S}_G \end{array} \right. \tag{2.4} \]

where

- \( \sigma^C_i \) indicates a \textit{Character}.
- \( \sigma^G_i \) represents a \textit{Graphical Element} including geometric graphics, graphic character elements and raster graphics elements.
2.2.3 Logical Structure

Document understanding emphasizes the finding of logical relations between the objects of a document. In other words, the logical structure represents the objects of a document based on the human perceptible meaning, and connection among these objects. Figure 2.2 illustrates an example of the logical structure of a given document image. According to the International Standard ISO 8613-11989(E), the logical structure can be defined as follows:

**Definition 5** Logical structure is the result of dividing and subdividing the content of a document into increasingly smaller parts, on the basis of human-perceptible meaning of the content, for example, into chapters, sections, subsections, and paragraphs.

*Logical Object* is an element of the specific logical structure of a document. For logical object, no classification other than Basic logical object, Composite logical object and Document logical root is defined. Logical object categories such as Chapter, Section and Paragraph are application-dependent and can be defined using the Object class mechanism [89].

According to the basic model of Equation 1, a formal description of the logical structure termed document logical model (DLM) is presented as follows:

**Definition 6** A DLM is described by a tree, \( \mathcal{U} = (\Theta, \mathcal{R}) \). \( \Theta \) denotes a nonempty set of nodes which represent the logical objects. \( \mathcal{R} \) expresses a set of edges representing relations between the logical objects.

\[
\Theta = \{\Theta^1, \Theta^2, \ldots, \Theta^n\}
\]

\[
\mathcal{R} = \{\Theta \times \Theta\}
\]

\[
\mathcal{R} = \{\mathcal{R}_1, \mathcal{R}_2, \ldots, \mathcal{R}_m\}
\]

\( \mathcal{U} \) can be represented as an *Incidence Matrix* with size \( m \times n \):

\[
\mathcal{U} = \begin{cases} 
1 & \text{when } \mathcal{R}_j \text{ is incident with } \Theta^i \\
0 & \text{otherwise}
\end{cases} \tag{2.5}
\]
2.2.4 Document Analysis

Document Structure Analysis is often defined as a process, which automatically transforms the document page image into its structural representations for computer processing. In other words, document analysis is defined as the extraction of the geometric structure of a document. In this way, a document image is broken down into several blocks, which represent coherent components of a document, such as text lines, headlines, graphics, etc, with or without the knowledge regarding the specific format [207, 219]. Unfortunately, in a document preparation system a document may exist in different forms, Jolobof [96] Quint [174], and we are interested only in durable representations: i.e. those which can be stored on devices or transmitted across communication networks.

To start with, two representations are of practical interest: The layout structure and the logical structure of a document. The first describes the formatted form of the document that is to be sent to output devices; it is normally called layout structure. The second is manipulated by a system’s user in specifying the structure and contents of the document: it is normally called logical structure.

Brown in [18] stated that maintaining the underlying logical structure of a document can have many advantages for document processing systems. Ideally the structure reflects the way the author/editor thinks about the document, and allows the processing system to provide intelligent help with section numbering, cross-references and the provision of such useful adjuncts as a table of contents and an index. It will also provide a suitable framework for intelligent finding of text, graphics and other types of content.

Top-down, Bottom-up, and Functional labelling have been used in document analysis. Each has its advantages and disadvantages. The top-down approach is fast and very effective for processing documents that have a specific format. On the other hand, the bottom-up approach is time consuming. But it is possible to develop algorithms which are applicable to a variety of documents. A better result may be achieved by combining the two approaches [147].
2.2.5 Document Understanding

As document analysis extracts geometric structures from a document image by using the knowledge about the general document and/or the specific document format, document understanding maps the geometric structures into logical structures considering the logical relationship between the objects in specific documents. There are several kinds of mapping methods in document understanding: [219] proposed a tree transformation method for understanding multi-article documents. Toyoda et al. in [214] discussed the extraction of Japanese newspaper articles using a domain specific knowledge. Inagaki et al. [87] constructed a special purpose machine for understanding Japanese documents. Higashino et al. [80] proposed a flexible format understanding method, using a form definition language. Tang et al. and YAN [211, 209, 240] have led to the development of a form description language for understanding financial documents. These mapping methods are based on specific rules applied to different documents with different formats. A series of document formatting rules are explicitly or implicitly used in all these understanding techniques. In this section, document understanding based on tree transformation. document formatting knowledge and document description language will be discussed.

Document Understanding Based on Tree Transformation

This method defines document understanding as the transformation of a geometric structure tree into a logical structure tree [219].

A document has an obvious hierarchical geometric structure, represented by a tree. Moreover, the logical structure of a document is also represented by a tree. In this context, three kinds of blocks are defined: H (head), B (body) and S (either body or head). During the transformation, a label is attached to each node. Labels include title, abstract, sub-title, paragraph, header, footnote, page number, and caption. The transformation, which moves the nodes in the tree, is based on four transformation rules. These rules are created according to a layout designed according to the manner in which humans read. Two rules (Rule 1 and Rule 2) are based on the observation
that a title should have a single set of paragraphs as a child in the logical structure. The paragraph body in another node is moved to the node under the body title by these rules. Another rule (Rule 3) is mainly for the extraction of characters or sections headed by a sub-title. In another rule (Rule 4), a unique class is attached to each node.

**Document Understanding Based on Formatting Knowledge**

Since a logical structure can correspond to a variety of geometric structures, the generation of logical structure from the geometric structure is difficult. One of the promising solutions for this problem is use of formatting knowledge. The formatting rules may differ from each other because of the type of document and language to be used in it. However, for a specific kind of documents, once the formatting knowledge is acquired, its logical structure can be deduced. An example can be found in [210] where a method of extracting articles from Japanese newspapers has been proposed. In this method, six formatting rules of Japanese newspaper layout are summarized. An algorithm for extracting articles from Japanese newspaper has been designed based on the formatting knowledge.

Another example can be found in [43] where a business letter processing approach has been developed. Because business letters are normally established in a single-column representation, letter understanding is mainly the identification of the logical objects, like sender, receiver, date, etc. In this approach, the logical objects of the letter are identified according to a statistical Database (SDB). As the author reported, the SDB consists of about 71 rule packages derived from the statistical evaluation of a few hundred business letters. Other knowledge, like the shape, size and pixel density etc. of the image block can also be used for document understanding. References [48, 241] use statistical features of connected components to identify the address blocks on envelopes.
Document Understanding Based on Description Language

One of the most effective ways to describe the structures of a document is the use of a description language. [80] detects the logical structure of a document and makes use of the knowledge rules represented by a form definition language (FDL). The basic concept of the form definition language is that both the geometric and logical structures of a document can be described in terms of a set of rectangular regions. For example, a part of a program in form definition language coded for the United Nations' (UN) documents is listed below:

```
(defform UN-DOC#
    (width 210) (height 297)
    (if (box (? ? ? ?))
        (mode IN Y LESS)
        (area (0 210 60 100))
        (include (160 210 1 5)))
    (form UN-DOC-A
        (0 210 0 297))
    (form UN-DOC-B
        (0 210 0 297))))
(defform UN-DOC-A ...)
(defform UN-DOC-B ...)
```

It means that the UN documents have a width of 210mm and a height of 297mm. The "if" predicate is one of the control structures. If the box predicate succeeds, the document named UN-DOC# is compared with UN-DOC-A and UN-DOC-B, and analyzed as UN-DOC-A. Otherwise, it is analyzed as UN-DOC-B. The box states that a rule line should exist inside the region (0 210 60 100) and satisfy the conditions that the width of the ruled line is between 160 mm and 210 mm and the height is between 1 mm and 5 mm (defform UN-DOC-A ...) and (defform UNDOC-B ...) will give the definition of the UN documents with and without a ruled line with these properties stated above.
According to the definition, a form dividing engine will analyze the document and produce the images of some logical objects, such as the organization which issued the document, document number, and section, etc. More details about this method can be found in [80].

As stated in the previous paragraph, the concept and purpose of document analysis and recognition systems are helpful when they exist, however, putting these concepts into computers is a very difficult and challenging task to accomplish. In fact, to integrate existing documents, an input system is required in many fields, such as desktop publishing, machine translation, database management, electronic communication, and so on. Such a system could assist a user in the encoding of printed documents for computer processing.

Among such systems, a document structure analysis system must be developed to extract structural information from printed documents to create a database that stores the extracted structure of each document.

2.3 Document Processing: Two Main Approaches

In general, there are two main types of analysis that are applied to text in documents. The first aims at recognizing characters and words from their bit-mapped images. The second aims at analyzing the page layout (structure of the text) to discover formatting of the text and, from that, to derive meaning associated with the positional and functional blocks in which the text is located. The first type of analysis is usually distinguished as being applicable to either machine-printed or handwritten character recognition [180]. The second type of analysis is applied to formatted and machine-printed pages and a special type of layout analysis (forms recognition), where machine-printed or handwritten text occurs within structured and predefined blocks on a printed form.

There are two types of structural analysis, viz top-down or bottom up. In top-down analysis, a page is segmented from large components to smaller ones. In this approach, the page is split into various column blocks of text. Moreover, each column
is split into paragraph blocks, each paragraph is split into text lines, each text line is split into words, and words are split into characters. On the contrary, in bottom-up analysis connected components are merged into characters, then words, then text lines, then paragraphs, then columns.

2.3.1 Top-down Analysis

Top-down (knowledge-based) approach proceeds with expectation of the nature of the document. It divides the document into major regions which are further divided into sub-regions, etc. [62, 80, 88, 107, 108, 153, 156]. The top-down approach is fast and very effective for processing documents that have a specific format.

For layout analysis, horizontal and vertical projection profiles can be used. The vertical projection profile provides information that helps in detecting and locating text columns. In a similar manner, the horizontal projection profile provides information that helps in locating the paragraph breaks within each column. Moreover, the horizontal projection profile within paragraphs provides information to locate text lines. In addition to this, some differentiation among detected text blocks can be made using this approach. In fact, the horizontal projection profile of a title indicates characters in a larger size text than that of the body of a text. A footnote may have smaller text line spacing than that of the body of text. In this top-down approach, much information can be determined relating to the layout of the page.

In practice, when the projection profile approach to layout analysis is used, it is not necessary to perform processing on all pixels of the original resolution image. Instead, to improve efficiency, the image may be reduced in size. One approach in tackling this problem is to smooth characters into smaller and unrecognizable (as characters) blobs. These blobs can be of a single character, a word, or a text line based on the smoothing used. As opposed to the previous projection profiles that used the whole image, now, projection profiles are constructed on the basis of fewer pixels. Of course, this reduces the processing time and improves the efficiency of layout analysis. An

\footnote{When the paragraphs are separated by some extra blank space that is greater than the inter-line spacing.}
example of smoothing is the run-length smoothing algorithm which is a very good and popular method for performing this smoothing process. By "smearing" the text to join characters into blobs, the runlength smoothing algorithm merges characters into words, words into text lines, and (sometimes) text lines into paragraphs. In short, the runlength smoothing algorithm detects white spaces between black pixels on the same lines and sets them to black if the length is less than a given threshold. Subsequent merging between characters of the same word and words of the same line is accomplished with appropriately selected thresholds. Besides reducing the number of pixels, this method can lead to better results, especially for sparse text that otherwise yields poor or noisy projection profiles. This use of horizontal and vertical projection profiles requires that the image be first skew corrected and that spacing is known and uniform within the image.

Projection profiles could be used in a more structured top-down method that successively splits the document into smaller rectangular blocks by alternatively performing horizontal and vertical "cuts" along white space, starting with a full page and continuing with each sub-block. This approach is successfully used by Nagy [146, 148]. From the horizontal and vertical projection profiles of each block, the locations of these cuts are recognized. Later, segmentation is aided by functional labelling being performed at the same time. Such a functional labelling is based on apriori knowledge of features of the expected blocks and on the characteristics of their profiles described in a document syntax. For instance, a title block with a large-font appears in the horizontal projection profile as having wider peaks. On the contrary, the text body will appear in the horizontal profile as narrower, periodic peaks and valleys. Segmentation results are represented in an X-Y tree, where the top-level node represents the page, each lower node represents a block, and each level alternatively represents the results of horizontal (X-cut) and vertical (Y-cut) segmentation. In such an approach, segmentation can be performed down to individual paragraphs, text lines, words, and characters. One good advantage here is that the combination of functional labelling in structural processing enables the process to be directed and corrected. However, this requires the initial specification of blocks syntax, which de-
pends upon knowledge of block features. It should be noted that it is critical that
the image has no background, no skew, and that any noise has already been removed
first. These two conditions are required by most segmentation methods.

Baird in [10] used another top-down layout technique that analyzes white space
(that is, background area versus foreground text) to isolate blocks and then uses
projection profiles to find lines. In this approach, first, all locally maximal white
rectangular structures among the black connected components are enumerated from
largest to smaller ones. The largest of these white rectangular structures forms a
“covering” of the white background on the page, thus forming a partition of the
foreground into structural blocks of text. A good point of this approach is that
different sizes of rectangles may be chosen where segmentation is performed down
to a chosen level; for example, down to columns, paragraphs, or even individual
characters. However, the page must have a Manhattan layout\(^2\). As pointed out by
Baird in [10], one advantage of using background white space versus foreground text
for layout analysis is the language independence that results, because white spaces
are used as a layout delimiter in similar ways in many languages. Another advantage
is that few parameters need be specified. However, a drawback is that the choice of
what constitutes a “maximal” rectangle, for example, the longest, or the maximal
area, -may be nonintuitive as well as different for differently formatted documents.

A primary advantage of top-down methods is that they use global page structure
to their benefit to perform layout analysis quickly. For most page formats, this is
a very effective approach. However, these methods may be inappropriate for other
pages where text does not have linear bounds and where figures are intermixed both
in and around text.

Consider for example, a magazine which crops text around an inset figure so that
the text follows a curve of an object in the figure rather than a straight line. A
more complicated case is when tables of contents in magazines and journals are often
formatted with inset figures, centred column entries (rather than justified), and other
\(^2\)that is, it must have only one skew angle and must be separable into blocks by horizontal and
vertical cuts.
non-Manhattan layout. For these formats, the bottom-up techniques that will be described below are more appropriate with the trade-off that they are usually more expensive to compute.

2.3.2 Bottom-up Analysis

Bottom-up (data-driven) approach progressively refines the data by layered grouping operation. the bottom-up approach is time consuming. But it is possible to develop algorithms which can be applied to a variety of documents [4, 32, 46, 54, 87, 75, 90, 235].

As mentioned above, bottom-up layout analysis locates and identifies small components and groups them into successively larger components until all blocks are found on the page. Unfortunately, there is no single, general method that typifies all bottom-up techniques. In this report, we will describe a number of approaches that can all be classified as bottom-up but use very different intermediate methods to achieve the same purpose.

One approach combines a number of the techniques as described by Fisher in [55]. First, using Hough transform a skew is found and appropriate skewing is performed. Then, the one-dimensional Fourier transform of the projection profile for \( \theta \) fixed at the computed skew angle determines the between-line spacing. Runlength smoothing is performed, and then within-line spacing is determined by finding the peak on a histogram of these within-line lengths of white spaces (that is, inter-character and inter-word spacing) and of black lengths (that is, words). Next, by a sequence of run-length smoothing operation in the direction of the skew for words and text lines perpendicular to the skew for paragraphs and text columns, bottom-up merging of the text components is done. The results are on regions, upon which connected-components analysis is performed. These connected-components provide many statistics: for example, ranges of words height, area, and length. This feature information helps to discern text blocks and to discriminate text and non-text. Esposito et al. [50] used a similar approach, but they first determined bounding boxes of individual characters and then operated with respect to these bounding boxes, instead of operating on
individual pixels, to reduce the amount of computation.

O'Gorman in [158] employed bottom-up $k-$ nearest-neighbour clustering to group from characters into text lines and structural blocks. First, for each document component, $k$ nearest-neighbour connections to neighbouring components are found (where $k$ is usually taken to be 4 or 5). The distance and angles of these connections are compiled in histograms. Since most connections will be made between characters on the same text lines, the peak distance will indicate the inter-character spacing and the peak angle will indicate the skew. Based on these estimates, text lines are found as groups of characters and words along the page orientation. Now, using the document characteristic that text lines of the same block are usually spaced more closely than text lines of different blocks, text lines are grouped into blocks.

Nagy in [146] used a combination of both top-down and bottom-up approaches. Akiyama in [4] used field separators (lines between text regions) and then blank delimiters to segment blocks. Then, using generic properties of documents, global and local text features are determined, and blocks are found and classified. The text features determined here are measures on horizontal and vertical projection profiles, horizontal and vertical crossing counts (the number of black-white and white-black transitions along a line), and bounding boxes for each character. For example, headline text is identified by the property that the larger characters have smaller crossing counts. Bounding box size for individual characters relative to that of other characters in the same region are used to identify these characters. Such a combination of structural layout segmentation and functional labelling technique has both advantages and disadvantages. Obviously, this combination requires more from the user (earlier in the processing stages) to supply information on the expected features of labelled fields. In fact, such approaches will take the trend that proceeding as far as possible in early processing without application-specific knowledge being needed is advantageous because this practice encourages robust techniques. However, other approaches will take the trend that the presence of application-specific knowledge is useful, and should be used to facilitate solving the problem. In the following subsection, functional labelling is discussed independently (as a following process) of
2.3.3 Functional Labelling

As discussed above, some of the layout analysis methods [145, 4] perform functional labelling in the course of structural blocking. Some methods perform blocking only while others perform these steps sequentially, first obtaining structural blocks and then applying functional labels. In either case, functional labelling is performed based on document-specific rules and using many features derived from the document. These features may include the font size styles of the text, general typesetting rules of spacing, the relative and absolute positions of a block on a page, and the relative and absolute position of a field within a block. The formatting rules used to produce the page are those that are used in the reverse process of functional labelling. One problem remains which is the wide variations of formatting style across different documents. However, despite this problem, most humans can easily locate blocks of interest using their acquired knowledge of formatting as well as by using text recognition.

Most of the work in functional labelling has been restricted to particular domains because of the large variations of formats and because of common image-processing problems such as noise, erroneous feature detection, and imperfect text recognition results. In the domain of postal recognition, for example, much work has been done on the problem of locating addresses and address fields Palumbo [163, 223]. For US mail, the objective usually is to locate the address block, then the ZIP code on the last line, and then other parts of the address block from there. This is a good example of a familiar format in which blocks in different locations and fields in different lines can note different functional information. Work has been done in the domain of forms recognition, where the problem of structural blocking is facilitated by the lines of the form delimiting blocks [24, 212]. Functional labelling must be performed to recognize, for example, that a block at the bottom of a column of blocks is a “total” field and that indented blocks are intermediate values. In Dengel [40], functional labelling is used in the domain of business letters. The Office Document Architecture (ODA) standard for document formatting is solely used to hierarchically represent
the document components. In Amano [6], the domain of interest is Japanese journals and patents, where labelling is done in part using rules of relative horizontal and vertical placement as well as ranges on the numbers of lines per block. Even within each of these restricted domains, variations of formatting are large, thus presenting many challenging problems to be solved in this field.

Since the processes of functional and structural layout analysis are the reverse of the document-formating process, it is logical to ask if there is some standard for producing and describing document contents that can be used to perform layout analysis and to test its results. Two of the internationally recognized standards are ODA [82] and Standard Generalized Markup Language (SGML) Goldfarb [66]. Although both describe documents, they are very different in their description. ODA has an object-oriented document architecture that describes both structural and functional components of a complete document. These ODA descriptions are hierarchical, so a layout may be defined as a document containing pages on which there are columns, paragraphs, and so on. The functional hierarchy describes a document, which may contain sections or chapters, and each chapter has headings, sub-headings, and so on. The original purpose of ODA was to create a common standard for the interchange of office documents. SGML is a language for "marking up" (or annotating) text with information that describes it as functional components. It was created for publishing documents. In the publishing process, these functional components are used together with publication-specific rules to format the document in a chosen style. In contrast to ODA, SGML can be thought of more as a bottom-up description of a document, and this definition is in keeping with its purpose. Both of these standards have grown beyond their original purposes; for example, both are used for document layout analysis. However, while both are used for publishing and in document analysis, they are by no means used exclusively. Many publications use appropriate systems that are compatible with neither ODA nor SGML, and most current document recognition research today still does not produce results that conform to any standard.

The use of page layout analysis is currently very limited in commercial document systems. The only capability provided by most general systems is specifying absolute
block coordinates on which to scan or perform OCR; that is most general systems do not do automatic page layout analysis. Two exceptions to this limitations are systems for special-purpose applications: postal reading.

2.4 Document and Form Processing Systems

A document processing system embodies many of the image and document processing techniques that will be described later in this thesis. To reduce noise and to modify the pixel data to produce a form (such as binary or thinned image) that best facilitates subsequent analysis, pixel-level processing is performed first. Moreover, to describe more succinctly the pixel region contained in the image, pertinent features are found. These features are used to recognize textual format and content. During this process and for recognition of tables and forms, graphics recognition techniques may also be employed, to obtain information from the delimiting lines. The previous process will become interesting and challenging when multiple pages are introduced. In fact, additional aspects of complexity with complete document representations for handling the production of multiple-page document introduced additional and higher complicated aspects of complexity for document representations. Up till now this is a problem that has usually not been handled by document analysis systems and requires more investigation.

Image based electronic libraries is one application of document processing techniques. Three recent systems for storage and display of technical journals include Nagy's [146], the Document Recognition System Amano [6], and The RightPages System [196]. Some of the technical work associated with these systems includes noise reduction, structural and functional page layout analysis, and OCR.

Document processing of postal mail is another application area that is probably the most economically important applications of current document systems implemented. The aims of such systems are to locate address blocks and to read at least some portion of the addresses for automatic routing of each piece. One very critical and important aspect of this problem is that recognition and routing must be performed very quickly.
to compete with human operations. Some of the work in this area includes that of Palumbo [163] on real-time address block location, Matan [135] on a neural-network system for reading ZIP codes, and Kimura [119] on segmentation and recognition of ZIP codes.

Opposed to the above mentioned document systems that process postal mail, the applications of form recognition entails document images whose formats are more restricted than those of mail or journal publications, because the required fields are in specified locations that are bounded by lines or highlighting. With the knowledge of location of blocks of interest, these blocks can be found and their contents recognized. Although this may seem simpler than non delineated-block location, there are problems inherent in forms reading that are distinct from those of other applications. Two of these problems are locating boxes, usually by graphics recognition techniques upon the lines, and dealing with text that is misaligned with or intersecting the boxes. Also, since forms are often filled out by hand, handwriting recognition may be involved. Some work in forms recognition includes that of [24] and [212]. These systems have been demonstrated on US tax forms, among others.

2.5 The State of the Art of Available Systems

During the last decade, many prototype systems or commercial tools have tackled the goal of document structure analysis. Few systems have been devoted to document understanding although a lot of work has been done on document analysis, see e.g. Wong et al. [235], Tsuji [217], Ciardiello [32], Wilcox and Spitz [233]; only Higashiro et al. [80], Tsujimoto and Asada [219], Dengel [41], Chenevoy and Belaid [27], Nagy et al. [146], and Belaid et al. [13]. Most of these systems, such as, Wong et al. [235], Tsuji [217], Ciardiello [32], Wilcox and Spitz [233], are connected only with OCR and layout structure recognition.

Several more advanced systems execute the bottom-up approach without the aid of OCR; or the result of OCR is not used for the top-down approach.

Nagy et al. [146] has introduced a rather complete document image analysis
system for technical journals. Based on a page grammar, a syntactic parsing is conducted to assign logical labels to every block on a page, and OCR is used for these; but the obtained results are not used to verify these given logical labels.

Fujisawa [62] simplified the form definition language (FDL) by introducing a SFDL to avoid recursive expressions, and the extracted images containing bibliographic items are sent to OCR; but these results are not used for assisting the logical structure extraction.

Higashino et al. [80] proposed a knowledge-base segmentation for document understanding. A form definition language (FDL) is used for representing the layout rules of a document; then the regions containing bibliographic items such as the title, authors and other important items can be extracted. In the layout rules, only position information is used.

Tsujimoto and Asada [219] presented a document understanding method based on tree structure transformation. Both the geometric structure and logical structure of a document can be represented by tree structures, and can be transformed into a logical structure tree that does not need the assistance of OCR results. Therefore, in these systems, the obtained macro structure is often not accurate because of the ambiguous boundaries of some typographical attributes.

A more recent system Porter and Rainero [168] intended to recognize both the logical structure levels, but the implemented part can only receive a postscript file as input.

Recently, a few systems have addressed some aspects of micro structure analysis. Chenevoy Belaid [27] and Belaid [13] described a knowledgebase system for structured document recognition: multi-specialists have been used for different tasks, and the micro structure of bibliography references was analyzed.

Dengel [41] has presented a document analysis system IODA (Paper Interface to ODA), which includes both tasks: text recognition and text analysis: the former is to explore the captured text of logical objects: and the latter syntactically checks some simple structure objects, such as the sender, recipient and date in a letter, and generates links between content portions and logical objects.
However, the methods used for both analysis levels are completely different; therefore, their system architecture is rather complex, and several studies, such as the integration between both analysis levels as well as the robustness and efficiency of their systems have to be done.

Many attempts in document image understanding have been made from early 80's. Early research on document image understanding can be classified into several classes. The first one is to analyze complex page layout such as newspapers, to extract articles consisting of a title, text and photographs for instance [80, 87]. The second one is to read printed documents with unknown layouts by enhancing character segmentation methods [235, 3]. Another domain of document understanding is for analyzing complex tabular forms to recognize hand-printed Kanji's to enter information to computer systems [154]. Some recent attempts also include address analysis of small pieces [227].

One of the important applications of such technology is automatic information extraction for automatic document filing [63, 155]. Document image filing systems using optical disks, which are being used in many offices, can store tens of thousands of document pages in terms of digital images [134]. In such a system, ease of information retrieval is very important.

Higashino et al. proposed a top-down document analysis method aiming at such applications [80, 225]. The feature of the approach is document layout knowledge used to parse two-dimensional physical document structures. They devised a knowledge representation language FDL, Form Definition Language, to describe generic layout structures of documents. The structures are represented in terms of rectangular regions. These generic descriptions are then matched against input document images to determine specific layouts. As a result, index information such as titles, authors' names, etc, can be extracted from front pages effectively. Although this top-down method is powerful, it is rather complex because of recursion.

Up to now, several techniques for document analysis and document understanding [226] - [195] have been proposed. Wahl et al. presented a smearing algorithm which is widely used for document analysis. Toyoda et al. [214] extracted Japanese
newspapers articles using domain-specific knowledge. Okamoto et al. [160] analyzed papers containing mathematical expressions. Baird et al. coped with the extraction of chess games from the Chess Information. Esposito et al. [50] classified document types (patents, scientific papers, etc.) Higashino et al. [80] proposed a flexible format understanding method using FDL, i.e., a form definition language. Tsuji et al represented a document structure with a tree. Nakano et al. [153] built a business form understanding system incorporating character recognition. Inagaki et al. [87] built a special purpose machine for Japanese document understanding. Masuda et al. [133] presented a prototype of a Japanese text reader. Baird [11] proposed a versatile text reader whose layout analysis components were designed to be language-dependent. Srijari et al. [195] surveyed the current status of document analysis. At the same time many approaches have been proposed for character segmentation/recognition especially for the segmentation of characters which touch each other. Kahan et al. discussed the segmentation of touching characters. Casey et al. [22] built a recursive segmentation and classification method for touching characters. Kooi et al. [122] analyzed the contour of an image of touching characters.

2.6 A Bottom-up Approach

Tsujimoto and Asada in [219, 220] presented a document image processing system used in a newly developed text reading system consisting of three major components: document analysis, document understanding, and character segmentation and recognition.

2.6.1 The Method in Brief

Lines of text are extracted from a page for recognition by the document analysis component. This procedure finds document constituents such as paragraphs, graphics, and text. As a result of this procedure, the geometric structure as a hierarchy of items on the page is extracted for modelling the relationships between characters, lines, columns and the page.
Logical relationship between the document constituents is extracted by the document understanding component. In fact, a tree can represent the geometric structure of a document, obtained in the document analysis phase. On the other hand, another tree can represent the logical structure of the same document using a small number of geometric rules introduced to transform the geometric structure into the logical structure.

Characters are extracted from a text line and recognized by the character segmentation and recognition component. Characters which touch each other may have several candidates for their break position, and any segmentation area might possibly fit several alternative characters. Therefore an efficient resolution of ambiguities at each stage is a crucial issue in practical text reading. The authors' approach in [219, 220] to do this is based on the heuristics of character composition as well as on recognition results for omnifonts.

More than a hundred documents used in experiments have proven that the proposed approaches to document analysis and document understanding are robust even for multicollected and multiarticle documents containing graphics and photographs. Moreover, Experiments have also shown that the proposed segmentation and recognition method is robust enough to cope with omnifont characters which frequently touch each other.

**Logical Structure**

A document is normally composed of several articles, each of which consists of many different components connected to each other logically in a hierarchical structure. These components are a title, an abstract, subtitles, and paragraphs. For example, browsing the logical hierarchical structure one can infer that the title dominates the abstract, chapter, and sections, while subtitles dominate paragraphs. Thus, a document has a logical hierarchy that could be represented as a tree.
Geometric Structure

A document image is composed of several blocks, each of which represents a coherent component. Each coherent component corresponds to a set of lines with the same typeface and a consistent line spacing. The geometric structure, which means the relationship between blocks could also be described in a tree. Of course, the geometrical tree must be constructed from the tree that represents the logical structure of the same document else one can immediately construct the tree that represents the geometrical structure directly. To do this one needs some rules that define how to construct both trees. These rules are related to a previous understanding of a document.

The approach as in [219, 220] is, first, to extract the words from a document image, which are then merged into text lines. Text lines are then combined into blocks which usually correspond to paragraphs. This approach as indicated in Section 2.3.2 is called bottom-up.

According to the parent-child relationship between blocks, a geometric structure is generated. These relationships are established by examining the column a block belongs to, and its vertical position.

Since efficiency of processing is an important requirement of document processing system, a run-length representation of an image is used instead of a bit-map representation. A text line extraction algorithm is employed and is divided into four parts. The first is to extract adjacent components as a segment. The second part classifies the segments into text lines, figures, graphics, and so on. The third is a merging process for adjacent segments which are classified into text lines. The last is another merging process for the segments in the same column defined by the column boundaries. Words are usually extracted by both the first and second subprocesses, and text lines are obtained in the third subprocess. The fourth process is added to cope with cases where a long blank between words prevent the words from merging into a text line.
Block Extraction and Generation of The Geometric Structure Tree

In order to describe how each segment is related to the column position, a group number is given to a segment. The group number $g$ is given by the following equation:

$$g_n = \sum_{i=1}^{N} cp[i] * 2^{(i-1)},$$

where $cp[i] = 1$ if the segment is in the $Di^{th}$ column, $cp[i] = 0$ otherwise, and $N$ is the number of columns.

Now, a block will contain all vertically adjacent text lines with the same group. Here, vertical adjacency is determined by a threshold defined by the line interval. Lastly, a geometric structure tree is generated where each node of the tree represents a set of adjacent blocks with the same group number. Parent-child relationship between nodes are established by examining group numbers and their vertical locations. Nodes not dominated by others are directly connected to the root node. These nodes are ordered by examining their group numbers and vertical locations so that a block to the left and to the top precedes the other.

2.6.2 Document Understanding

The algorithm that transforms the geometrical structure into a logical structure, as presented in Figure 2.3 is composed of four rules that define the conditions under which an element in a node is moved from the geometrical structure to the logical structure.

2.6.3 Basic Algorithm for Tree Transformation

The algorithm is composed of four transformation rules that define the condition under which an element in a node list is moved. These rules are illustrated in Figures 2.4, 2.5, where H indicates a head block, B indicates a body block, and S indicates that a block can be either body or head. In the tree, each node is sequentially numbered in the depth-first order. This is called depth-first indexing.

Four transformation rules are described below. Through this transformation process, a node which becomes NULL is deleted:
Figure 2.3: (a) Geometrical tree that corresponds to the sample document in (b). (b) Document divided into various blocks, (c) Logical structure tree.
Figure 2.4: Rule (a): This rule is based on the observation that each title has a single set of paragraphs. Rule (b): Similar to rule (a).
Figure 2.5: Rule (c): Extracts chapters of sections for a subtitle. Rule (d): attaches a unique class (head/body) to each node.
Rule (a):

- **If**

  a node (say A) is a terminal node and the first element of node A is a body and the preceding node (say B) in the depth-first indexing is a terminal node,

  then

  remove the first element from node A, and append it to the last element of node B.

This rule is based on the observation that a title has a single set of paragraphs as child in the logical structure. Therefore, if the parent of a terminal node containing bodies has several children, then only one of them can be the true child of the parent. It is reasonable that the eldest child represents the text dominated by the parent and that the others should be merged to it.

Rule (b):

- **If**

  a node (say A) is a terminal node and that is not connected to the root node, and the preceding node (say B) in the depth-first indexing is a terminal node, and the first element of node A is not NULL, and last element of node B is a head,

  then

  remove the first element from node A, and append it to the last element of node B.

This transformation is the same as that for Rule (a). The difference is that the first element of node A does not need to be a body if the last element of node B is a head.

Rule (c):

- **If**

  a node (say A) contains a head block, and it is not the first element of the node,
then

generate a younger node (say D), and remove the head-body sequence that begins
with that head block and ends with the last element of node A, with child of
node A, if any, and attach them to the younger node D.

When a node includes more than one head-body sequence, a new node is generated
for each head-body sequence by applying this rule recursively. This rule is mainly for
extracting chapters and sections headed by a subtitle.

Rule (c):

• If

there is a head block sequence in a node, and it is the first part of the node,

then

generate a child node, and move the body sequence that follows the head sequence
to the child node.

Figure 2.5 shows a case in which node A has a single head sequence and a single body
sequence. In this case, the body sequence is separated from node A and moved to a
new node C, which is a newly generated child of node A. By this rule, each node has
either a head or body sequence. This rule is applied after rules (a), (b), and (c) have
been completed.

The next step is an interpretation process, where a label is attached to each
node. Here, the labels include title, abstract, subtitle, paragraph, header, footer, page
number, and caption. If a child of the root node has children and is a head sequence,
it represents a title. If it has no children and it is a head sequence, one of the labels
header, footer, page number, or caption is attached to it according to its location on
the page. For example, a block which is centred and located at the bottom of a page
is a page number. Any head blocks other than children of the root node are subtitles.
Body blocks in terminal nodes are normally paragraphs. A body which is the eldest
and whose next child is a subtitle represents an abstract. A body block with children
also represents an abstract.
Figure 2.6 shows an example of the transformation process which generates a logical structure from the geometric structure of the document shown in Figure 2.3.

2.6.4 Experimental Results

The methods proposed in this work [221] were implemented on a recognition board consisting of a RISC processor and memory. A scanner with a resolution of 300dpi was directly connected to this recognition board. All procedures were realized in software alone.

Experiments on document analysis and document understanding were carried out on 106 documents taken from magazines, journals, newspapers, books, manuals, letters, and scientific papers. There were 12 documents whose layouts were not correctly interpreted. This was attributed to three reasons. One was that the geometric structure was not correctly constructed because of errors in segment and/or block extraction in the document analysis process. Another reason was because the proposed transformation rules did not cover all actual layouts. Four documents fell into this category. A document whose title or abstract was located in the middle of the text blocks belong to this category. The last reason was that documents did not have geometrically and logically defined hierarchical structures. These types of documents, however, are usually in the minority. One of the test documents happened to belong to this category.

2.7 A Top-down Approach

In this section, we will present a top-down method for document image understanding to extract information from documents. First, a language FDL, Form Definition Language, is introduced which can represent generic layout structures as a set of rectangular regions, each of which is recursively defined in terms of inclusive rectangular regions. The generic descriptions are matched against input document images to identify concrete layout structures where specific items on a page are extracted. Although this approach is powerful, it is rather complex and a simplification is possible. A lan-
Figure 2.6: A sample process of tree transformation of a given form.
guage SFDL, a simplified version of FDL, can be used for rather regular document forms to describe characteristic patterns of the document in terms of templates. Templates are rectangular regions among which spatial constraints are defined without recursions. By matching such templates, input document images can be classified, and bibliographic items such as title and author names can be extracted. Experiments have shown promising results and it can be applied to an automatic document filing system.

There are three major steps in the proposed method: preprocessing of document images, extraction of connected pattern components, and matching with layout descriptions written in SFDL. The system can be considered as document class recognition since in the matching step, connected pattern components are matched to a plurality of SFDL description, each of which is defined for a class of document pages. As a result, one description that matches to the input is identified.

2.7.1 The Grammar of SFDL

Classification of different pages of documents is an important function of an automatic filing system, where many different documents will be stacked for automatic entry. Classes include those of a front page (header page), title page, text page, figure page, etc. In the case of such documents that require automated filing, pages have typical features in their layout styles. Especially, front pages have characteristic features, in other words, some regularities. For instance, pages have fixed areas and variable areas. Such regular forms include patent application forms.

The main purpose is document classification which is achieved by matching input features to the pre-registered features. Based on the existence of typical areas and their consistent geometrical (spatial) interrelationship matching is performed. In this context, document classification is made easier. Moreover, matching enables the identification of important areas of titles, author's names, etc. The purpose of the SFDL language is to describe such layout features. In SFDL, templates can be defined that specific pattern areas which are selected as characteristic patterns on a page. Normally, such a pattern is a string of characters. Spatial relations
can, then, be defined to constrain some geometrical interrelationships among these pattern areas. There should be as many templates as defined as to correctly identify a document class. A template for a characteristic pattern can be defined by the following TEMPLATE statement:

\[ \text{label TEMPLATE}[n] \]

where \text{label} represents an arbitrary name attached to the template, and \( n \) is an optional identification number. In SFDL, upper case and lower case letters represent reserved words of the SFDL language and parameters, respectively.

Some spatial constraints on characteristic patterns are defined in terms of absolute and relative constraints. In fact, SFDL specified four kinds of constraints that can be defined. These constraints, can be specified by three kinds of modifier statements, or AREA, SIZE, and EDGE statements which are as follows:

\[ \text{AREA } l \ r \ t \ b, \quad \text{SIZE } w_1 \ w_2 \ h_1 \ h_2, \quad \text{EDGE } \pi \ a_1 \ a_2 \]

Here, \( \alpha \) and \( \beta \) specify one of the four edges of a template as in the EDGE statement, and \( a_1 \) and \( a_2 \) are bounds of the difference between the two specified edges. For instance, the following example statement:

\[ \text{REL } U$ABC_1 = BS \ ABC_2 150 230 \]

specifies that two patterns included in templates \( ABC_1 \) and \( ABC_2 \) align themselves such that the vertical distance between the upper edge of \( ABC_1 \) and the lower edge of \( ABC_2 \) should be between 150 and 230 mm.

### 2.7.2 The Template Matching Process

Connected pattern components that are extracted from a preprocessed document image are matched against form description which are represented in terms of templates extracted from document images as pointed out in the previous section. The image is considered to match the form description, and is assigned the corresponding page.
Figure 2.7: A Top-down Approach for Document Processing.
The document image analysis to be implemented on the recursive description of:

```
<table>
<thead>
<tr>
<th>Form Blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line Blocks</td>
</tr>
</tbody>
</table>
```

DEFINE FRONTPAGE-1
A11 TEMPLATE
AREA 600 850 400 800
SIZE 30 60 30 60
A12 TEMPLATE
AREA 800 1050 400 800
SIZE 30 60 30 60
A13 TEMPLATE
AREA 1000 1250 400 800
SIZE 30 60 30 60
A2 TEMPLATE
AREA 320 770 560 860
SIZE 200 300 20 40
REL L$A12$ = L$A11$ 150 230
REL U$A12$ = U$A11$ -20 20
REL L$A13$ = L$A12$ 150 230
REL U$A13$ = U$A12$ -20 20

Figure 2.8: A Simplified Form Description Language SFDL.
class. If each template in a form description finds a text line pattern(s) (connected pattern component) enclosed in the specified area, and all templates in the same form description specifies the geometrical constraints. In this case, the image is assigned the corresponding page class. If such a match does not occur, the next form description is tried to match. The image is rejected as having unknown page class, if it matches none of the descriptions.

Connected pattern components extracted from the preprocessed image are listed in a set $P$ of candidate line patterns $p_i$ at the start of the matching process. A set of templates, $T_k = \{t_{kj}\}$, is read out from form description file $F$ which has as many sets, $T_s$, as the number of forms defined. Candidate line patterns that are not located in any of the template areas are excluded from the candidate list $P$, by using the SIZE, AREA and EDGE statements as constraints. During this step, each line pattern is identified by a template $t_{kj}$ that includes it. In the next step, every line pattern $p_i$ is tested if there exists other line pattern $q$ that needs the geometrical constraints defined in the REL statement for template $t_{kj}$. If there exists one, it remains as it is. Otherwise, the line pattern is excluded from the candidate list. And this elimination process is repeated until no change in the candidate list occurs.

After the elimination process is performed, it is tested if there remains at least one candidate line pattern for each template. If it is true, the matching succeeds and the form $T_k$ is recorded as candidate of the page class. On the contrary, if there is any template that includes no candidate line pattern, the matching is a failure. Sometimes, there remains templates that have more than one pattern. This case is also a failure as a definition.

The corresponding page class is accepted, if the matched description $T_k$ is unique after matching all the form descriptions in the file $F$. If the uniquely matched description is not the right one, then it means a misclassification. If there are no descriptions or more than one description matched to the input, on the other hand, it is rejected.
2.7.3 Form Description for Identifying Page Class

A very important property of a document classification approach is to automate the classification problem. In fact, the system should be able to scan forms and documents and extract knowledge from these forms automatically. Unfortunately, this is not the case here. In a step to automate document filing, documents to be stored automatically should be studied in advance so that classes and their features are identified by the system designer. Then, form descriptions are written manually from detailed observations on typical sample images. By carrying out several test runs, misclassified and rejected images are examined, and inappropriate form descriptions are corrected. This elaboration process must be repeated until satisfactory results are expected.

The form description process corresponds to a training process for pattern recognition. However, what is different from pattern recognition is that structural features are to be extracted from samples and be represented in a language like SFDL. After identifying structural features, parameters should be trained.

As a future direction, we recommend that one must think of automatic learning rather learning that is based on the user’s observation. It will be learning from samples with some abstraction process.

2.7.4 Experiments

Two series of experiments for page class recognition have been carried out to evaluate the SFDL method introduced in Section 2.7. In the first series, a set of sample documents of 106 pages from patent application documents was used. In the second series, a set of 81 pages from Japanese Patent Disclosure Bulletin JPDB was used. These documents were scanned with the resolution of 200 dot/inch and converted to binary digital images, each page consisting of $1728 \times 2287$ pixels. The recognition experiments for the two sets were carried out independently with two separate sets of form descriptions.
2.7.5 Summary

A simple but effective method for document analysis has been proposed in [62]. A language SFDL, a simplified version of FDL, has been developed. By using SFDL, the form of a document can be described in a simple form without recursive expressions. The run-length filtering is applied to input images as preprocessing in order to treat lines directly in the form matching. In the image analysis, form descriptions are matched against the preprocessed patterns, and the page classes of input are identified. Bibliographic items such as a title and author’s names can be extracted as a result of this matching process. Images in the extracted regions are sent to a character recognition processor and then converted into code information.

Two sets of patent related printed documents were used as experiments of the proposed method. For the patent application documents, 104 pages out of the 106 pages were correctly recognized and two were unrecognized because of noise. For the second set of patent disclosure documents, all 81 pages were correctly recognized. If we average the results of two series of experiments, the recognition accuracy becomes 99%. The effectiveness of this approach has been proved in spite of the simplified capacity in form description.

Future research should be directed to a development of automatic form description generation, which is machine learning of structures from samples. Such an approach will include automatic structural feature extraction and abstraction process. By incorporating the learning capacity, this approach will realize a full automatic filing function for the optical document filing system.

2.8 Difficulties and Motivation

There are a number of problems in a practical document analysis system. Some of them will be listed here:

- Noisy inputs, for instance, image skewness, noise resulting from scanners, deformation of scanned documents, decay of document caused by time, and many others as shown in Figure 2.9.
• Different types of background images printed on different documents, such as bank cheques, that complicate the process of segmenting the background and the foreground data. Figure 2.10 illustrates this.

• Ambiguous boundaries of different typographical attributes; for example, the possible attribute values of some overlapping logical entities, which often lead to many solutions for a document, as illustrated in Figure 2.9.

• The inborn difficulty of a top-down analysis in error handling mentioned by Ingold and Armabgil [88], which makes it non-trivial to deal with documents and often lead to no solutions.

• The expensive time and space requirements for parsing. In syntactic pattern recognition Bunke and Sanfeliu [20], Gonzalez and Wintz [67], parsing often refers to the process of searching a path through a directed graph for an input string; most of the parsing algorithms have an exponential computing complexity.

The above challenging difficulties affect the robustness and efficiency of a document analysis system. Because the available document analysis systems are mostly at their prototype stage, these problems have not yet been solved well. Until now, few of them have paid sufficient attention to these problems. The IODA system of Dengel [41] did make considerable efforts: probability theory was used to handle uncertainty, a large statistical database (SDB) was built to assign possible attribute values and their probabilities to all possible logical entities, and a best-first search algorithm was applied by Korf in [123]. However, this probability theory has strict requirements for the independence among many factors and for the combining rules among factors, which are hard to be satisfied in practice. In order to build a document model, lots of statistical samples are needed, which makes it impossible for a user to write a document description by himself. Furthermore, the best-first search has still an exponential computing complexity in worst case as pointed out by Korf in [123]; therefore, it could be used only for some small scale applications.
Figure 2.9: Difficulties in document processing.

In order to deal with some input noise and small errors, an error-correction parser is often used for evaluating string distances as mentioned by Bunke and Sanselii [20]; however, this algorithm is not suitable when too many possible document patterns exist.

2.9 Documents and Forms Considerations

This section will discuss form considerations which include the form's background, design, identification and indexing. Addressing the form issues posed in this section will save storage space, speed up the performance and assist the processing and recognition engines.
Figure 2.10: Complicated background printed on cheque images.
2.9.1 Characteristics of Form Documents

Specific characteristics of form documents have been identified and analyzed in [211, 210, 209, 240] which are listed below:

- In general, form documents may consist of straight lines which are oriented mostly in horizontal and vertical directions.

- The information that should be acquired from a form is usually the filled data. The filling positions can be determined by taking the above lines as references.

- Texts in form documents often contain a small set of known machine-printed, hand-printed and handwritten characters, such as legal and numeric amounts on cheques. They can be recognized with current recognition techniques.

2.9.2 Form Background

The form background is the same in every form of that type. If the repetitive form can be eliminated from an image and only the data remains, the size of that image could be as much as one tenth of the size of the complete image. Three possible ways to eliminate the form background are:

1. Print the form in drop-out ink, a non-carbonized ink that the scanner does not see at certain scanning thresholds.

2. Suppress the form image with form suppression software.

3. Utilize a filter on the camera lens that blocks out the form’s background colour but does not block out the ink of the data input on the form.

2.9.3 Form Design

Form design becomes especially important when optical character recognition is employed. Optical character recognition machines will read the individual characters, but custom software must place meaning to those letters and prepare them for input into the processing system. The following are some form design suggestions:
1. For OCR readability provide quiet space around the data fields and barcodes. This will decrease the possibility of data running from one field to the next. Avoid shaded fields. They decrease contrast and make differentiation of data and background more difficult.

2. Use the form to create a structure for both optical character recognition and data entry. You can create a template to identify where to look for data and what to do with that data once it is read. Here, the quality of scanning is the key. If the form is skewed, data will not fall into the prescribed areas of the form for reading.

3. Avoid free form comments. Lead the user in filling in the desired values by providing codes, examples or instructions. Precode the form, if possible. This saves user time, examiner time and increases accuracy.

4. Make the input fields consistent with the processing system that will receive the data. Separate the fields on the form that are separate on the system. For example, first name, middle initial and last name are three different fields on a processing system yet are often merged into one field on a form. As another example, consider the city, province/state, and postal/zip code used as labels in most entry systems. Such fields should be separated in order for the processing algorithms to be able to correctly analyze, extract, and recognize these filled items.

2.10 Commercial State and Future Trends

Advancements in document analysis and recognition is very much affected by advancement in other fields such as computer hardware and technology. In fact, hardware advances will continue to provide easier computer input, faster computation, and greater storage, resulting in an improvement in the field of document analysis and recognition. It is thus with some sense of dissatisfaction that we see the field of document analysis seem to progress with less speed. However, this is due not so much to
a slow improvement in other fields as it is to the distance still required to reach our ultimate goal of attaining recognition results similar to that of a human. This goal will not be attained soon.

Having stated that there is a long way to reach the ultimate goal, it is very important to look at the current status of the field of document processing and recognition, describe and spot the difficulties that research is facing, present practical solutions to critical problems that contributes to the advancement of a better technology in this research area. For this reason in this report, we will suggest below where progress should continue and where it is especially needed. In later sections, we will present our new formal model for visual data processing of business forms and bank cheques that used some techniques, extended others, and introduced many new and intelligent operators for document and image processing.

In what follows we will point out where progress should continue and where it is especially needed:

- Nowadays documents are scanned in binary form, although gray-scale and colour scanners are becoming increasingly prevalent. In the future, more gray-scale and colour scanning will be employed and more powerful techniques for scanning, smoothing, and segmenting will be integrated in these scanners. The primary advantage of these is simply more pleasing images, especially for those of gray-scale and colour pictures. However, this will also enable more sophisticated document and image analysis to be performed. Thresholding will be improved when more complex algorithms can be applied digitally rather than today's simpler optical methods being used. Multithresholding can be done to separate, for instance, black text from white background. Segmentation can be performed to distinguish among text, graphics, and pictures. The result is better image understanding that will positively affect further processing.

- Image enhancement to remove salt-and-pepper noise due to scanning is available on current systems. Future systems should employ more sophisticated filters on scanned document images that will use some knowledge of the document
components to provide recognition-based cleaning. Of course, the furthest extent of this speculation, will be to perform OCR along with font and format recognition, and then to redisplay a page exactly as before. The challenging difficulty here is that the recognition must be flawless so as not to introduce more than the initial amount of noise that will disturb the recognition results.

- Today document scanners and systems can be purchased with special software to correct up to about 10 degrees for the small amount of skew often present when documents are placed on the scanner. Future systems should be able to reorient document from any skew angle, even from upside-down. Related to the increased ease and utility of scanning systems are the improvement and reduction of size in the hardware. In fact, portable and hand held scanners (usually packed with OCR software) are currently available. In the future, scanners will be incorporated into portable computers so the portable, office-computer, machines, copying machine, fax, and telephone will always be available.

- While rudimentary structural layout analysis is already performed in some document systems (mainly to separate text columns), more complex tasks, such as paragraphs and caption segmentation, should also be performed in the future. On a further horizon it should be determined if it is possible that structural-layout analysis is to be combined with functional labelling. Since the latter requires knowledge of the document, automatic training procedures will be developed to facilitate this task. Document description will be made in some standard language, such as ODA or SGML.

- Rice in [176] showed a system for printed text with 99.5 percent to 99.9 percent recognition accuracy of individual characters for high-quality text. This recognition drops off to 90 to 96% accuracy for full words. Although these may appear to be quite good at first glance, they correspond to one incorrectly recognized word for every few lines of machine-printed text. We recommend that by the use of word and document based information, major progress in recognition and system's accuracy should be improved. This improvement is
not only reached by developing better techniques, but also by using knowledge from documents.

Currently, dictionary lookup is used to change unrecognized words into correct ones that have similar word features. In the future, increased computer power and memory (plus fast indexing methods) will enable practical searching of large spaces so corrections can be made using syntactic and even semantic knowledge of the text being analyzed. Even with these improvements, we do not expect to see flawless OCR in the near future. Near flawless OCR will be available only for constrained situations, such as a limited character set of 0 to 9. Erroneous OCR can be tolerated in some applications, such as one to search for keywords in a paper where pertinent keywords will likely be repeated. The evaluations are based on character and word recognition results for a range of document conditions, such as skew and document quality.

- Most applications for most current OCR apply to the standard character sets: in particular, numerals and the Roman, Kanji, and Arabic alphabets. However, there should be other character sets and symbols that must be recognized in future systems. An example is the larger symbol set used for mathematics. Character sequence along a text line in mathematical equations is not strictly linear which is not a trivial problem to pursue. Add to this, the difficulty of superscripts and subscripts and bounds of integrals and summations that are above and below other symbols. Without forgetting that superscripts and subscripts are usually in a smaller font size, this makes the problem of recognition even more difficult.

- If printed text is a difficult problem, then handwritten text is more difficult to model. In fact for handwritten text, recognition rate is lower than those for printed text. Current off-line recognition rates for untrained data are about 96.5 percent for digits (0-9), 95 percent for uppercase letters only, and 86.5 percent for lowercase letters, all for isolated characters Wilkinson [234]. The recognition rates of off-line handwritten texts and those of machine printed texts are usu-
ally highly dependent upon training and the size of the character set. Although the off-line recognition rates are unsatisfactory for many applications, there are those applications that do very well with them. For example, for the postal application, although ZIP code reading is currently not very high, this still reduces by a huge amount the mail that must be sorted by hand. Besides applications like this, the most predominant applications of handwriting recognition in the short term will be highly constrained. These include trained and untrained digit recognition, recognition of pre-segmentation block characters, signature storage and recognition, and trained, single user handwriting recognition. Many of the other comments made above for printed text OCR apply to handwritten texts also.

- Current systems use different techniques for machine-printed and handwritten text recognition. Also different approaches are often used for different alphabets (for example, Roman, Kanji, and Arabic). Even tables and mathematical equations are most often analyzed using different modules (where they are analyzed at all in current commercial systems). A goal in character recognition is seamless and automatic multilingual, multisymbol recognition, where language and character type are recognized first, and then characters are recognized quickly and correctly.
Chapter 3

Recursive Thresholding

A general recursive thresholding method applied on cheque images.

3.1 Introduction

The problem of image segmentation has received considerable attention in the literature [162, 183, 215, 216]. Several methods have been proposed to tackle this problem, and two approaches are widely used in this context: edge-based [79, 121, 228] and region-based [16, 21, 98, 118, 175, 183, 193]. In edge-based methods, the local discontinuities are detected first and then connected to form longer, hopefully complete, boundaries. In region-based methods, areas of an image with homogeneous properties are found, which in turn give the boundaries. The two methods are complementary to each other and one may be preferred to the other for some specific applications like document image analysis. In their remarkable work, Sahoo et al. [183], Pal et al. [162], and Trier et al. [215, 216] presented an excellent survey on image thresholding that tested the performance of many thresholding techniques.

In fact, there is currently a substantial and growing interest in the field of document image understanding where several research groups are developing and designing systems to automatically process and extract relevant information from documents such as engineering drawings, maps, magazines, newspapers, forms, and mail envelopes [28, 100, 101, 171, 172, 173, 181, 182].
Our interest in this thesis is to develop a general recursive thresholding technique for gray-scale images and demonstrate the need for such a new technique in the field of document analysis and understanding. Of course, the new technique also aims at preserving the topological properties of the extracted information that will be used for further processing.

3.2 Problem Background and Motivation

The objective of image segmentation is to separate the components of an image into subsets that correspond to the physical objects in the scene. The segmented components are then used by higher-level processes for interpretation and recognition. The image segmentation methods assume that the objects have smooth homogeneous surfaces that correspond to regions of constant or smoothly varying intensity in the image and that the intensity changes abruptly at the boundaries. These assumptions are mostly, but not always, valid.

One of the most powerful techniques for image segmentation is thresholding. The application of the thresholding techniques is based on the assumption that object and background pixels in a digital image can be distinguished by their gray-level values [118]. In some cases, such as text images, it is a priori known that the image contains only two principal gray tones. The histogram of such an image may be considered as representing the distribution of the image brightness as in Figure 3.11 (b,d). Based on the shape of the histogram, it is possible to determine an optimal threshold value for segmenting the image into two brightness regions. The result of this processing is an image with only two gray-levels, which correspond to the background and objects. This approach is referred in the literature as the global (or bilevel) thresholding. Over the past years, several techniques have been proposed for automatic global threshold selection, see [183] for a survey of the thresholding technique.

Global thresholding methods can be applied only to some images, where a clear foreground-background relationship exists [121] as illustrated in Figures 3.1, 3.2 and
Figure 3.1: Image segmentation in the case of a very clear foreground-background relationship. The threshold value is 145 which is the deepest point in the valley as in the histogram. The background corresponds to the brightest object whose pixel values are greater than 145. The foreground corresponds to the darker object whose pixel values are less or equal to 145.
Figure 3.2: Image segmentation in the case of multiple objects with a clear foreground-background relationship between the brightest object in the image and the rest of the objects. The threshold value is 148. The background corresponds to the brightest object whose pixel values are greater than 148. The foreground corresponds to the darker object whose pixel values are less or equal to 148.
Figure 3.3: Image segmentation in the case of multiple objects with an acceptable foreground-background relationship between the brightest object in the image and the rest of the objects. The threshold value is 133. The background corresponds to the brightest object whose pixel values are greater than 133. The foreground corresponds to the darker object whose pixel values are less or equal to 133.
Figure 3.4: Image segmentation in the case of vague foreground-background relationship. The threshold value is 123. The background corresponds to the brightest object whose pixel values are greater than 123. The foreground corresponds to the darker object whose pixel values are less or equal to 123.
Figure 3.5: Image segmentation in the case of a vague foreground-background relationship. The threshold value is 133. The background corresponds to the brightest object whose pixel values are greater than 133. The foreground corresponds to the darker object whose pixel values are less or equal to 133.
3.3. For images where there is no clear foreground-background relationship, global thresholding methods do not produce good results as required. Figures 3.4 and 3.5 illustrate this point. In these figures, the histograms show that the distribution of pixel values of the corresponding images have very high peaks and no deep valleys between different objects. If we adopt the corresponding threshold value, as illustrated, the resulting thresholded objects will lose some of their pixels. Fortunately, this last case does not happen so often in cheque images.

For the segmentation of more complex images as in Figure 3.11 (c), however, it is necessary to resort to multilevel thresholding selection techniques. Generally, it is not a simple matter to determine multilevel threshold values. In images with multiple objects there are several difficulties for multilevel threshold selection that are associated with the gray-level distributions, small objects, and object overlapping. To overcome these difficulties, several techniques have been proposed. Baukharouba et al. [16] first determined a distribution rational function. Then, the multithreshold values are defined as the zeros of a curvature function derived from the distribution function. Many multithresholding approaches are based on edge matching and classification. The methods of Wang and Haralick [228], Hertz and Schafer [79], Kohler [121], and Spann and Wilson [193] belong to this category. These methods are applicable to images with good edges. Additionally, they are not based on histogram information for the determination of the threshold values. As a first step, in all these methods, the pixels of the initial image are first classified as edge and no edge pixels by using an edge extraction algorithm. Consequently, for the extraction of the best thresholds, computationally expensive recursive procedures are used. During each iteration, the threshold values are modified in order to satisfy some characteristics.

Spann and Wilson [193] proposed a hybrid multithreshold selection method, which is based on statistical and spatial information. Specifically, the method is a combination of a quad-tree smoothing technique, a local centroid clustering algorithm, and a boundary estimation approach. This method is applicable under some conditions, such as requiring that the histogram consists of only Gaussian distributions.

Another category of multithresholding selection approaches involves methods that
are based on image histogram only. The methods of Reddi et al. [175], Kapur et al. [98], and Carlotto [21] belong to this category. The method of Reddi et al. is very fast and it is a version extended to multithresholding of the global threshold method of Otsu [161], which, according to [183], is probably the most powerful method for global thresholding when two threshold values are required for a given image. However, it is very important to observe that when more than two threshold values are required the method needs to be extended because it is constrained by the number of thresholds required and the previous knowledge about the number of objects in a given image. A second interesting and effective multithresholding approach is the method of Kapur et al., which is based on the maximum entropy criterion. An interesting approach for multithresholding has been proposed by Carlotto. It determines the threshold value by processing information derived from the changes of zero-crossing in the second derivative. This method gives good results only for the histograms that satisfy the basic hypothesis that they consist of only univariate normal distribution.

Therefore, background reduction and elimination of an image entails the division or the separation of an image into regions of similar attributes. For background reduction and background elimination, the number of the objects that belong to the background and their intensity play an important role in selecting good thresholds.

In fact, many cheque images can be characterized as containing some objects of interest of reasonable uniform brightness placed against a background of different levels of brightness as illustrated in Figure 3.6. For such images, luminance is a distinguishing feature that can be utilized to segment the object of interest from its background. If an object of interest is white against a black background, or vice versa, it is a trivial task to set a mid-gray threshold to segment the object from the background. Difficult problems occur, however, when the observed image is subject to noise, and when both the object and the background assume some broad range of gray scales. As depicted in Figure 3.11 (a), another common difficulty is that the background may not be uniform as illustrated in Figure 3.6.

In the following sections, we will address the problem of eliminating such backgrounds using Otsu's [161] approach, show its limitations, and then present the re-
Figure 3.6: Histograms of different images with single or multiple objects.
cursive thresholding approach which is an extension to [161] and is not constrained by the number of objects in a given image as opposed to the methods discussed in the previous paragraphs.

3.3 Otsu’s Approach

Let \( N \) be the set of natural numbers, \((i,j)\) be the spatial coordinates of a digitized image, and \( G = \{0, 1, \ldots, l-1\} \) be a set of positive integers representing the gray-levels\(^1\). Then, an image function can be defined as the mapping

\[
f : N \times N \rightarrow G
\]

where \( f(i,j) \) is the gray-level of a pixel whose coordinates are \((i,j)\), \(0 \leq i \leq h\) and \(0 \leq j \leq w\), and \(h\) and \(w\) are the height and width of a digitized image \(f\) respectively. Also, by convention, the gray-level 0 is the darkest and the gray-level \(l-1\) is the brightest.

Let \( t \in G \) be a threshold and \( B = \{b_0, b_1\} \) be a pair of binary gray-levels such that \(b_0, b_1 \in G\). The result of thresholding an image \(f(x,y)\) at gray-level \(t\) is a binary image function

\[
f_B : N \times N \rightarrow B,
\]

such that

\[
f_B(i,j) = \begin{cases} 
    b_0 & \text{if } f(i,j) < t. \\
    b_1 & \text{if } f(i,j) \geq t.
\end{cases}
\]

In general a thresholding method is one that determines the optimal value \( t^* \) of \( t \) based on a certain criterion.

Otsu’s method, as proposed in [161], is based on discriminant analysis. The threshold operation is regarded as the partitioning of the pixels of an image into two classes \( C_0 \) and \( C_1 \) (e.g., objects and background) at gray-level \( t \), i.e., \( C_0 = \{0, 1, \ldots, t\} \) and \( C_1 = \{t+1, t+2, \ldots, l-1\} \).

\(^1\)In our model we assume \( l = 256 \).
In order to evaluate the “goodness” of the threshold (at level \( k \)) the discriminant criterion measures (or measures of class separability) used in the discriminant analysis [57] and defined in Equation 3.1. In this case, the problem is reduced to an optimization problem to search for a threshold \( t \) that maximizes one of the object functions (the criterion measures) of Equation 3.1.

This standpoint is motivated by a conjecture that well thresholded classes would be separated in gray-levels, and conversely, a threshold giving the best separation of classes in gray-levels would be the best threshold.

As stated in [161], let \( \sigma^2_W \), \( \sigma^2_B \), and \( \sigma^2_T \) be the within-class variance, between-class variance, and the total variance, respectively. An optimal threshold can be determined by maximizing one of the following (equivalent) criterion functions with respect to \( t \):

\[
\lambda = \frac{\sigma^2_B}{\sigma^2_W}, \quad k = \frac{\sigma^2_T}{\sigma^2_W}, \quad \eta = \frac{\sigma^2_B}{\sigma^2_T}. \tag{3.1}
\]

The discriminant criteria maximizing \( \lambda \), \( k \) and \( \eta \), respectively for \( t \) are, however, equivalent to one another: e.g., \( k = \eta + 1 \) and \( \eta = \lambda/(\lambda + 1) \) in terms of \( \lambda \), because the following basic relation always holds:

\[
\sigma^2_W + \sigma^2_B = \sigma^2_T. \tag{3.2}
\]

It is noticed that \( \sigma^2_W \) and \( \sigma^2_B \) are functions of threshold level \( t \), but \( \sigma^2_T \) is independent of \( t \). It is also noted that \( \sigma^2_W \) is based on the second-order statistics (class variance), while \( \sigma^2_B \) is based on the first-order statistics (class means). Therefore, \( \eta \) is the simplest measure with respect to \( t \). Thus \( \eta \) must be adopted as the criterion measure to evaluate the “goodness” (or separability) of the threshold at level \( t \). Thus the optimal threshold \( t^* \) is defined as:

\[
t^* = \underset{t \in G}{\text{ArgMax}} \; \eta, \tag{3.3}
\]

where
\[ \sigma_T^2 = \sum_{i=0}^{l-1} (i - \mu_T)^2 P_i, \quad \mu_T = \sum_{i=0}^{l-1} i P_i, \quad (3.4) \]

\[ \sigma_B^2 = w_0 w_1 (\mu_1 \mu_0)^2, \quad w_0 = \sum_{i=0}^{t} P_i, \quad w_1 = 1 - w_0 \quad (3.5) \]

\[ \mu_1 = \frac{\mu_T - \mu_t}{1 - \mu_0}, \quad \mu_0 = \frac{\mu_t}{w_0}, \quad \mu_t = \sum_{i=0}^{t} i P_i, \quad P_i = \frac{n_i}{n}. \quad (3.6) \]

\( n_i \) is the number of pixels with gray-level \( i \) and \( n \) is the total number of pixels in a given image defined as

\[ n = \sum_{i=0}^{l-1} n_i. \quad (3.7) \]

\( P_i \) is the probability of occurrence of gray-level \( i \) defined as

\[ P_i = \frac{n_i}{n}. \quad (3.8) \]

In digital images, the uniformity of objects plays a significant role in separating objects from the background. In fact, Otsu's method in thresholding gray-level images is good on the basis of uniformity measure between the two classes \( C_0 \) and \( C_1 \) that should be thresholded. Figure 3.7 illustrates the results after applying Otsu's method on two different images. Figure 3.7 (a) represents the original image, figure 3.7 (b) represents the histogram, Figure 3.7 (c) represents the final result (class \( C_1 \)), and Figure 3.7 (d) represents the thresholded background (class \( C_0 \)).

### 3.3.1 Analysis of Further Aspects

Otsu's method as proposed affords further means to analyze additional aspects other than the selection of the optimal threshold for a given image.

For a selected threshold \( t^* \) of a given image, the class probabilities \( w_0 \) and \( w_1 \) indicate the portions of the areas occupied by the classes \( C_0 \) and \( C_1 \) respectively in
Figure 3.7: Image segmentation using Otsu’s method.
the thresholded image. The class means $\mu_0$ and $\mu_1$ serve as estimates of the mean levels of the classes in the original gray-level image.

The maximum value of $\eta$, denoted by $\eta^*$, can be used as a measure to evaluate the separability of classes $C_0$ and $C_1$ in the original image or the bimodality of the histogram. This is a very significant measure because it is invariant under affine transformations of the gray-level scale. It is uniquely determined within the range

$$0 \leq \eta \leq 1.$$ 

The lower bound (zero) is obtained when, and only when, a given image has a single constant gray-level, and the upper bound (unity) is obtained when, and only when, two-valued images are given. This property is an important criterion that we will use in extending Otsu’s approach.

### 3.3.2 Extension to Multithresholding

According to [161] the extension of the method to multithresholding problems is straightforward by virtue of discriminant criteria. For example in the case of three-thresholding, assume the two thresholds are: $1 \leq t_1 < t_2 \leq l$ for separating three classes, $C_0$ for $\{1, \ldots, t_1\}$, $C_1$ for $\{t_1 + 1, \ldots, t_2\}$, and $C_2$ for $\{t_2, \ldots, l\}$. The criterion measure $\sigma_B^2$ (or $\eta$) is then a function of two variables $k_1$ and $k_2$, and an optimal set of thresholds $t_1^*$ and $t_2^*$ is selected by maximizing $\sigma_B^2$:

$$\sigma_B^2(t_1^*, t_2^*) = \max_{1 \leq t_1 < t_2 \leq l} \sigma_B^2(t_1, t_2)$$

It should be noticed that the selected thresholds generally become less credible as the number of classes to be separated increases. This is because the criterion measure ($\sigma_B^2$), defined in one dimensional (gray-level) scale, may gradually lose its meaning as the number of classes increases. The expression of $\sigma_B^2$ and the maximization procedure also become more and more complicated. However, they are very simple for $M = 2$ and $3$, which cover almost all practical applications, so that a special method to reduce the search processes is hardly needed. It should be emphasized that the parameters required in the present method for $M$-thresholds are $M - 1$
discrete thresholds themselves, while the parametric method, where the gray-level histogram is approximated by the sum of Gaussian distributions, require $3M - 1$ continuous parameters.

In this thesis, a new recursive method will be presented where the criterion $\sigma_k^2$ is always a function of one argument $t$. Moreover, the extension to multithresholding as proposed by [161] requires a previous knowledge of how many classes are there in a given image, however, the recursive method that will be developed in this research does not require any knowledge about the number of class objects in a given image.

3.4 General Scope of the Method

In segmenting several objects from a given image, the determination of multilevel threshold values should not be constrained by the number of objects in that particular image. Figure 3.8 illustrates the limitation of [161] when more than two objects exist in the image. For example, [175] is adequate when the image has exactly three or less objects. Moreover, [193] is based on statistical and spatial information requiring that the histogram consists of only Gaussian distributions.

Despite the fact that gray-level distributions, small objects, and object overlapping are some of the most complicated issues that create several challenging difficulties for multilevel threshold selection in images, a thresholding technique must be able to segment a digitized image into different objects which have similar properties. In this thesis, we will present an extension of Otsu's approach [161] as a general technique for image segmentation and limit the scope of the problem into document images. The new approach goes beyond segmenting only one bright object from an image to an approach that recursively segments the brightest object at each recursion leaving the darkest object in the given digitized image. The recursive method is developed without any constraints on the number of objects in the digitized image.
Figure 3.8: Image segmentation using Otsu's method.
3.5 Methodology

To apply thresholding recursively we proceed in the following way: according to [161], a global threshold value is evaluated for a given image and a new image with one thresholded object is produced. Now, the regions of the new image are considered as the given image and the process of histogramming, peak selection, and thresholding as defined in [161] is recursively repeated until no new peaks can be found or regions become too small. In this sense, an effective segmentation technique can be achieved that is not constrained by the number of objects in the original given image.

3.6 Image Enhancement

Now, given an image $f$, a smoothed image $f_{filt}$ is generated whose intensity at every pixel $(i, j)$ is obtained by averaging the intensity values of the pixels of $f$ contained in a $3 \times 3$ neighbourhood of $(i, j)$. Formally:

$$f_{filt}(i, j) = \frac{1}{K} \sum_{(n,m) \in S} f(n, m), \forall (i, j) \in W \times H$$

(3.9)

where $K$ is the total number of points in $S$ which is assumed as a $3 \times 3$ neighbourhood, and $W$ and $H$ are the width and height of the image $f$.

3.7 Recursive Thresholding

Now, given $f_{filt}$, thresholding as in [161] is applied recursively. Initially, a gray-level histogram is evaluated for the entire image $f_{filt}$. From this histogram, the method [161] automatically calculates the threshold $THR_1$ and the separability factor $SP_1$ for the entire image. $SP_1$ ($\eta^*$ as in Section 3.3.1) is a number ranging from 0 to 1, indicates the likelihood of separating the class that has the lowest intensity in the image from the other classes in the same image. If the separability factor is less than $S$ ($S = 95\%$ which is determined after training), which means that the two classes or objects to be separated are not 95\% (or more) the same, the threshold value $THR_1$ will be used to separate the two classes or objects. This results in a new image $f_1$ from
which the object having the highest pixel values (denoted by $C_0$) has been segmented from the image $f_{filt}$.

At recursion $t$ ($t \geq 1$), we will determine the gray-level histogram of the whole image including the white pixels of the background and use [161] to calculate the separability factor $SP_t$ and the threshold value $THR_t$. If $SP_t$ exceeds 95% the process will terminate since the image has only one object remaining against a white background. However, if $SP_t$ does not exceed 95%, the recursive process is repeated to threshold an object $C_t$. Recursion is repeated $p$ times until no more objects can be segmented. As a result, we obtain:

$$f_{filt} = C_0 \cup C_1 \cup \ldots \cup f_p,$$

where $f_p = f_{thr}$ is the object that remains after segmenting the different objects. Figure 3.9 presents the diagram and Figures 3.10 illustrates this approach.

### 3.8 Application to Cheque Images

The purpose of the new proposed technique is to develop a general recursive thresholding technique for gray-scale images and apply it to document processing and un-
Figure 3.10: Image segmentation using the recursive method on an image with multiple objects. (a) the original image, (b) the histogram of the image in (a), (c) image after thresholding the brightest object whose pixel values are greater than the optimal threshold $THR_1$, (d) the brightest object, (e) the remaining darkest object whose pixel values are less than the optimal threshold $THR_2$, (f) the second brightest object whose pixel values are less than $THR_1$ and greater than $THR_2$. 
derstanding. In fact, the new technique will facilitate the process of information extraction from document images.

As an application, 220 real life bank cheques were used to train the system and 505 different cheques were used to test its performance. The training set is needed to select an optimal value for $S$ which is set at 95% in this experiment. For other applications, however, the value of $S$ will differ depending on the intensity of the objects in the image. The optimal value of $S$ should produce the best results even though performance evaluation of image processing techniques such as image segmentation is a non-trivial task by itself. In tackling this problem, a set of human visual criteria were defined where each criterion is given a weight. Several performance evaluation techniques for image segmentation [216] and thinning [126] follow the same approach. In this application, we considered several criteria such as the thickness, intensity, and connectivity of strokes.

In TABLE I we used the following convention that is clearly illustrated in Figures 3.12 - 3.16: D: dark background or dark handwriting, D+: very dark background or very dark handwritten information, S: simple and homogeneous background with no figures, C: complex background with homogeneous figures considered as one object (refer to Section 4.5.1), C+: complex background with non-homogeneous figures considered as multiple objects (refer to Section 4.5.1), t: thin handwritten information, T: thick handwritten information, L: very light handwritten information, L+: light but not dark handwritten information. As an example to illustrate this notation, the cheque image presented in Figure 4.2 is considered as having the attributes of D+, C+ for its background and \{t, T\} D+ for its foreground.
Figure 3.11: Image segmentation (recursive approach)
<table>
<thead>
<tr>
<th># of Images</th>
<th>size MB</th>
<th>Background/Foreground of a given cheque image f</th>
<th>Time in sec. ( f_{\text{filt}}, f_{\text{thr}}, \text{Total} )</th>
<th>Performance Analysis %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training Set</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>86</td>
<td>1.3</td>
<td>D S / t D+</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>61</td>
<td>1.4</td>
<td>D C / t D+</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td>47</td>
<td>1.5</td>
<td>D C / {t, T} L+</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>26</td>
<td>1.5</td>
<td>D C+ / {t, T} D+</td>
<td>17</td>
<td>6</td>
</tr>
<tr>
<td><strong>Testing Set (the training images were not used for testing)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>1.4</td>
<td>D S / {t, T} D+</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>74</td>
<td>1.5</td>
<td>D S / {t, T} L+</td>
<td>17</td>
<td>2</td>
</tr>
<tr>
<td>58</td>
<td>1.4</td>
<td>D S / {t, T} L</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td>33</td>
<td>1.5</td>
<td>D+ S / {t, T} {D+, L+, L}</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>47</td>
<td>1.4</td>
<td>D C / {t, T} D+</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>56</td>
<td>1.4</td>
<td>D C / {t, T} L+</td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td>31</td>
<td>1.5</td>
<td>D C / {t, T} L</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>21</td>
<td>1.4</td>
<td>D+ C / {t, T} {D+, L+, L}</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>48</td>
<td>1.6</td>
<td>D C+ / {t, T} D+</td>
<td>18</td>
<td>5</td>
</tr>
<tr>
<td>35</td>
<td>1.6</td>
<td>D C+ / {t, T} L+</td>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td>20</td>
<td>1.4</td>
<td>D C+ / {t, T} L</td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>1.5</td>
<td>D+ C+ / {t, T} {D+, L+, L}</td>
<td>16</td>
<td>7</td>
</tr>
</tbody>
</table>

**TABLE I** indicates that the training and testing cheques have good and satisfactory results when the target object required is the darkest in the given image. However, when the target object in a given image is not the darkest object, recursive segmentation will not properly segment the target object. The last two entries in **TABLE I** illustrate this point.

The system is developed using a Sun Sparc 330 (Sparc 1), with 24M of memory and 25MHz. An HP scanner is employed to capture the image of cheques. The resolution of digitization used in the experiment can vary between 200-300 DPI.
Figure 3.12: Cheque images considered as having a complex background (C+) with multiple objects that correspond to multiple peaks in their corresponding histograms. Some objects in the background images have very dark (D+) intensities that are very close to the intensity of the handwritten information which corresponds to the left most peak in the histogram. Handwritten information is considered to be thick (T) and very dark (D+).
Figure 3.13: Cheque images considered as having a complex background (C+) with multiple objects that correspond to multiple peaks in their corresponding histograms. Some objects in the background images have very dark (D+) intensities (first cheque image from top). The other two cheque images have dark (D) intensities. Handwritten information is considered to be thick (T) and very dark (D+) in the top cheque image. however, it is considered to be thin (t) and dark (D) in the other two cheque images.
Figure 3.14: Cheque images considered as having a complex background (C+) with multiple objects that correspond to multiple peaks in their corresponding histograms. All objects in the background cheque images have dark (D) intensities. Handwritten information is considered to be thick (T) or thin (t) and very dark (D+) in all cheque images.
Figure 3.15: Cheque images considered as having a complex background (C) with single object that correspond to the same peak in their corresponding histograms. The first cheque image has a small peak that is considered as part of the highest nearest peak. All objects in the background cheque images have dark (D) intensities. Handwritten information is considered to be thick (T) and very dark (D+) in all cheque images.
Figure 3.16: Cheque images considered as having a simple homogeneous background (S) with single object that correspond to the same peak in their corresponding histograms. All objects in the background cheque images have dark (D) intensities. Handwritten information is considered to be thick (T) and very dark (D+) in the top two cheque images and (t) and light but dark (L+) in the last cheque image.
Chapter 4

A Basic Model for Visual Data Processing of Business Forms and Bank Cheques

A Top-down approach.

4.1 Introduction

In reality, it is very difficult to develop a general system that can process all kinds of binarized documents including business forms. As a first step, it is possible to develop a specific system that treats a specific type of documents. After carefully studying the major characteristics of different types of documents, the specific properties of business documents have been identified and analyzed. According to these properties, we have taken the approach of building a simple system for processing a class of gray-scale business documents, such as bank cheques, instead of building a complex system for processing all sorts of documents.

Cheques are commonly used in our daily life for the remittance of payments. Their use simplifies the remittance process on one hand, but requires additional processing at banks and post offices on the other hand. Typically, cheque processing at a bank consists of first reading information about the sender, the receiver and the amount of money, and then entering it into a database for storage or sending it to another bank for reconciliation. Although electronic information processing has become important
in banks and business institutions nowadays, these processing steps are only partly automated. In this Chapter, we present a formal model for processing the visual data of bank cheques, and describe in detail the major aspects of this model.

The formal model aims at scanning the gray-scale images of bank cheques, enhance the quality of the scanned image, remove unnecessary information and extract the targeted data such as the date, courtesy amount, and legal amount. Of course, the challenge is to extract the desired information without introducing distortion into it. The extracted information will be presented later to various recognition systems such as [181] for recognition. The result is an automatic system that can process the images of cheque.

4.2 Methodology

The formal model is based on a new hybrid-based approach namely the baselines. In fact, to segment and extract handwritten data from bank cheques, knowledge rules and baselines will play important roles. The architectural design as well as the major components of the system will be discussed in full details. Moreover, the significant use of the morphological and topological processing on gray-scale images will be used as a major aspect to restore the information lost after the elimination of the background and the baselines from the gray-scale cheques.

4.3 The Formal Model

As mentioned earlier, we will consider gray-scale images because they provide us with more flexibility in extracting distinctive features from information written on bank cheques, as compared to the binary images. In fact, processing binary images requires less memory and is much simpler; however, binary images can complicate very much the process of extracting or segmenting handwritten data from them. Nevertheless. gray-scale bank cheques are not easy to manipulate. This is true since a bank cheque could have a background that has the same or similar luminance property as the handwritten data. Moreover, the background could have different luminance levels
due to different graphical layouts.

To cope with the problem mentioned above we will divide our approach into various steps that lead us to the final results of extracting the handwritten data from these bank cheques. According to Figure 4.1, the process of extracting handwritten data from bank cheques is divided into the following steps: Image enhancement (average filtering), image segmentation (background elimination), object detection (detection and elimination of baselines), mathematical morphological processing (closing operation), image enhancement (binarization and median filtering) topological processing (restoration of lost information), segmentation of required information, and finally character recognition [181].

To increase the recognition rate, we should minimize any possible damage done to the data. In other words, we want to eliminate the unneeded information (background first and then the baselines) from the bank cheques while we attempt to preserve as much as possible the topological properties of the needed information (handwritten data) for recognition.

**Definition 7** The geometrical structure of a given cheque image \( f \) is defined as a finite set

\[
F = \{ B_p, L_p, \alpha_f, \alpha_p \}
\]

where

\[
B_p = \{ B_{p_1}, B_{p_2}, \ldots, B_{p_n} \},
\]

\[
L_p = \{ L_{p_1}, L_{p_2}, \ldots, L_{p_n} \},
\]

\[
\alpha_f = \{ \alpha_{f_1}, \alpha_{f_2}, \ldots, \alpha_{f_m} \},
\]

and

\[
\alpha_p = \{ \alpha_{p_1}, \alpha_{p_2}, \ldots, \alpha_{p_k} \},
\]
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Figure 4.1: Major steps in system's design for bank cheque processing.
Figure 4.2: A sample output process.
where $B_p$ is a set of preprinted background objects (figures and images), $L_p$ stands for a finite set of pre-printed lines, $\alpha_f$ indicates a finite set of handwritten data, and $\alpha_p$, denotes a set of pre-printed data.

**Definition 8** The background $B$ of a given cheque image $f$ is defined as a subset of its geometrical structure $F$. Formally:

$$B = \{B_p, L_p\}$$

**Definition 9** The foreground $O$ of a given cheque image $f$ is defined as a subset of its geometrical structure $F$. Formally:

$$O = \{\alpha_f, \alpha_p\}$$

Figure 4.3 illustrates a sample geometrical structure of a Canadian bank cheque. Baselines $L_s = \{L_{s1}, L_{s2}, \ldots, L_{sq}\}$ are enclosed in the set of pre-printed lines $L_s \subseteq L_p$. For each baseline $L_{sk} \in L_s$ we associate the upper left coordinates $P_u(i_u, j_u)$ and the lower right coordinates $P_b(i_b, j_b)$. In other words, $L_{sk}$ is defined as the set

$$L_{sk}(P_u, P_b) = \{(i, j) \mid i_u \leq i \leq i_b, j_u \leq j \leq j_b\}.$$  

A finite set, $D$, of cheques is a subset of

$$D_B \times D_L \times D_{\alpha_f} \times D_{\alpha_p},$$

where $D_B$, $D_L$, $D_{\alpha_f}$, $D_{\alpha_p}$, and $D_{\alpha_c}$ are the domains of $B_p$, $L_p$, $\alpha_f$, $\alpha_p$, $\alpha_c$ respectively. Therefore, a cheque image $f$, $f \in D$, has a finite set of pre-printed background objects $B_p$, a finite set of pre-printed lines $L_s$, a finite set of handwritten data $\alpha_f$, and a finite set of pre-printed data $\alpha_p$. Our purpose in this Chapter is to locate, identify, and separate these finite sets for further processing.

### 4.4 Image Enhancement

Given an image $f$, produce $f_{ill}$ according to Equation 3.9. Such smoothing is required in order to produce a better histogram that will be used to generate more accurate thresholding values. Figure 4.4 illustrates an example.
Figure 4.3: Structure of a bank cheque $F = \{B_p, L_p, \alpha_f, \alpha_p\}$.

4.5 Image Segmentation and Background Elimination

Background reduction and elimination of an image entails the division or the separation of an image into regions of similar attributes. For background reduction and background elimination we will present a natural extension to Otsu's method [161] since Otsu's method is considered by [183] as one of the best techniques for global thresholding. For baseline elimination, we will introduce a newly developed morphology-based approach that allows us to extract baselines from images of bank cheques. Extracting baselines from bank cheques, however, will introduce another problem, i.e., the gaps that result from the removal of the baselines. To cope with this difficulty, a topology-based approach is introduced which we will formally introduce in Section 4.6.

Many cheque images can be characterized as containing some objects of interest of reasonable uniform brightness placed against a background of different levels of brightness. For such images, luminance is a distinguishing feature that can be utilized to segment the object of interest from its background. If an object of interest is white against a black background, or vice versa, it is a trivial task to set a mid-gray threshold.
Figure 4.4: Image enhancement using a 3X3 window.
to segment the object from the background. Practical problems occur, however, when
the observed image is subject to noise, and when both the object and the background
assume some broad range of gray scales. As depicted in Figure 4.3, another common
difficulty is that the background may not be uniform.

4.5.1 Image Segmentation Using Global Recursive Thresholding

In the histogram method for peak selection, the contributions of a small region may
be masked by other larger ones. One solution is to apply thresholding recursively
as Equation 3.10 suggests. The result of performing recursive thresholding on image
\( f_{filt} \) according to Equation 3.10 is:

\[ f_{filt} = C_0 \cup C_1 \cup \ldots \cup f_p, \]

where \( f_p = f_{thr} \) is the image containing the handwritten information and the baselines
that remains after segmenting the different objects that belong to the background of
the cheque image.

4.5.2 Baseline Detection

Baselines correspond to pre-printed lines belonging to the geometrical structure of a
financial document. They occur in bank cheques and other types of documents and
serve as guidelines to help the writer or the typist to fill data in the proper locations.

After carefully analyzing the geometrical structure of the Canadian bank cheques,
we found that they have a common general layout. By scanning any bank cheque
from top to bottom, several knowledge rules can be derived, e.g.

- All baselines of interest extend into the area of the rightmost 1/4 of cheques.

- Although space between baselines as well as the position and style of pre-printed
data vary in different bank cheques, all baselines are always located in the
following order:
1. The first baseline is for the date.
2. The second baseline is for the courtesy amount.
3. The third baseline is for the legal amount.
4. The last baseline is for the signature.

By virtue of the first characteristic, the baselines can be easily extracted by the system. It is convenient to determine the different filled data in accordance with the second characteristic imposed on the different bank cheques.

The process of finding baselines in the image \( f_{thr} \) consists of three major stages: marking of segments, detecting of heads of baselines, and determining of baselines.

*Marking segments* is the operation of processing the image \( f_{thr} \) segment by segment, from top to bottom, and from right to left, looking for segments whose length exceeds a fixed threshold \( T \). The marked segments are called candidate-segments denoted by the set \( S \) and defined as:

\[
S = \{ S_1, S_2, \ldots, S_i, \ldots, S_K \} \quad (\forall i)(1 \leq i \leq K)(|S_i| \geq T)
\]

*Detecting the head of a single baseline* is the process of connecting a series of candidate-segments, \( S_1, S_{i+1}, \ldots, S_{i+n} \). The rightmost candidate-segment of the baseline is called the head of the baseline denoted as \( H_{S_k} \) (\( H_{S_k} = S_{i+n} \)). Thus, a cheque contains a set of heads defined as:

\[
H_S = \{ H_{S_1}, H_{S_2}, \ldots, H_{S_n} \}
\]

Any candidate-segment \( S_{i'} \) has two parameters: start-position \( P_s(i_s, j_s) \) and end-position \( P_e(i_e, j_e) \), i.e., \( S_{i'}(P_s, P_e) \). Once \( P_s \) and \( P_e \) have been detected, the corresponding segment \( S_{i'} \) can be located. We define a candidate-segment \( S_{i'}(P_s, P_e) \) as:

\[
S_{i'}(P_s, P_e) = \{(i, j) \mid j_s \leq j \leq j_e \}
\]

All baselines of interest extend into the rightmost 1/4 area of the cheque. Suppose the width of a cheque is \( W \), then the length from the left edge of the cheque to
the end-position of the head of a baseline $L_{s_k}$ must be greater than $\frac{3}{4}W$. It can be concluded that a candidate-segment is a head of a baseline, if and only if the following condition is satisfied:

$$H_{S_k} = \{S_l(P_s, P_e) \mid (S_l(P_s, P_e) \in S), (j_e \geq \frac{3}{4}W)\}$$

which is the necessary and sufficient condition for a candidate-segment to be the head of a baseline. From it the heads $H_{S_k}, k \in \{1, 2, \ldots, q\}$ can be determined.

*Determining baselines* is the process of finding the sequence $S_l, S_{l+1}, \ldots, S_{l+n}$, which constructs a baseline. Once the head $S_{l+n}$ has been detected, a path algorithm can be used to search for the remaining segments of the baseline. In this algorithm, a search can start from the head $S_{l+n}$, from right to left. The segments $S_{l+(n-1)}, S_{l+(n-2)}, \ldots$ can be found in turn, until $S_l$ and the baseline are determined. Furthermore, the coordinates of point $P_s$ and ending point $P_e$ can also be determined.

### 4.5.3 Elimination of Baselines

Given that the background has been completely eliminated from the gray-scale image and baselines are located, Figure 4.5 (c), elimination of baselines from the gray-scale image $f_{thr}$ is performed as follows:

$$\forall L_{S_k} \in L_S \quad f_{lr}(i, j) = \begin{cases} 255 & \text{if } (i, j) \in L_{S_k} \\ f_{thr}(i, j) & \text{otherwise} \end{cases} \quad (4.1)$$

where $f_{lr}(i, j)$ represents the image after removal of all baselines and $L_{S_k}$ represents a recorded baseline, i.e., $L_{S_k} \in L_S$. Unfortunately, as Figure 4.5 (b,e) illustrates, when the baselines are cut from the gray-scale image $f_{thr}$ there is a loss in the handwritten information that intersects with the baselines before, as shown in Figures 4.5 (d) and Figure 4.2 (b). As a remedy to this problem, we will introduce a formal approach using morphological processing followed by topological processing to restore (fill the gaps) the lost information.
Figure 4.5: Object detection (elimination of baselines). (a) image with lines; (b) image with lines cut; (c) lines to be cut; (d) information that intersects with the lines that are cut.
4.6 Morphological Processing

Given \( f_{filt} \), we will use morphological processing to restore the lost handwritten information that intersects with the eliminated baselines. To restore this lost information we will perform a morphological closing operation as in [14, 186] on \( f_{filt} \), threshold the baselines from the morphological image, and extract the information within the line's region to be added to \( f_{ir} \). In this section, we will present the morphological closing operation and its important property as in [14] before we deal with the other processes mentioned in this paragraph.

The gray-scale closing is defined as

\[
f \circ V = (f \oplus V) \ominus V
\]

where

\[
(f \ominus V)(i, j) = \min \{f(i + k, j + l) \mid (k, l) \in V_\Delta\}
\]

and

\[
(f \oplus V)(i, j) = \max \{f(i + k, j + l) \mid (k, l) \in V_\Delta\}
\]

are the erosion and the dilation respectively of image \( f \) by the structuring element \( V \), as illustrated in Figure 4.2 (c) and Figure 4.6.

Closing has an interesting property: it is an idempotent transform; once it has been applied, it is useless to apply it again. This is defined as:

\[
f \circ V \circ V = f \circ V.
\]

According to [14], every nonlinear transformation results in some loss of information; but if a transformation is idempotent, the amount of information it would lose is self-controlled which is an important property to be considered in our case. The resulting image is named \( f_{clos} \).
4.7 Why Morphology?

As we pointed out in the previous sections, we aim to extract handwritten data from gray-scale bank cheques without damaging that data after the baselines are removed. Based on our observation, when the intensity of handwritten data is close to the intensity of the baselines, the situation becomes more difficult. Moreover, if the handwritten data and the baselines intersect, then the elimination of baselines and the preservation of the handwritten data becomes a non-trivial problem. In fact, our purpose is to use the morphological closing operation to increase the difference in the intensity between a baseline and the handwritten data that intersects with that baseline. Technically, this means that we are propagating the intensity of the handwritten data as well as the intensity of the background over the intensity of the baselines. Figure 4.7 illustrates this point. As a result of this propagation, it is easy to threshold the baseline from the morphological image (cheque in our case) preserving the handwritten information that intersects with the thresholded baseline. Figure 4.8 illustrates the results of performing a closing operation on a cheque image.

Without loss of generality, we should mention the most important role played by the size and shape of the structuring element in increasing the contrast between the baseline and the handwritten data. From an implementation point of view, a 3x3 structuring element (011, 011, 000) with 2 iterations is adopted in this context.

4.8 Restoring Lost Information

Knowing the positions and lengths of the baselines, we can now process the morphological image $f_{clos}$. This is achieved by thresholding baseline pixel values according to their mean $M$ using Equation 4.6 as illustrated in Figure 4.8. and combine the results with the image $f_{ir}$ as follows:

$$ f_{clos}(i, j) = \begin{cases} f_{clos}(i, j) & \text{if } f_{clos}(i, j) \leq M \\ 255 & \text{otherwise} \end{cases} $$

(4.6)
Figure 4.6: Morphological closing operation performed on image $f_{filt}$ to produce $f_{clos}$. (a) illustrates a sample section of the original image and (b) and (c) illustrate the process.
Figure 4.7: Dilation, erosion, opening, and closing of a gray-scale image using a $3 \times 3$ structuring element.
\[ f_{\text{union}}(i,j) = \begin{cases} f_{\text{clos}}(i,j) & \text{if } (i,j) \in L_{sk} \\ f_{\text{ir}}(i,j) & \text{otherwise} \end{cases} \quad (4.7) \]

Figures 4.10 (a) and 4.9 show the information gained after a morphological closing operation is performed. Figure 4.10 (b) shows the loss of information after the elimination of baselines according to Equation 6.2. Figure 4.10 (c) shows the result of combining Figure 4.10 (a) with Figure 4.10 (b) according to Equation 4.7.

### 4.9 Mathematical Morphology! Is it Enough?

After introducing mathematical morphology and showing that the morphological closing operation is needed in our implementation and how it helped in reducing the amount of lost handwritten information that intersects with the baselines on the cheques, it is important to ask the following question: Isn't it enough to use the closing operation to capture all the lost information and terminate the process by extracting the handwritten information? Unfortunately, the case is not as easy as one thinks. Further processing should be performed because there are cases where mathematical morphology does not restore all the lost information as illustrated in Figure 4.10. In the coming sections, we will introduce topological processing as a solution to fill the gaps which were not restored by mathematical morphology in order to restore as much information as possible after thresholding the baselines in the morphological image. But before we proceed we need to apply median filtering for noise elimination and image recovery on \( f_{\text{union}} \) as follows:

\[ f_{m}(i,j) = \text{Median}\{f_{\text{union}}(i-k, j-l) \forall k,l \in W\}, \]

where \( W \) is a suitably chosen window. In our work, a \( 3 \times 3 \) window is employed.

### 4.10 Topological Processing

As mentioned in section 4.7, the purpose of morphological processing, namely the closing operation, is to reduce the intensity of baselines and increase the intensity of the handwritten data in order to minimize the loss of useful data resulting from a
Thresholding guide lines in the morphological image

Figure 4.8: Thresholding lines from the morphological image according to their mean values.
Figure 4.9: Restoring the information that belongs to the intersection between the handwritten data and the baselines.
Figure 4.10: Restoring the lost information that intersects with the eliminated baselines.
threshold that eliminates the baselines in the gray-scale morphological image. Unfortunately, this approach does not always completely restore the handwritten data that intersects with the baselines. In such cases, thresholding the baselines from $f_{lr}$ will result in a loss in the topological properties of the handwritten information. As a solution to this problem, more intelligent processing should be applied to recover as much as possible the unfilled gaps, as illustrated in Figure 4.11. In pursuing this line, our algorithms identified the existence of the unfilled gaps between their corresponding extremities in the images and used an automated methodology to establish connections between these extremities to restore the lost information by filling the gaps. In fact, the closing operation contributes to enhancing the gaps in the line's region and makes the process of gaps identification and filling easier.

As illustrated by Figure 4.11 (a), three possible configurations of gaps have been considered according to the information lost with diagonal handwriting or perfect superposition. The four extremities that delimit gaps are labelled: $L+$, $L-$, $R+$, and $R-$ as illustrated in Figure 4.17. Identification of gaps is achieved by first performing an edge detection algorithm on the image $f_{union}$ with the purpose of finding the edges of the handwritten data which were lost due to thresholding the baselines in the morphological image $f_{lr}$ and not restored in $f_{clos}$ using the morphological closing operation. During the edge detection process, we will gather information about the magnitude and the digital gradient of each pixel; this will greatly help us to identify the existence of all unfilled gaps between the corresponding extremities. Figure 4.11 (b) demonstrates the extremities $L+$, $L-$, $R+$, and $R-$ that should be located using the digital gradient of each pixel and Figure 4.11 (a) presents the rules that are used to fill the gaps between corresponding extremities.

### 4.10.1 Edge Detection

In this work, we will consider the gradient magnitude $D(i, j)$ and the gradient direction $\theta(i, j)$ of a digitized image $f_m$ at each pair of spatial coordinates $(i, j)$, where $0 \leq i \leq h$ and $0 \leq j \leq w$, as:
Figure 4.11: Rules for identification and filling of gaps. In calculating $\theta$ for each pixel value, the reference axis is considered to be relative for each pixel.
\[ D(i, j) = \sqrt{\Delta_x f_m(i, j)^2 + \Delta_y f_m(i, j)^2} \]  \hspace{1cm} (4.8)

\[ \theta(i, j) = \tan^{-1}\left( \frac{\Delta_y f_m(i, j)}{\Delta_x f_m(i, j)} \right) \]  \hspace{1cm} (4.9)

where

\[ \Delta_x f_m(i, j) = f_m(i + 1, j + 1) + 2f_m(i + 1, j) + f_m(i + 1, j - 1) - f_m(i - 1, j + 1) - 2f_m(i - 1, j) - f_m(i - 1, j - 1) \]  \hspace{1cm} (4.10)

and

\[ \Delta_y f_m(i, j) = f_m(i - 1, j + 1) + 2f_m(i, j + 1) + f_m(i + 1, j + 1) - f_m(i - 1, j - 1) - 2f_m(i - 1, j) - f_m(i + 1, j - 1). \]  \hspace{1cm} (4.11)

This technique is applied to the image \( f_m \) to produce the image \( f_{edge} \) that is used later for further processing. Figure 4.12 illustrates a sample process.

### 4.10.2 Identification and Filling of Gaps

As a second step after calculating the magnitude and the digital gradient of each pixel in the line’s region of \( f_m \), the system is able to go through \( f_{edge} \) searching for different extremities that delimit gaps; this algorithm uses different rules to identify the four possible extremities. Figures 4.11 (b) illustrates the rules in finding the four extremities when they exist and Figures 4.13 - 4.16 present the algorithms to identify each extremity. Consider, for example, the rule for identifying an L+ (Figure 4.11 (b) and 4.13) where the reference axis is considered to be relative to each pixel and a modified value of \( \theta(i, j) \) in degrees \( \forall 0 \leq i \leq h, 0 \leq j \leq w \) is used to facilitate processing. In this rule, there are five stages to pass through in order for the algorithm to declare that an L+ is found. In step 1 of the algorithm, after a pixel is located with a digital gradient \( \theta \) \((180^\circ < \theta < 270^\circ)\), the algorithm starts searching for a neighbouring
Figure 4.12: Performing edge detection to locate and identify the gaps.
pixel \( \theta \), such that \( 135^\circ < \theta < 225^\circ \). When such a \( \theta \) (\( 135^\circ < \theta < 225^\circ \)) is read, the algorithm knows that step 2 is reached. Similarly, when steps 3, 4, and 5 are identified by the algorithm, the extremity \( L^+ \) is found where a line is drawn between the pixel discovered at step 1 and the pixel discovered at step 5. (Figure 4.11 clearly illustrates this approach). The other extremities, \( L^-\), \( R^+\), and \( R^-\), are found following a similar concept.

Having identified all possible extremities, gaps are filled according to the following rules, as in Figure 4.17, in the order: \((L^+, L^-)\), \((R^+, R^-)\), and \((L^+, R^+)\). In other words:

- If an \( L^+ \) and an \( L^- \) are only detected, then they must be connected.
- If an \( R^+ \) and an \( R^- \) are only detected, then they must be connected.
- If an \( L^+ \) and an \( R^+ \) are only detected, then they must be connected.
- If an \( L^+\), an \( L^-\), and an \( R^+ \) are only detected connect the \( L^+ \) to the \( L^-\).
- If an \( L^+\), \( L^-\), \( R^+\), and an \( R^- \) are detected, then connect the \( L^+ \) to the \( L^- \) first and then connect the \( R^+ \) to the \( R^- \).
- If an \( L^+ \) and an \( R^+ \) are only detected, then they must be connected.
- If an \( R^+\), an \( R^-\), and an \( L^+ \) are only detected, then connect the \( R^+ \) to the \( R^- \).

The image produced by this process is called \( f_{\text{gaps}} \). Figure 4.11 (a) illustrates the last step in our algorithm that is associated with filling gaps. Given that we want to connect two extremities like \( L^+ \) and \( L^- \), we will draw a filled rectangle between the two lines as shown in Figure 4.11. Figures 4.17, 4.18, and 4.2 (h) illustrate the final result.
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Figure 4.13: Identification of an L+ given the image f_{edge}.
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Figure 4.14: Identification of an L- given the image $f_{edge}$. 
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Figure 4.15: Identification of an R+ given the image \( f_{edge} \).
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Figure 4.16: Identification of an R- given the image $f_{edge}$. 
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Identification and filling of Gaps using topological rules

Figure 4.17: Identification and filling of gaps.
Figure 4.18: Final result after performing a median filtering and binarization (data is completely restored).
4.11 Extraction of Date, Courtesy Amount, and Legal Amount

Adopting and extending the notation as in [208], if \( \alpha_f = \{ \alpha_{f_1}, \alpha_{f_2}, \ldots, \alpha_{f_m} \} \) is a finite set of filled data and \( L_s = \{ L_s_1, L_s_2, L_s_3, L_s_4 \} \) is the finite set of baselines, then we will define a finite set of relations denoted by \( \Gamma = \{ \Gamma_1, \Gamma_2, \ldots, \Gamma_k \} \) between the two sets \( \alpha_f \) and \( L_s \), represented by a matrix \( M \), such that:

\[
M_{ij} = \Gamma_i
\]

(4.12)

where \( 1 \leq i \leq m \) and \( 1 \leq j \leq q \), which satisfy the following condition: \( \forall l(\Gamma_l = (\alpha_{f_i} R L_{s_j})) \), \( \mathcal{R} = \{ R, L, A, B, I \} \), where \( R, L, A, B, \) and \( I \) represent Right, Left, Above, Below, and Intersect respectively.

It is clear that the filled data \( \alpha_{f_i} \forall i \in \{1, \ldots, m\} \) could be easily located using the matrix \( M \). We define the location description of \( \alpha_{f_i} \) as a tuple whose components are: (a) the filled data \( \alpha_{f_i} \), (b) any element of the set \( \mathcal{R} \), and (c) a line \( L_{s_j} \). Formally, we have:

\[
(\alpha_{f_i}, r, L_{s_j}), \quad \alpha_{f_i} \in \alpha_f, \quad r \in \mathcal{R}, \quad L_{s_j} \in L_s.
\]

(4.13)

An item description may have close relations with several graphs, so several location description tuples can be associated with each \( \alpha_{f_i} \).

Now given the matrix \( M \) and the location of all baselines \( L_{s_i} \in L_s \), the system is able to extract \( \alpha_{f_i} \forall i \in \{1, \ldots, m\} \). The extracted set \( \alpha_f \) could further be presented to a recognition system. Referring to Figure 4.3, the matrix \( M \) is represented as follows:

\[
M = \begin{pmatrix}
L_{s_1} & L_{s_2} & L_{s_3} & L_{s_4} \\
\alpha_{f_1} & I & A & A & A \\
\alpha_{f_2} & B & R & A & A \\
\alpha_{f_3} & B & B & I & A \\
\alpha_{f_4} & B & B & B & I
\end{pmatrix}
\]

In accordance with Equation 4.13, we can express the location description of each \( \alpha_{f_i} \), as follows:
Extracting the required information

(1) date: \( \alpha_{f1} \)  
March 19, 1995

(2) numeric amount: \( \alpha_{f2} \)  
5200.67

(3) legal amount: \( \alpha_{f3} \)  
five thousand two hundred sixty-seven

(4) signature: \( \alpha_{f4} \)

Figure 4.19: Extraction of the finite set of filled information \( \alpha_f = \{ \alpha_{f1}, \alpha_{f2}, \alpha_{f3}, \alpha_{f4} \} \).
1. For $\alpha_{f_1}$ we have $(\alpha_{f_1}, I, L_{s_1})$, $(\alpha_{f_1}, A, L_{s_2})$, $(\alpha_{f_1}, A, L_{s_3})$, $(\alpha_{f_1}, A, L_{s_4})$ which is interpreted as $\alpha_{f_1}$ intersects with $L_{s_1}$ and is located above $L_{s_2}$, $L_{s_3}$, and $L_{s_4}$.

2. For $\alpha_{f_2}$ we have $(\alpha_{f_2}, B, L_{s_1})$, $(\alpha_{f_2}, R, L_{s_2})$, $(\alpha_{f_2}, A, L_{s_3})$, $(\alpha_{f_2}, A, L_{s_4})$ which is interpreted as $\alpha_{f_2}$ is located above $L_{s_1}$, on the right of $L_{s_2}$, and above $L_{s_3}$, and $L_{s_4}$.

3. For $\alpha_{f_3}$ we have $(\alpha_{f_3}, B, L_{s_1})$, $(\alpha_{f_3}, B, L_{s_2})$, $(\alpha_{f_3}, I, L_{s_3})$, $(\alpha_{f_3}, A, L_{s_4})$ which is interpreted as $\alpha_{f_3}$ is below $L_{s_1}$ and $L_{s_2}$, intersects $L_{s_3}$, and is above $L_{s_4}$.

4. For $\alpha_{f_4}$ we have $(\alpha_{f_4}, B, L_{s_1})$, $(\alpha_{f_4}, B, L_{s_2})$, $(\alpha_{f_4}, B, L_{s_3})$, $(\alpha_{f_4}, I, L_{s_4})$ which is interpreted as $\alpha_{f_4}$ is located below $L_{s_1}$, $L_{s_2}$, $L_{s_3}$ and intersects with $L_{s_4}$.

### 4.12 Experimental Results

Four hundred and twenty two bank cheques were used for training and 203 cheques were used for testing the performance of the system. The performance analysis results were produced following the same approach as that used in Chapter 3 Section 3.8. The experimental results in Table II indicate that the testing set of bank cheques have good and satisfactory results. The reason behind this is that when the handwritten information is darker than the background, background elimination becomes easier and the resulting image will contain less noise, see Figures 4.20 and 4.21. However, when the handwritten information is lighter than the background, background elimination causes a significant loss in the luminance and topological properties of the handwritten information and as a result the handwritten information will not be of any importance since recognition of the extracted handwritten data will be almost impossible.


<table>
<thead>
<tr>
<th># of images</th>
<th>Background/Foreground (f) of a given cheque</th>
<th>Accuracy of the previous system</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>DS/{t,T}D+</td>
<td>99%-100%</td>
</tr>
<tr>
<td>23</td>
<td>DS/{t,T}L+</td>
<td>96%-100%</td>
</tr>
<tr>
<td>17</td>
<td>DS/{t,T}L</td>
<td>88%-100%</td>
</tr>
<tr>
<td>31</td>
<td>D+S/{t,T}{D+,L+,L}</td>
<td>76%-87%</td>
</tr>
<tr>
<td>25</td>
<td>DC/{t,T}D+</td>
<td>99%-100%</td>
</tr>
<tr>
<td>26</td>
<td>DC/{t,T}L+</td>
<td>94%-100%</td>
</tr>
<tr>
<td>14</td>
<td>DC/{t,T}L</td>
<td>82%-100%</td>
</tr>
<tr>
<td>8</td>
<td>D+C/{t,T}{D+,L+,L}</td>
<td>61%-82%</td>
</tr>
<tr>
<td>8</td>
<td>DC+/-{t,T}D+</td>
<td>99%-100%</td>
</tr>
<tr>
<td>3</td>
<td>DC+/-{t,T}L+</td>
<td>91%-100%</td>
</tr>
<tr>
<td>3</td>
<td>DC+/-{t,T}L</td>
<td>0%</td>
</tr>
<tr>
<td>5</td>
<td>D+C+/-{t,T}{D+,L+,L}</td>
<td>0%</td>
</tr>
</tbody>
</table>

The last two entries in TABLE II illustrate a case where cheques has a very complicated dark background and a lighter foreground; in such a case the system was not able to preserve the luminance and the topological properties of the foreground objects of interest resulting in an unsatisfactory processing. In fact, systems that deal with cheque processing are faced with this problem too. As a solution to this problem we will present in later Chapters a solution that will overcome this difficulty.

From Figure 4.22, one can notice that the system requires more time when the cheque images have a very dark (D+) and a very complex (C+) background. In fact, the last two entries in Figure 4.22 indicate that the system rejected the cheque images because their background was so complex that it can not be segmented further, else the handwritten information is partially lost which makes it impossible to be properly recognized. The first entry in Figure 4.22 shows that when the background is dark (D) and simple (S) versus a thin (t) or thick (T) and very dark (D+) handwriting, then the system becomes very robust and requires less processing time.
Figure 4.20: A sample cheque with (D) dark and (C) complex background and (t) thin and (D) handwritten information.
Figure 4.21: A sample cheque processing.
Figure 4.22: Average processing time observed on different types of real life bank cheque images.
4.13 Discussion and Motivation to Extend the Model

Section 4.1 introduced a very efficient and novel approach for processing the grayscale images of bank cheques towards the extraction of specific fields located inside these documents. In fact, when the handwritten information is darker than the background, background elimination becomes less complicated to threshold and the resulting image will contain less noise as well as the topological properties of the handwritten information is preserved. Unfortunately, having a dark handwriting and a light background is not always the case. When the handwritten information is lighter than or is about to be the same as that of the background, background elimination using a global thresholding technique on the whole gray-scale cheque image will cause a significant loss in the luminance and topological properties of the targeted handwritten information. Figures 4.23, 4.24, 4.25, and 4.26 illustrate some of these cases. To overcome this difficulty, a new approach will be presented in Section 5.1 to increase the productivity of the system introduced in this Chapter. The new approach will seek specific regions and dynamically locate them inside the gray-scale documents to perform a local thresholding technique to better preserve the finest granularity of the extracted information. This will result in a more robust system that is able to visualize, understand, and extract handwritten information from different types of document images that have various intensities of handwriting against a simple or a complex background.
Figure 4.23: Sample output images to illustrate that global thresholding in some cases could cause distortion to the luminance and to the topological properties of the extracted items.
Figure 4.24: (continues) Sample output images to illustrate that global thresholding in some cases could cause distortion to the luminance and to the topological properties of the extracted items.
Figure 4.25: (continues) Sample output images to illustrate that global thresholding in some cases could cause distortion to the luminance and to the topological properties of the extracted items.
Figure 4.26: (continues) Sample output images to illustrate that global thresholding in some cases could cause distortion to the luminance and to the topological properties of the extracted items.
Chapter 5

An Extended Formal Model for Visual Data Processing of Business Forms and Bank Cheques

Local processing to enhance the quality of the extracted items.

5.1 Introduction

Chapter 4 introduced a very efficient and novel approach for processing the gray-scale images of bank cheques towards the extraction of specific fields located inside these documents. In fact, according to Chapter 4 when the handwritten information is darker than the background, background elimination becomes less complicated to threshold and the resulting image will contain less noise. Moreover, the topological properties of the handwritten information is preserved. Unfortunately, having a dark handwriting and a light background is not always the case. When the handwritten information is lighter than or is about the same as that of the background, background elimination using a global thresholding technique on the whole gray-scale cheque image will cause a significant loss in the luminance and topological properties of the handwritten information. To overcome this difficulty, a new approach will be presented in this Chapter to increase the productivity of the system introduced in Chapter 4. The new approach will seek specific regions and dynamically locate them
inside the gray-scale documents and perform a local thresholding technique, instead of a global one introduced in Chapter 4, to better preserve the finest granularity of the extracted information. This will result in a more robust system that is able to visualize, understand, and extract handwritten information from different types of document images that have various intensities of handwriting against a simple or a complex background.

5.2 Methodology

As stated earlier the intention in this new approach is to enable the system to preserve and visualize the finest granularity of data written or printed on the cheque images. In pursuing this line, we will use a local segmentation technique as opposed to the global segmentation one presented in Chapter 3. This will enhance the quality of the extracted information and further increase the visibility and understandability of the system. This is a very important contribution towards improving the recognition results of the extracted information.

Referring to Figure 5.1, the process of extracting handwritten data from a given bank cheque image \( f \) is extended in the following manner: (1) eliminate the background after performing an image enhancement (average filtering) on the original image \( f \); (2) locate the baselines and extract the required items from the original image e.g. date, courtesy amount and legal amount; (3) and finally, according to Figure 5.2, process locally the extracted items using the approach presented in Chapter 4.

In the following sections the detailed process of the new approach is presented with an application on the extraction of date, courtesy and legal amounts written on bank cheques.

5.3 Image Enhancement

Given a gray-scale cheque image \( f \), an enhanced image \( f_{\text{filt}} \) is produced according to Equation 3.9. Figure 4.4 illustrates an example.
Figure 5.1: System design of the extended approach.
Figure 5.2: Procedure A.
5.4 Global Recursive Thresholding

The thresholding technique of Section 4.5 is applied to $f_{filt}$ to produce the image $f_{thr}$, i.e.,

$$f_{filt} = C_0 \cup C_1 \cup \ldots \cup C_p$$  \hspace{1cm} (5.1)

where $f_{thr} = C_p$.

5.5 Baseline Determination and Early Extraction

Determine $L_a = \{L_{s_1}, L_{s_2}, L_{s_3}\}$ the finite set of baselines, where $L_{s_1}$, $L_{s_2}$, and $L_{s_3}$ represent the date baseline, the courtesy amount baseline, and the legal amount baseline. Determine the matrix $M$, as in Section 4.11 that describes the location description tuples to extract the required information. Referring to Figure 5.3 (a), for example, the matrix $M$ is represented as follows:

$$
\begin{array}{ccc}
L_{s_1} & L_{s_2} & L_{s_3} \\
\alpha_{f_1} & (A & A & A) \\
\alpha_{f_2} & (B & A & A) \\
\alpha_{f_3} & (B & B & I) \\
\end{array}
$$

Now we can express the location description of each $\alpha_{f_i}$ as follows:

1. For $\alpha_{f_1}$ we have $(\alpha_{f_1}, A, L_{s_1})$, $(\alpha_{f_1}, A, L_{s_2})$, and $(\alpha_{f_1}, A, L_{s_3})$. This is interpreted as $\alpha_{f_1}$, the date in image $f_{filt}$, is located above $L_{s_1}$, above $L_{s_2}$, and above $L_{s_3}$.

2. For $\alpha_{f_2}$ we have $(\alpha_{f_2}, B, L_{s_1})$, $(\alpha_{f_2}, A, L_{s_2})$, and $(\alpha_{f_2}, A, L_{s_3})$. This is interpreted as $\alpha_{f_2}$, the courtesy amount in image $f_{filt}$, which is located below $L_{s_1}$, above $L_{s_2}$, and above $L_{s_3}$.

3. For $\alpha_{f_3}$ we have $(\alpha_{f_3}, B, L_{s_1})$, $(\alpha_{f_3}, B, L_{s_2})$, and $(\alpha_{f_3}, I, L_{s_3})$. This is interpreted as $\alpha_{f_3}$, the legal amount in image $f_{filt}$, which is below $L_{s_1}$, below $L_{s_2}$, and intersects $L_{s_3}$.
Now, given the matrix $M$, extract $\alpha_f = \{f_D, f_C, f_L\}$ the finite set of filled data. $f_D$, $f_C$, and $f_L$ represent the gray-scale image of the extracted date, the gray-scale image of the extracted courtesy amount, and the gray-scale image of the extracted legal amount respectively as illustrated in Figure 5.3 (c).

### 5.6 Enhancement of Extracted Images (Date, Courtesy Amount, and Legal Amount)

Enhance $f_k, \forall k \in \{D, C, L\}$ according to Equation 3.9 to produce the images $f_{k_{fill}}$. Formally we have:

$$f_{D_{fill}}(i, j) = \frac{1}{K} \sum_{(m, n) \in S} f_D(n, m), \forall (i, j) \in W_D \times H_D \tag{5.2}$$

$$f_{C_{fill}}(i, j) = \frac{1}{K} \sum_{(m, n) \in S} f_C(n, m), \forall (i, j) \in W_C \times H_C \tag{5.3}$$

$$f_{L_{fill}}(i, j) = \frac{1}{K} \sum_{(m, n) \in S} f_L(n, m), \forall (i, j) \in W_L \times H_L \tag{5.4}$$

where $K$ is the total number of points in $S$ which is assumed to be a $3 \times 3$ neighbourhood and $W_k$ and $H_k \forall k \in \{D, C, L\}$ are the width and height of the images $f_D, f_C$ and $f_L$ respectively.

### 5.7 Local Recursive Thresholding

Locally use recursive thresholding as presented in Section 4.5 for background elimination of the gray-scale images $f_{k_{fill}} \forall k \in \{D, C, L\}$ as follows:

$$f_{D_{fill}} = D_1 \cup \ldots \cup D_p \tag{5.5}$$

$$f_{C_{fill}} = C_1 \cup \ldots \cup C_p \tag{5.6}$$

$$f_{L_{fill}} = L_1 \cup \ldots \cup L_p \tag{5.7}$$

where $f_{k_{thr}} = k_p \forall k \in \{D, C, L\}$ as illustrated in Figure 5.4.
Figure 5.3: The new system and early extraction.
5.8 Local Baseline Elimination

Given the images \( f_{D\text{thr}}, f_{C\text{thr}}, \) and \( f_{L\text{thr}} \) as in Figure 5.4 (e), (j), and (o), the purpose is to search these images for the baselines \( L_{SD}, L_{SC}, \) and \( L_{SL} \) respectively and eliminate them to produce the images \( f_{D\text{itr}}, f_{C\text{itr}}, \) and \( f_{L\text{itr}} \) for further processing.

In \( f_{D\text{thr}} \), determine the location description of \( \alpha_{fD} \), the filled in date, as the tuple \((\alpha_{fD}, A, L_{SD})\) and eliminate the lines as in Equation 6.2 to produce the gray-scale image \( f_{D\text{itr}} \). Formally, this is defined as:

\[
 f_{D\text{itr}}(i, j) = \begin{cases} 
 255 & \text{if } (i, j) \in L_{SD} \\
 f_{D\text{thr}}(i, j) & \text{otherwise}
\end{cases}
\]  

(5.8)

In \( f_{C\text{thr}} \), determine the location description of \( \alpha_{fC} \), the filled in courtesy amount, as the tuple \((\alpha_{fD}, A, L_{SC})\) and eliminate the lines as in Equation 4.5.3 to produce the gray-scale image \( f_{C\text{itr}} \). Formally, this is defined as:

\[
 f_{C\text{itr}}(i, j) = \begin{cases} 
 255 & \text{if } (i, j) \in L_{SC} \\
 f_{C\text{thr}}(i, j) & \text{otherwise}
\end{cases}
\]  

(5.9)

Similarly, in \( f_{L\text{thr}} \), determine the location description of \( \alpha_{fL} \), the filled in legal amount, as the tuple \((\alpha_{fL}, A, L_{SL})\) and eliminate the lines as in Equation 4.5.3 to produce the gray-scale image \( f_{L\text{itr}} \). Formally, this is defined as:

\[
 f_{L\text{itr}}(i, j) = \begin{cases} 
 255 & \text{if } (i, j) \in L_{SL} \\
 f_{L\text{thr}}(i, j) & \text{otherwise}
\end{cases}
\]  

(5.10)

5.9 Local Morphological Processing

Perform the morphological closing operation on \( f_{k\text{fill}} \) \( \forall k \in \{D, C, L\} \) according to Equation 4.2 to produce the images \( f_{k\text{clos}} \). Formally we have:

\[
f_{D\text{clos}} \bullet V = (f_{D\text{fill}} \oplus V) \ominus V
\]  

(5.11)

\[
f_{C\text{clos}} \bullet V = (f_{C\text{fill}} \oplus V) \ominus V
\]  

(5.12)

\[
f_{L\text{clos}} \bullet V = (f_{L\text{fill}} \oplus V) \ominus V
\]  

(5.13)
where $V$ is the structuring element used in Equation 4.2.

### 5.10 Local Restoration of Lost Information

This operation restores the lost information from the morphological images $f_{k\text{clos}}$ $\forall k \in \{D, C, L\}$ according to Equations 4.6 and 4.7 to produce the image $f_{k\text{union}}$. Formally we have:

\begin{align*}
    f_{D\text{clos}}(i, j) &= \begin{cases} 
    f_{D\text{clos}}(i, j) & \text{if } f_{D\text{clos}}(i, j) \leq M_D \\
    255 & \text{otherwise} 
    \end{cases} \\
    f_{C\text{clos}}(i, j) &= \begin{cases} 
    f_{C\text{clos}}(i, j) & \text{if } f_{C\text{clos}}(i, j) \leq M_C \\
    255 & \text{otherwise} 
    \end{cases} \\
    f_{L\text{clos}}(i, j) &= \begin{cases} 
    f_{L\text{clos}}(i, j) & \text{if } f_{L\text{clos}}(i, j) \leq M_L \\
    255 & \text{otherwise} 
    \end{cases} \\
    f_{D\text{union}}(i, j) &= \begin{cases} 
    f_{D\text{clos}}(i, j) & \text{if } f_{D\text{res}}(i, j) \in L_{SD} \\
    f_{D\text{lr}}(i, j) & \text{otherwise} 
    \end{cases} \\
    f_{C\text{union}}(i, j) &= \begin{cases} 
    f_{C\text{clos}}(i, j) & \text{if } f_{C\text{res}}(i, j) \in L_{SC} \\
    f_{C\text{lr}}(i, j) & \text{otherwise} 
    \end{cases} \\
    f_{L\text{union}}(i, j) &= \begin{cases} 
    f_{L\text{clos}}(i, j) & \text{if } f_{L\text{res}}(i, j) \in L_{SL} \\
    f_{L\text{lr}}(i, j) & \text{otherwise} 
    \end{cases}
\end{align*}

where $M_D$, $M_C$, and $M_L$ are the mean pixel values of the lines $L_{SD}$, $L_{SC}$, and $L_{SL}$ in the images $f_{D\text{clos}}$, $f_{C\text{clos}}$ and $f_{L\text{clos}}$ respectively.

### 5.11 Local Edge Detection

Within the lines region, this operation determines the edges of the images $f_{km}$ $\forall k \in \{D, C, L\}$, where $f_{Dm}$, $f_{Cm}$, and $f_{Lm}$ are the images after performing a median filtering operation on the images $f_{D\text{union}}$, $f_{C\text{union}}$, and $f_{L\text{union}}$. Formally we have:

\begin{align*}
    D_{f_D}(i, j) &= \sqrt{(\Delta_x f_{Dm}(i, j))^2 + (\Delta_y f_{Dm}(i, j))^2} \\
    D_{f_C}(i, j) &= \sqrt{(\Delta_x f_{Cm}(i, j))^2 + (\Delta_y f_{Cm}(i, j))^2}
\end{align*}
\[ D_{fl}(i,j) = \sqrt{(\Delta_x f_{Lm}(i,j))^2 + (\Delta_y f_{Lm}(i,j))^2} \] (5.22)

\[ \theta_{fd}(i,j) = \tan^{-1}\left(\frac{\Delta_y f_{Dm}(i,j)}{\Delta_x f_{Dm}(i,j)}\right) \] (5.23)

\[ \theta_{fc}(i,j) = \tan^{-1}\left(\frac{\Delta_y f_{Cm}(i,j)}{\Delta_x f_{Cm}(i,j)}\right) \] (5.24)

\[ \theta_{fl}(i,j) = \tan^{-1}\left(\frac{\Delta_y f_{Lm}(i,j)}{\Delta_x f_{Lm}(i,j)}\right) \] (5.25)

where

\[ \Delta_x f_{Dm}(i,j) = f_{Dm}(i+1,j+1) + 2f_{Dm}(i+1,j) + f_{Dm}(i+1,j-1) - f_{Dm}(i-1,j+1) - 2f_{Dm}(i-1,j) - f_{Dm}(i-1,j-1) \] (5.26)

\[ \Delta_x f_{Cm}(i,j) = f_{Cm}(i+1,j+1) + 2f_{Cm}(i+1,j) + f_{Cm}(i+1,j-1) - f_{Cm}(i-1,j+1) - 2f_{Cm}(i-1,j) - f_{Cm}(i-1,j-1) \]

\[ \Delta_x f_{Lm}(i,j) = f_{Lm}(i+1,j+1) + 2f_{Lm}(i+1,j) + f_{Lm}(i+1,j-1) - f_{Lm}(i-1,j+1) - 2f_{Lm}(i-1,j) - f_{Lm}(i-1,j-1) \]

and

\[ \Delta_y f_{Dm}(i,j) = f_{Dm}(i-1,j+1) + 2f_{Dm}(i,j+1) + f_{Dm}(i+1,j+1) - f_{Dm}(i-1,j-1) - 2f_{Dm}(i,j-1) - f_{Dm}(i+1,j-1) \] (5.27)

\[ \Delta_y f_{Cm}(i,j) = f_{Cm}(i-1,j+1) + 2f_{Cm}(i,j+1) + f_{Cm}(i+1,j+1) - f_{Cm}(i-1,j-1) - 2f_{Cm}(i,j-1) - f_{Cm}(i+1,j-1) \]

\[ \Delta_y f_{Lm}(i,j) = f_{Lm}(i-1,j+1) + 2f_{Lm}(i,j+1) + f_{Lm}(i+1,j+1) - f_{Lm}(i-1,j-1) - 2f_{Lm}(i,j-1) - f_{Lm}(i+1,j-1) \]

The results after detecting the edges on the images \( f_{Dm}, f_{Cm}, \) and \( f_{Lm} \) generate images \( f_{D_{edge}}, f_{C_{edge}}, \) and \( f_{L_{edge}}. \)
5.12 Local Gap Identification and Filling

This operation uses the rules of figure 4.11 to identify and fill in the gaps in the images \( f_{D_{edge}} \), \( f_{C_{edge}} \), and \( f_{L_{edge}} \) to restore all the lost information that is not completely restored by the morphological closing operation. This process produces the images \( f_{D_{gaps}} \), \( f_{C_{gaps}} \), and \( f_{L_{gaps}} \).

5.13 Local Image Enhancement

As a final step, binarized images are produced after performing a median filtering on the following images \( f_{D_{gaps}} \), \( f_{C_{gaps}} \), and \( f_{L_{gaps}} \).

\[
\forall (i \times j) \in W_D \times H_D \quad f_{D_{gaps}}(i, j) = \text{Median}\{f_{D_{gaps}}(i-k, j-l)\forall k, l \in W\} \quad (5.28)
\]
\[
\forall (i \times j) \in W_C \times H_C \quad f_{C_{gaps}}(i, j) = \text{Median}\{f_{C_{gaps}}(i-k, j-l)\forall k, l \in W\} \quad (5.29)
\]
\[
\forall (i \times j) \in W_L \times H_L \quad f_{L_{gaps}}(i, j) = \text{Median}\{f_{L_{gaps}}(i-k, j-l)\forall k, l \in W\} \quad (5.30)
\]

where \( W_D \) and \( H_D \) are the width and the height of the image \( f_{D_{gaps}} \); \( W_C \) and \( H_C \) are the width and the height of the image \( f_{C_{gaps}} \); \( W_L \) and \( H_L \) are the width and the height of the image \( f_{L_{gaps}} \); and \( W \) is a suitably chosen window. In this work, a \( 3 \times 3 \) window is employed.

5.14 Experimental Results

Four hundred and twenty two bank cheques were used for training and 203 cheques were used for testing the performance of both approaches (the approach that uses the global thresholding technique to eliminate the background and the approach that uses a local thresholding after segmenting the document into various regions of interest). TABLE III illustrates the efficiency of the system and TABLE IV illustrates the comparative study conducted on the performance analysis of both systems. The performance analysis results were produced following the same approach as that used in Chapter 3 Section 3.8.
Figure 5.4: Local processing of extracted information.
As an interpretation of TABLE IV, line one in TABLE IV indicates the accuracy of both systems on 40 BELL cheques whose background is dark and simple and whose foreground is dark thin or dark thick. Figures 5.5, 5.6, 5.7, and 5.8 visually illustrate that the extended approach presented in this Chapter better preserve the luminance and the topological properties of the extracted items.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>Average Time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Processing Time $k \in {D, C, L}$</td>
<td></td>
</tr>
<tr>
<td>$A: f_{fit}$</td>
<td>$B: f_{thr}$</td>
</tr>
<tr>
<td>Background/Foreground $(f)$</td>
<td>$A$</td>
</tr>
<tr>
<td>D S / {t, T} D+</td>
<td>17</td>
</tr>
<tr>
<td>D S / {t, T} L+</td>
<td>17</td>
</tr>
<tr>
<td>D S / {t, T} L</td>
<td>17</td>
</tr>
<tr>
<td>D+ S / {t, T} {D+, L+, L}</td>
<td>17</td>
</tr>
<tr>
<td>D C / {t, T} D+</td>
<td>17</td>
</tr>
<tr>
<td>D C / {t, T} L+</td>
<td>17</td>
</tr>
<tr>
<td>D C / {t, T} L</td>
<td>17</td>
</tr>
<tr>
<td>D+ C / {t, T} {D+, L+, L}</td>
<td>17</td>
</tr>
<tr>
<td>D C+ / {t, T} D+</td>
<td>17</td>
</tr>
<tr>
<td>D C+ / {t, T} L+</td>
<td>17</td>
</tr>
<tr>
<td>D C+ / {t, T} L</td>
<td>17</td>
</tr>
<tr>
<td>D+ C+ / {t, T} {D+, L+, L}</td>
<td>17</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>Testing Set (none of the training images were used during testing)</th>
</tr>
</thead>
<tbody>
<tr>
<td># of images</td>
<td>Background/Foreground $(f)$ of a given cheque</td>
</tr>
<tr>
<td>40</td>
<td>DS/{t,T}D+</td>
</tr>
<tr>
<td>23</td>
<td>DS/{t,T}L+</td>
</tr>
<tr>
<td>17</td>
<td>DS/{t,T}L</td>
</tr>
<tr>
<td>31</td>
<td>D+S/{t,T} {D+,L+,L}</td>
</tr>
<tr>
<td>25</td>
<td>DC/{t,T}D+</td>
</tr>
<tr>
<td>26</td>
<td>DC/{t,T}L+</td>
</tr>
<tr>
<td>14</td>
<td>DC/{t,T}L</td>
</tr>
<tr>
<td>8</td>
<td>D+C/{t,T} {D+,L+,L}</td>
</tr>
<tr>
<td>8</td>
<td>DC+/{t,T}D+</td>
</tr>
<tr>
<td>3</td>
<td>DC+/{t,T}L+</td>
</tr>
<tr>
<td>3</td>
<td>DC+/{t,T}L</td>
</tr>
<tr>
<td>5</td>
<td>D+C+/{t,T} {D+,L+,L}</td>
</tr>
</tbody>
</table>
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Figure 5.5: Sample output images to illustrate that local thresholding as opposed to global thresholding was able to decrease the distortion of the luminance and to the topological properties of the extracted items.
Figure 5.6: (continues) Sample output images to illustrate that local thresholding as opposed to global thresholding was able to decrease the distortion of the luminance and to the topological properties of the extracted items.
Figure 5.7: (continues) Sample output images to illustrate that local thresholding as opposed to global thresholding was able to decrease the distortion of the luminance and to the topological properties of the extracted items.
<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>12.03</td>
<td>12.03</td>
</tr>
<tr>
<td>14.21</td>
<td>14.21</td>
</tr>
<tr>
<td>14.63</td>
<td>14.63</td>
</tr>
<tr>
<td>101.4/4</td>
<td>101.4/4</td>
</tr>
</tbody>
</table>

Figure 5.8: (continues) Sample output images to illustrate that local thresholding as opposed to global thresholding was able to decrease the distortion of the luminance and to the topological properties of the extracted items.
5.15 Discussion and Motivation for an Efficient Model

Section 5.1 introduced an extension of the model presented in Section 4.1 which is efficient and reliable in extracting information from cheque images only when the foreground targeted objects are dark and the background objects are lighter. However, for cases when the foreground objects are not dark, global thresholding caused a loss in the handwritten information that should be extracted from the cheque images. As a remedy to this problem, Section 5.1 introduced an extended model that processed the images and extracted the targeted information in a local approach. As a result of this extended method, the problem of having light targeted objects is solved and the system becomes better trained in extracting the targeted information. This resulted in a more robust system that is able to visualize, understand, and extract handwritten information from different types of document images that have various intensities of handwriting against a simple or a complex background.

Looking at efficiency issues one can realize that the systems in Section 4.1 and Section 5.1 have the same execution time, however, the system in Section 5.1 better preserved the topological properties of the extracted information. In a step to extend the system presented in Section 5.1 towards a more efficient model, a new dynamic morphological processing operation is presented. The purpose of the new dynamic morphological operation is to eliminate the need for further topological processing since topological processing is a time consuming operation. In the following Chapter, the new approach will be presented as well as the experimental results. The experimental results achieved by using the dynamic morphological approach advanced the efficiency of the system presented in Chapter 4 by 76.76% and the system presented in Chapter 5 by 35.98% on the average.
Chapter 6

Dynamic Morphological Processing for Better Efficient Extraction

*A new dynamic morphological closing operation to increase the efficiency of the system.*

6.1 Introduction

In most document analysis and recognition systems, straight lines are considered as one of the basic elements that should be located and eliminated to simplify the process of document analysis and recognition. The superposition or the intersection of different objects of interest found in the same area makes the process of detecting and extracting these line segments a non-trivial task, especially, if the method should preserve the valuable objects of interest that intersect with these lines. In this Chapter, a new and effective approach that detects the existence of line segments and eliminates them with the challenge of preserving the valuable information that intersects these line segments will be introduced. The new approach aims at extending the use of the very well known morphological closing operation which used a fixed structuring element as introduced in Chapters 4 and 5 towards a morphological closing operation that uses a dynamic structuring element. The new approach will restore the handwritten information that intersects the baselines that should be eliminated from the
image and reduces the need for further topological processing which is a very time consuming operation.

6.2 Methodology

As mentioned earlier the purpose of the new morphological closing operation is to reduce the need for further topological processing. In fact, the new dynamic morphological operation could be applied in two approaches: a global approach to extend the model presented in Chapter 4 and a local approach to extend the model presented in Chapter 5. Following this line, we will present both approaches. The model presented in Chapter 4 could be extended as Figure 6.1 illustrates. The model presented in Chapter 5 could be extended as Figure 6.2 illustrates. Both approaches will enhance the efficiency of the system.

As stated in Section 6.1, one can observe that the morphological closing operation could, in some cases, be seen as a detector or as a detector and a preserver of the information that intersects the baselines that should be segmented from a document image. In fact, in the cases where \( V_\Delta \) has the same orientation as that of the handwriting at the location it intersects the baselines, the morphological closing operation preserves the information at that location as illustrated in Figure 6.4 (c). In such cases, the morphological closing operation is considered as a detector and as a preserver. However, in cases where the orientation of the handwriting and \( V_\Delta \) are not the same, the morphological closing operation acts as a detector only and further topological processing is required to completely restore what was missed by the closing operation. Figure 6.4 (a) and (b) illustrate this point.

One good observation to bring out here is that all possible orientations where the handwriting intersects a baseline are finite. Moreover, for each orientation a morphological closing operation using the appropriate structuring element, that has the same orientation as the handwriting when it intersects the baselines, could be made to preserve the particular information at the intersection. Now, combining all these preserved particular information results will completely restore all the information.
Figure 6.1: System design of the extended global approach.
Figure 6.2: System design of the extended local approach.
Figure 6.3: Procedure B.
Figure 6.4: Processing using different structuring elements.
that belongs to the intersection of the baselines and the handwriting. Figure 6.5 illustrates this point.

6.3 Global Approach

Referring to Figure 6.1, the process of extracting handwritten data from a given bank cheque image $f$ is extended in the following sense: (1) eliminate the background after performing an image enhancement (average filtering) on the original image $f$; (2) locate and eliminate the baselines; (3) use the dynamic morphological closing operation that completely restores the information and reduces the need for further topological processing.

In what follows, the system that globally uses a dynamic morphological operation will be formally presented.

6.3.1 Image Enhancement

Given a gray-scale cheque image $f$, an enhanced image $f_{filt}$ is produced according to Equation 3.9.

6.3.2 Recursive Thresholding

Given $f_{filt}$, use the approach presented in Section 4.5 to segment $f_{filt}$ as follows:

$$f_{filt} = C_0 \cup C_1 \cup \ldots \cup C_p,$$

where $f_{thr} = C_p$, as illustrated in Figures 6.7 and 6.9.

6.3.3 Baseline Elimination

Given $f_{thr}$, the purpose is to produce an image $f_{lr}$ without the baselines.

$$f_{lr}(i,j) = \begin{cases} 255 & \text{if } f_{thr}(i,j) \in L \\ f_{thr}(i,j) & \text{otherwise} \end{cases}$$

where $f_{lr}(i,j)$ represents the image after the removal of line $L$ that represents a recorded baseline.
Figure 6.5: A sample process to illustrate the new approach.
6.3.4 Morphological Processing Using a Dynamic Structuring Element

Knowing the location of each baseline, one can perform a morphological closing operation on and around these baselines to reduce the processing time. Now, given \( f_{filt} \), produce the images \( f_{k'}\text{\textit{clo}} \), where \( k' \in \{1, \ldots, K'\} \), as follows:

\[
f_{k'}\text{\textit{clo}} \ast V_{k'} = (f_{filt} \oplus V_{k'}) \ominus V_{k'} \tag{6.3}
\]

where

\[
(f_{filt} \oplus V_{k'})(i, j) = \min \{f_{filt}(i + k, j + l) \mid (k, l) \in V_{\Delta k'}\} \tag{6.4}
\]

\[
(f_{filt} \oplus V_{k'})(i, j) = \max \{f_{filt}(i + k, j + l) \mid (k, l) \in V_{\Delta k'}\} \tag{6.5}
\]

and \( V_{k'} \) is a structuring element and \( V_{\Delta k'} \) is the set of coordinate points within \( V_{k'} \). Figure 6.5 illustrates this.

6.3.5 Restoring Lost Information

Knowing each baseline’s position and length, we can now process the morphological images \( f_{k'}\text{\textit{clo}} \), where \( k' \in \{1, \ldots, K'\} \), as in Figure 6.5, by thresholding baseline pixel values in each \( f_{k'}\text{\textit{clo}} \) according to the mean \( M_{k'} \) of each recorded line \( L \) in \( f_{k'}\text{\textit{clo}} \) as follows:

\[
f_{k'}\text{\textit{res}}(i, j) = \begin{cases} f_{k'}\text{\textit{clo}}(i, j) & \text{if } f_{k'}\text{\textit{clo}}(i, j) \leq M_{k'} \\ 255 & \text{otherwise} \end{cases} \tag{6.6}
\]

\[
f_{k'}\text{\textit{uni}}(i, j) = \begin{cases} f_{k'}\text{\textit{res}}(i, j) & \text{if } f_{k'}\text{\textit{res}}(i, j) \in L \\ f_{ir}(i, j) & \text{otherwise} \end{cases} \tag{6.7}
\]

\[
f_{\text{\textit{uni}}} = \bigcup_{k' \in \{1, \ldots, K'\}} f_{k'}\text{\textit{uni}} \tag{6.8}
\]
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6.4 Local Approach

Referring to Figure 6.2, the process of extracting handwritten data from a given bank cheques image \( f \) is extended in the following sense: (1) eliminate the background after performing an image enhancement (average filtering) on the original image \( f \); (2) locate the baselines and extract the required items such as date, courtesy amount and legal amount from the original image; (3) and finally, according to Figure 6.2, process locally the extracted items using the dynamic morphological closing operation that completely restores the information at the intersection between the lines to be eliminated and the handwritten information.

In what follows, the system that locally uses a dynamic morphological operation will be formally presented.

6.4.1 Image Enhancement

Given a gray-scale cheque image \( f \), an enhanced image \( f_{filt} \) is produced as in Section 6.3.1.

6.4.2 Global Recursive Thresholding

Given \( f_{filt} \), an image \( f_{thr} \) is produced as in Section 6.3.2, as illustrated in Figures 6.7 and 6.9.

6.4.3 Determination and Early Extraction of Baselines

As Section 5.5 illustrates, one can determine \( L_s = \{ L_s1, L_s2, L_s3 \} \) the finite set of baselines, representing the date baseline, the courtesy amount baseline, and the legal amount baseline. Moreover, the matrix \( M \) that describes the location description tuples can be determined to extract the set \( \alpha_f = \{ f_D, f_C, f_L \} \) which represents the finite set of filled data. As illustrated in Figure 5.3 (c), \( f_D, f_C, \) and \( f_L \) are the extracted images that will be enhanced as in Section 5.6 to produce the images \( f_{k,filt} \), \( \forall k \in \{ D, C, L \} \).
6.4.4 Local Recursive Thresholding

Locally recursive thresholding as presented in Section 4.5 can be used for background elimination of the gray-scale images \( f_{k_f} \) \( \forall k \in \{D, C, L\} \) to produce the images \( f_{k_th} = k_p \) \( \forall k \in \{D, C, L\} \).

6.4.5 Local Baseline Elimination

This operation determines the baselines \( L_{s_D}, L_{s_C}, \) and \( L_{s_L} \) in the images \( f_{D_th}, f_{C_th}, \) and \( f_{L_th} \) respectively and eliminates them to produce the images \( f_{D_l}, f_{C_l}, \) and \( f_{L_l} \) as illustrated in Section 5.8.

6.4.6 Dynamic Morphological Processing

Knowing the location of the baselines \( L_{s_D}, L_{s_C}, \) and \( L_{s_L} \) in the images \( f_{D_th}, f_{C_th}, \) and \( f_{L_th} \) respectively, a dynamic morphological closing operation is performed on and around the baselines \( L_{s_D}, L_{s_C}, \) and \( L_{s_L} \) in the images \( f_{D_f}, f_{C_f}, \) and \( f_{L_f} \) to reduce the processing time.

Formally, \( \forall k \in \{D, C, L\} \) consider \( f_{k_f} \), and produce the images \( f_{k'_{clo}} \) where \( k' \in \{1, \ldots, K'\} \), where \( K' = 3 \) is the number of different structuring elements assumed, as follows:

\[
\begin{align*}
  f_{D'_{clo}} \circ V_{k'} &= (f_{D_f} \oplus V_{k'}) \ominus V_{k'} \quad (6.9) \\
  f_{C'_{clo}} \circ V_{k'} &= (f_{C_f} \oplus V_{k'}) \ominus V_{k'} \quad (6.10) \\
  f_{L'_{clo}} \circ V_{k'} &= (f_{L_f} \oplus V_{k'}) \ominus V_{k'} \quad (6.11)
\end{align*}
\]

where \( V_{k'} \) is a structuring element and \( V_{\Delta k'} \) is the set of coordinate points within \( V_{k'} \), as illustrated in Figures 6.7 and 6.9.

6.4.7 Restoring Lost Information

Knowing the position and length of the baselines \( L_{s_D}, L_{s_C}, \) and \( L_{s_L} \) in the images \( f_{D'_{clo}}, f_{C'_{clo}}, \) and \( f_{L'_{clo}} \) respectively where \( k' \in \{1, \ldots, K'\} \), we can process these
morphological images by thresholding baseline pixel values, in \( f_{D_k'} \), \( f_{C_k'} \), and \( f_{L_k'} \) according to the mean \( M_{D_k'} \), \( M_{C_k'} \), and \( M_{L_k'} \) of the lines \( L_{sd}, L_{sc}, \) and \( L_{sl} \) as follows:

\[
f_{D_k'}(i,j) = \begin{cases} 
255 & \text{if } f_{D_k'}(i,j) \leq M_{D_k'} \\
 f_{D_k'}(i,j) & \text{otherwise}
\end{cases}
\]  
(6.12)

\[
f_{D_k'}(i,j) = \begin{cases} 
 f_{D_k'}(i,j) & \text{if } f_{D_k'}(i,j) \in L_{sd} \\
 f_{D_k'}(i,j) & \text{otherwise}
\end{cases}
\]

\[
f_{D_{union}} = \bigcup_{k' \in \{1, \ldots, K'\}} f_{D_k'}
\]
(6.13)

\[
f_{C_k'}(i,j) = \begin{cases} 
255 & \text{if } f_{C_k'}(i,j) \leq M_{C_k'} \\
 f_{C_k'}(i,j) & \text{otherwise}
\end{cases}
\]

\[
f_{C_k'}(i,j) = \begin{cases} 
 f_{C_k'}(i,j) & \text{if } f_{C_k'}(i,j) \in L_{sc} \\
 f_{C_k'}(i,j) & \text{otherwise}
\end{cases}
\]

\[
f_{C_{union}} = \bigcup_{k' \in \{1, \ldots, K'\}} f_{C_k'}
\]
(6.15)

\[
f_{L_k'}(i,j) = \begin{cases} 
255 & \text{if } f_{L_k'}(i,j) \leq M_{L_k'} \\
 f_{L_k'}(i,j) & \text{otherwise}
\end{cases}
\]

\[
f_{L_k'}(i,j) = \begin{cases} 
 f_{L_k'}(i,j) & \text{if } f_{L_k'}(i,j) \in L_{sl} \\
 f_{L_k'}(i,j) & \text{otherwise}
\end{cases}
\]

\[
f_{L_{union}} = \bigcup_{k' \in \{1, \ldots, K'\}} f_{L_k'}
\]
(6.17)

### 6.5 Experimental Results

This approach is tested on different types of document images such as bank cheques in Figures 6.6 and 6.7 and other business documents where there is a need to detect
Figure 6.6: A sample cheque processing using the extended approach.
and eliminate baselines that intersect valuable information in Figures 6.8 and 6.10, as well as music notation documents in Figure 6.9.

Five hundred real life bank cheques were used to train the systems presented in Section 6.3 and Section 6.4 and 229 different cheques were used to test its performance.

**TABLE V** and **TABLE VI** summarize the performance of the systems as presented in Section 6.3 and Section 6.4 respectively. Moreover, **TABLE VII** compares the performance of the new approaches and the one presented in Chapter 4. From [28] it is clear that the system requires more time as the complexity of the document increases because further topological processing is required to preserve the information loss after the elimination of the baselines.

Compared with the experimental results of Chapter 4, **TABLE IV** shows a remarkable increase of 76.76% of the average processing time in the efficiency of the new approach of Section 6.3. Moreover, **TABLE VI** shows another important advancement of 35.98% in the efficiency of the system described in Section 6.4 when compared with the efficiency of the system presented in Chapter 5. In fact, this is true because the new approach which presented a new morphological closing operation that uses a dynamic structuring element acts as a feature detection and as an information preservation operation that eliminated the need for further topological processing.

<table>
<thead>
<tr>
<th><strong>TABLE V</strong></th>
<th>Applying dynamic morphology globally ( (K' = 3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Background/Foreground ( (f) )</strong></td>
<td>( f_{\text{fill}} )</td>
</tr>
<tr>
<td>D S / {t, T} D+</td>
<td>17</td>
</tr>
<tr>
<td>D S / {t, T} L+</td>
<td>17</td>
</tr>
<tr>
<td>D S / {t, T} L</td>
<td>17</td>
</tr>
<tr>
<td>D+ S / {t, T} {D+, L+, L}</td>
<td>17</td>
</tr>
<tr>
<td>D C / {t, T} D+</td>
<td>17</td>
</tr>
<tr>
<td>D C / {t, T} L+</td>
<td>17</td>
</tr>
<tr>
<td>D C / {t, T} L</td>
<td>17</td>
</tr>
<tr>
<td>D+ C / {t, T} {D+, L+, L}</td>
<td>17</td>
</tr>
<tr>
<td>D C+ / {t, T} D+</td>
<td>17</td>
</tr>
<tr>
<td>D C+ / {t, T} L+</td>
<td>17</td>
</tr>
<tr>
<td>D C+ / {t, T} L</td>
<td>17</td>
</tr>
<tr>
<td>D+ C+ / {t, T} {D+, L+, L}</td>
<td>17</td>
</tr>
</tbody>
</table>
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TABLE VI

<table>
<thead>
<tr>
<th>Background/Foreground (f)</th>
<th>( f_{fitt} )</th>
<th>( f_{thr} )</th>
<th>( f_k )</th>
<th>( f_{kthr} )</th>
<th>( f_{ktr} )</th>
<th>( f_{ktrlos} )</th>
<th>( f_{kunion} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>D S / {t, T} D+</td>
<td>17</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D S / {t, T} L+</td>
<td>17</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D S / {t, T} L</td>
<td>17</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D+ S / {t, T} {D+, L+, L}</td>
<td>17</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D C / {t, T} D+</td>
<td>17</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D C / {t, T} L+</td>
<td>17</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D C / {t, T} L</td>
<td>17</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D+ C / {t, T} {D+, L+, L}</td>
<td>17</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D C+ / {t, T} D+</td>
<td>17</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D C+ / {t, T} L+</td>
<td>17</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D C+ / {t, T} L</td>
<td>17</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
<tr>
<td>D+ C+ / {t, T} {D+, L+, L}</td>
<td>17</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>( k' )</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE VII illustrates the fact that the new approach saved a large amount of processing time as the complexity of the document increases. This, in fact, highlights an important phenomenon of such an approach especially in systems that deal with large document images like musical notations and map documents where detection and extraction of baselines with the challenge of preserving the information that intersects these lines is a very important issue to consider.

In TABLE VII, \( T_1 \) is the total processing time of the system in Chapter 4 and \( T_2 \) is the total processing time of the system presented in Section 6.3, and \( P \) is the percentage of saving in the processing time between these systems. Moreover, \( T_3 \) is the total processing time of the system in Chapter 5 and \( T_4 \) is the total processing time of the system presented in Section 6.4, and \( P' \) is the percentage of saving in the processing time between these systems.
### TABLE VII

<table>
<thead>
<tr>
<th>Background/Foreground ( (f) )</th>
<th>( T_1 )</th>
<th>( T_2 )</th>
<th>( P )</th>
<th>( T_3 )</th>
<th>( T_4 )</th>
<th>( P' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>D S / {t, T} D+</td>
<td>129</td>
<td>31</td>
<td>75.97</td>
<td>37</td>
<td>26</td>
<td>29.73</td>
</tr>
<tr>
<td>D S / {t, T} L+</td>
<td>134</td>
<td>31</td>
<td>76.87</td>
<td>38</td>
<td>26</td>
<td>31.58</td>
</tr>
<tr>
<td>D S / {t, T} L</td>
<td>139</td>
<td>31</td>
<td>77.70</td>
<td>41</td>
<td>26</td>
<td>36.58</td>
</tr>
<tr>
<td>D+ S / {t, T} {D+, L+, L}</td>
<td>143</td>
<td>31</td>
<td>78.32</td>
<td>41</td>
<td>26</td>
<td>36.58</td>
</tr>
<tr>
<td>D C / {t, T} D+</td>
<td>135</td>
<td>34</td>
<td>74.81</td>
<td>41</td>
<td>28</td>
<td>31.71</td>
</tr>
<tr>
<td>D C / {t, T} L+</td>
<td>139</td>
<td>34</td>
<td>75.54</td>
<td>42</td>
<td>28</td>
<td>36.36</td>
</tr>
<tr>
<td>D C / {t, T} L</td>
<td>145</td>
<td>34</td>
<td>76.55</td>
<td>44</td>
<td>28</td>
<td>39.13</td>
</tr>
<tr>
<td>D+ C / {t, T} {D+, L+, L}</td>
<td>153</td>
<td>34</td>
<td>77.78</td>
<td>46</td>
<td>28</td>
<td>36.36</td>
</tr>
<tr>
<td>D C+ / {t, T} D+</td>
<td>145</td>
<td>34</td>
<td>76.55</td>
<td>44</td>
<td>28</td>
<td>39.13</td>
</tr>
<tr>
<td>D C+ / {t, T} L+</td>
<td>151</td>
<td>34</td>
<td>77.48</td>
<td>46</td>
<td>28</td>
<td>36.36</td>
</tr>
<tr>
<td>D C+ / {t, T} L</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>46</td>
<td>28</td>
<td>39.13</td>
</tr>
<tr>
<td>D+ C+ / {t, T} {D+, L+, L}</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>46</td>
<td>28</td>
<td>39.13</td>
</tr>
</tbody>
</table>

### 6.6 Discussion and Motivation to Increase the Throughput of the System

Chapter 4 introduced a novel approach for processing the gray-scale images of bank cheques towards the extraction of specific fields located inside these documents. Chapter 5 is presented to increase the productivity and Chapter 6 introduced a very powerful dynamical morphological processing technique that increased the efficiency of the system and eliminated the need for further topological processing.

As a step to increase the throughput of the system, it is necessary to develop intelligent techniques to extract the targeted information for the gray-scale bank cheques when the background is very dark and contains multi-objects that should be segmented against a lighter handwritten information. As pointed out in Table I - Table V, the systems accuracy is 0% in such cases. In the following Chapter, a new bottom-up approach that tackled this problem is presented.
Figure 6.7: Processing using the extended approach on a more complicated cheque image.
Figure 6.8: A sample document processing using the extended approach.
Figure 6.9: Another document processing using the extended approach.
Figure 6.10: Another document processing using the extended approach.
Chapter 7

A Bottom-up Approach for Automatic Item Extraction from Cheque Images

A bottom-up approach.

7.1 Automatic Extraction of Baselines and Data from Images

In this Section we will briefly introduce the work done in [113], where a new bottom-up approach to extract data from cheque images is proposed. The new approach is based on the a-priori information about the position of data on cheques; this a-priori information will help in the determination of printed baselines on cheques and facilitates the process of layout understanding to properly extract different items from the cheque images. This approach viewed document images starting by the pixel value in a step to distinguish between the pixels that belong to the background and the pixels that belong to the foreground. Having recognized the foreground objects, the system recognizes the baselines that must be eliminated and extracts the required items. The experimental results performed on the CENPARMI real life testing bank cheque images obtained from Bell Quebec showed that the system is efficient and robust.
7.2 Methodology

After scanning the cheque image and converting it to a grey image, as shown in Figure 7.1 (a), preprocessing is applied to produce two more images, (1) the image of candidate edge points and, (2) the image of edge directions. Based on the two new images and the original grey scale image, baselines on the cheque image are located and properly extracted. Then, using apriori information about the layout of Canadian cheques the system can locate and extract the appropriate baselines from the scanned cheque image. This will help to get a clear description of the cheque by analyzing the extracted baselines. Once the layout analysis is performed, the system proceeds to extract the legal amount, courtesy amount and the date. In extracting these three items, the system will determine the sub-image regions which contain these items, extract them, remove the touching baselines, and pass the extracted items to other recognition models such as [181].

In the following Section, we will briefly present the proposed approach.

7.3 Document Image Segmentation

In this approach, we aim at describing the structure of the processed cheque image to locate the zones which contain the courtesy amount, legal amount and date. For that reason, our first goal is to look for the baselines, i.e., the preprinted straight lines on cheques. The method of extracting these baselines is based on edge images.

As pointed out in [113], preprocessing is completed through two steps: first an edge image is applied to the cheque image to calculate its gradient images (both edge strength and normal direction images), then a thresholding technique is used to select the candidate edge point and to calculate the modified normal direction of edges. The well-known Sobel operator is employed in this system because it is simple and effective in the presence of noise, and can provide gradient directions of edge points.

The key in using the edge detectors, including Sobel operator, is to determine a threshold which differentiates between edge and non-edge pixels in a given image.
In tackling this problem, a local thresholding technique is preferred as opposed to a global thresholding technique because a global thresholding technique will produce thick edges in some regions and thin and broken edges in some other regions. However, a local thresholding technique will be much more reliable because each region will have a threshold value that is different than the threshold value of other regions.

As a result of preprocessing, the output images of candidate edge points and the image of edge direction are produced for further processing.

### 7.4 Extraction of Baselines

Canadian cheques have lines pre-printed on them. Information is expected to be written or printed above and around these lines. These lines are always parallel to each other on the cheque image. Therefore, these baselines will be extracted based on the analysis of the line segments of edge points as calculated in Section 7.3.

First, we apply the least square fitting technique to the line segments extracted from the edge image. This helps to determine an initial estimation of the parameters of the straight line segments and the direction of baselines. Second, to refine the calculated parameters and the direction angle of baselines in a global manner, a proposed method based on Hough transform technique is presented. Moreover, a special technique is employed in order to re-connect those broken straight line segments that belong to the same baselines. The broken straight line segments exist because of touching or crossing strokes of handwritings.

### 7.5 Extraction of Targeted Information

Having located and identified the location, size and orientation of each straight line segment in the cheque image, it is very important at this stage to analyze the layout structure of the cheque image. Layout analysis is facilitated by having apriori knowledge about the layout structure of the real life cheque images. Based on the apriori knowledge and the knowledge gathered by the system about the straight line segments, layout analysis is performed to identify the regions in the cheque image
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Figure 7.1: A sample output to demonstrate the approach.
that contains the information to be extracted.

After performing the layout analysis of the cheque image, the bounding and searching regions of each item to be extracted are determined, see Figure 7.1 (b). In real-life cheques, the strokes of a legal amount frequently touch or cross the baselines. Based on this research, it can be concluded that for the legal amount, touching and crossing mainly occur between its strokes and the baseline. The strokes may also touch the payee baseline, but the probability of the strokes touching the payee baseline or a baseline other than the legal amount baseline is very low. Therefore, based on this reasoning, the searching region and bounding region for the item to be extracted are determined. Of course, the searching and bounding regions of different items are different because different items are located in different regions in the cheque image; however, the methodology of determining the searching and bounding regions for these items follows the same concept.

After the searching and bounding regions of each targeted item are determined, the system will consider these regions for each item to estimate the grey level distributions for each item Figure 7.1 (c). This helps to distinguish between the grey level distributions of the handwritten data and other pixels. Once the grey level distribution of each item is determined, thresholding is performed in order to segment the handwritten data from the background as shown in Figure 7.1 (d).

Now, extraction of the items is done by finding the connected components of which the grey values of their connected points are lower than a threshold $T$ within a restricted region. All the initial points for tracing out the connected points must be from the searching region and all the connected points must be restricted within the bounding region. A constraint based on the concepts of row region straight line segments and column region straight line segment can be incorporated in the above connected component tracing to enhance the quality of block images of items. See results shown in Figure 7.1 (e) and (f).
7.6 Separation of Strokes from Connected Lines

The connected components extracted from a cheque image may contain both strokes and lines which either touch or cross each other, or the baselines, or occasionally the bounding box lines of the courtesy amount (these cases can be verified by checking if there are baselines inside the block regions corresponding to courtesy amount items.) Therefore, post-processing is needed to remove such lines which do not belong to the strokes of the legal amount and date from the connected components. An effective technique of separating strokes from connected baselines has been developed based on the morphological closing operation and topological processing [28]. The basic idea to separate baselines from an extracted item is that the whole baseline is first removed from the item image and then the lost information corresponding to the strokes of data is restored by using both morphological and topological processing.

7.7 Experimental Results

An automatic cheque item extraction system has been developed in the X-windows environment of a Sun-Sparc/SunOS. The system accepts as an input a scanned grey level image as a ‘tiff’ image format. As an output, the system provides three extracted images: (1) the legal amount item, (2) the courtesy amount item, and (3) the date item. A total of 500 real-life bank cheque images, scanned at Bell Quebec is used in the training phase of the system. Experimental results indicate that the proposed approach is promising and its performance is encouraging.

Figure 7.2 provides the results of processing two sets TEST 1 and TEST 2 of real cheques from Bell Quebec. Each set contains 200 grey cheque images different from the training data set. The experiments showed that all the baselines on these 400 cheque images were correctly extracted. Figure 7.2 illustrates the results of layout analysis for the cheque images of TEST 1 and TEST 2. The structural description of 5 cheques in TEST 1 and 4 cheques in TEST 2 were not derived by the system due to broken, missing or distortion of baselines on these cheque images.

In Figure 7.2, the results of extracting the items from 195 cheques of TEST 1 and
## Experimental Results

<table>
<thead>
<tr>
<th>Structural Description</th>
<th>Correct</th>
<th>Substitution</th>
<th>Rejection</th>
<th>Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 Cheques (TEST 1)</td>
<td>97.50%</td>
<td>0</td>
<td>2.50%</td>
<td>100%</td>
</tr>
<tr>
<td>200 Cheques (TEST 2)</td>
<td>98.00%</td>
<td>0</td>
<td>2.00%</td>
<td>100%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Item Extraction</th>
<th>TEST 1 195 (200 X 97.5 %)</th>
<th>TEST 2 196 (200 X 98.0 %)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Citems</td>
<td>Mitems</td>
</tr>
<tr>
<td>Legal Amount</td>
<td>99.49%</td>
<td>0.51%</td>
</tr>
<tr>
<td>Courtesy Amount</td>
<td>97.95%</td>
<td>2.05%</td>
</tr>
<tr>
<td>Date</td>
<td>99.49%</td>
<td>0.51%</td>
</tr>
</tbody>
</table>

Figure 7.2: Experimental results of TEST1 and TEST2. A courtesy amount when processed by the courtesy amount recognition system is considered correct if it is equal to the courtesy amount as observed by a human.
196 cheque images of TEST 2, respectively, are provided, where Citems and Mitem indicate that the items which can or cannot be correctly located and extracted. It can be concluded from Figure 7.2 that the proposed approach [113] is very effective in locating and extracting different items from the cheque images.
Chapter 8

Experimental Results and Future Directions

Performance Analysis of the Experimental Results and Future Research Direction.

To evaluate the efficiency and the reliability of any item extraction system, it is very important to consider presenting the extracted items to different professional item processing systems that are able to recognize and explicitly give quantitative information that help in judging the quality of an item extraction system. In following up with this line, in this Chapter we will present the experimental results obtained by the date processing system whose input is the extracted date item. Moreover, the experimental results obtained by the legal amount processing system whose input is the extracted legal amount will also be presented. As a final step, a more detailed quantitative performance analysis technique will be presented on the experimental results obtained after presenting the extracted courtesy amount to the courtesy amount processing system. The quantitative performance analysis technique used to quantify the goodness and the reliability of the extracted courtesy amount will be used in our future direction research to produce quantitative measures to quantify the goodness and the reliability of the extracted date and legal amount.

In what follows, we will briefly describe the novelty of these item processing systems as presented by Suen et al. [199].
8.1 Date Zone Processing System

Developing an effective date processing system is very challenging owing to the high degree of variability and uncertainty present in the dates handwritten on standard bank cheques which sometimes include complicated background images which are difficult to eliminate. Some of these variations and problems are shown in Figures 8.1 - 8.5.

The contents of a date can be either pure numeric or a mixture of letters (for month) and numerical (for day and year). Month can be written before or after the day as illustrated in Figures 8.2 and 8.3. Since no a priori knowledge is available about the format or style used, it is very difficult and computationally inefficient to develop a system to process the entire date zone at the same time. Therefore, segmentation is introduced so that the problem can be reduced to the separate processing of cursive or handprinted words and numerals.

In processing the date zone images, work should be focused on segmenting a given handwritten date zone image into three subimages, and creating hypotheses to assign such subimages to the day, month, or year field, and to decide the writing style of the month word.

One segmentation has been implemented effectively by passing numeric fields to the recognizer of Section 8.3. Alphabetic fields, when written cursively, can be processed by the cursive word recognizer used for legal amount processing (Section 8.2), after this classifier has been trained on the lexicon of month words and their abbreviations.

When the day and month fields are both numeric, then a parser would be applied to select the acceptable interpretations of the candidate day and month (since these can be written in either order). Naturally, some ambiguities cannot be resolved by this process; for example, the interpretation of “5-10-1995”, “03-10-1995” must be left to the user as Figure 8.4 illustrates.
Figure 8.1: Extracted date zones with noise due to light handwriting against a dark background.
Figure 8.2: Variations and difficulties with date zone processing.
Figure 8.3: Variations and difficulties with date zone processing (continue).
Figure 8.4: Variations and difficulties with date zone processing (continue).
Figure 8.5: Variations and difficulties with date zone processing (continue).
8.1.1 Date Zone Segmentation

Because of the variations described in Section 8.1, date zone image segmentation is a complicated problem for which the following solution according to Lam et al. [124] and Suen et al. [199] is presented:

1. Given that the year is always written after the printed "19" on all bank cheques, by locating the printed "19," the date zone image can be initially segmented into two subimages, one for the year field (named Year subimage), and the other for the day and month fields (denoted by Day&Month subimages).

2. Punctuations such as slash ("/"), hyphen ("-"), period ("."), and comma (",") that appear inside the Day&Month subimage can function as separators for the day and month fields. They can also help to indicate the writing style of the date zone image and the type of the month field. Therefore, by detecting punctuations, a segmentation can be attempted, and hypotheses can also be generated of each field.

3. If no punctuation is detected inside the Day&Month subimage (except at the end), then the maximum gap must be located for the purpose of segmentation.

4. If punctuations are detected in the Day&Month subimages, different strategies for segmentation and hypotheses are generated according to the number and types of punctuations detected as well as their positions within the subimage.

8.1.2 Punctuation Detection

The features used in [199] to describe punctuation can be divided into shape and spatial features according to Seme et al. [185]. The former describes the shape of the connected component itself, while the latter indicates its location in the Day&Month subimage.

1. Shape Features: The shape features used are the following:
- **high_density**: That is the ratio of the number of black pixels to the area of the bounding box. Usually hyphens and periods return high values.

- **narrow**: This is measured by the maximum width of a component divided by its length.

- **flat**: The opposite of narrow.

- **slope**: This measures whether the majority of contour pixels have approximately the same slope.

- **small**: The size of the component is compared with both the average component size on the same image and the average period and comma sizes encountered in the training set.

- **Simple_curve**: This is true when “most” rows and columns of the connected component contain only one run of black pixels.

- **no_innerloop**: This condition is used in testing all punctuations and the printed “1,” to narrow the scope for punctuation detection.

2. The location of a connected component in the entire date image as well as its position relative to its neighbours are of significant importance for punctuation detection. The four punctuations considered in this application normally appear at different locations. Slashes usually extend from the top to the bottom of the entire image, hyphens tend to appear in the middle, and periods and commas occur at relatively low positions.

To implement spatial features, it is necessary to define the upper-half and lower-half reference lines of the date image. In this approach, the number of runs is used to determine them. First, the maximum number of runs, \( \text{max\_run} \), is found for the entire \text{date\_zone} image. Then, starting from the top of the image, the first scan line having \( \text{max\_run}/2 \) runs is defined as the upper-half reference line, and the first line reaching \( \text{max\_run}/2 \) the bottom line defined as the \text{lower\_half} reference line.

The spatial features used are:
• `exceed_neighbor` (for slashes),
• `in_middle_zone` and `mid_to_neighbor` (for hyphens),
• `below_lower_half` and `low_to_left` (for periods and commas).

3. Procedure for Punctuation Detection As the four punctuations considered have different characteristics, different feature combinations are used to detect them:

• `narrow` and `exceed_neighbor` for slash.
• `high_density, flat, at_middlezone`, and `mid_to_neighbor` for hyphen.
• `high_density, small` and `below_lowerhalf` for period.
• `narrow, small, and below_lowerhalf` for comma.

For efficiency, the `no_innerloop` and `simple_curve` features are used to exclude all unlikely candidates from punctuation detection. In addition, only those components with a height taller than that of the image middle zone are checked for slashes, while only those having the `low_to_left` attributes are tested for periods and commas. The rest are checked for hyphens only.

To compute the likelihood of a connected component being a certain punctuation, we currently use the average confident value obtained for each feature set.

8.1.3 Maximum Gap Detection

Many algorithms have been published to compute the distance between pairs of connected components. However, most of them become more complicated when the connected components overlap each other. Suen et al. in [199] introduced an effective and computationally efficient algorithm for locating the maximum gap between connected components. Its performance is very good when connected components are horizontally overlapping or skewed.

The procedure works as follows:

1. Scan each line within the middle zone from left to right.
2. During each scan, record the two connected components where the distance between them is the maximum for this line.

3. After scanning all lines, the two connected components between which the maximum distance occurs most frequently are considered to be separate by the maximum gap.

8.1.4 Segmentation by Hypothesis

According to the number of punctuations detected within the date image, their types and their positions, a set of heuristic rules [199] have been developed to segment the subimage into two parts to assign the parts to the day and month fields, and to hypothesize whether the month field is written in letters or digits.

1. If no punctuation is detected, the image is segmented according to the maximum gap. By comparing the width of the two segments, the one with the larger width is assigned to the month field written in letters, and the one with a smaller width is assigned to the day field.

2. Suppose one punctuation is detected. When this occurs at the end of the subimage, it is removed if it is either a period or comma, and it is ignored if it is either a slash or a hyphen. When the punctuation occurs inside the Day&Month subimage and it is either a slash or a hyphen, then the subimage is segmented at the position of that punctuation. Comparing the widths of the two segments, the one that is at least twice as wide as the other one is assigned the month field written in letters. Otherwise, the segment before the punctuation is assigned the month field written in numeric, and the one after it is assigned the day field.

3. Suppose two punctuations are detected. If they have the same type and one of them occurs at the end of the subimage, then it is removed; otherwise the one with higher confidence value is used, and the other is ignored. If a slash is detected after a period or comma, this slash is probably confused with the
digit "1." Therefore, we ignore the slash, and proceed with segmentation and hypotheses as in Step 2. Otherwise, we select the more likely candidate between the two punctuations, using their confidence values and corresponding weights. The weight for each punctuation type is the correct recognition rate of this punctuation on the training set.

8.1.5 Experimental Results of Segmentation

According to [199] one thousand date images obtained from CENPARMI cheques have been used to train the segmentation system. The experimental results are presented in TABLE VIII.

<table>
<thead>
<tr>
<th>Date Zone Experimental Results</th>
<th>Date Zone Training Set of 1000 images</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reject 1</td>
</tr>
<tr>
<td>Number</td>
<td>14</td>
</tr>
<tr>
<td>Rate</td>
<td>1.4 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Date Zone Testing Set of 261 images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
</tr>
<tr>
<td>Rate</td>
</tr>
</tbody>
</table>

In TABLE VIII, Reject 1 represents the rejection cases due to improper binarization, as illustrated in Figure 8.1; Reject 2 represents the rejection cases due to printed "19" that is connected to neighbouring handwritten data as illustrated by the handwritten dates "26 / 07 1995" in Figure 8.3, and "26 JUILLET 1995" in Figure 8.2; Reject 3 represents the rejection due to complete touching of Day&Month subimages as illustrated by the handwritten date "28 septembre19 95" in Figure 8.2; Correct 1 excludes the images rejected and Correct 2 includes all images.

A total of 261 date images have been used to test the segmentation system, based on the statistics (used to obtain thresholds for feature algorithms) collected from the training set. The results are shown in TABLE VIII.
8.2 Legal Amount Processing System

The processing of legal amount involves the recognition of unconstrained handwritten cursive words, which remains an extremely challenging problem owing to the great variability in handwriting styles and handwriting devices. Figures 8.6 - 8.8 illustrate some of the extracted legal amounts. Current research aims at developing systems for limited domain applications where a defined lexicon plus a well constrained syntax help provide a feasible solution to the problem. The method proposed by Guillevic in [45] is global in nature and avoids the difficult segmentation stage of common word recognition techniques.

8.2.1 Preprocessing

The most significant preprocessing step that is needed in [45] and [199] is to perform a slant normalization. The average slant of a word is computed by the analysis of slanted vertical histograms at various angles. The heuristic for finding the average slant is to look for the greatest positive derivative in all of the slanted histograms computed. The image is then corrected through a shear transformation.

8.2.2 Global Word Features

Seven different types of global features, according to [45], are extracted: ascenders, descenders, loops, an estimate of the word length, as well as vertical, horizontal and diagonal strokes. The system will look at the ascenders (descenders) by following the upper (lower) outer contour of the word. For coding into a feature vector, as ascender is said to occur at the midpoint between its starting and finishing points. Loops are detected as inner contours. The system estimates of the word “length” is the number of “central threshold crossings”. Strokes in four directions are extracted using mathematical morphology operators. The size of the structuring element has been determined empirically relative to the average stroke thickness.
Figure 8.6: Extracted legal amounts with noise due to light handwriting against a dark background.
Figure 8.7: Variations and difficulties with French legal amount processing.
Figure 8.8: Variations and difficulties with English legal amount processing.
8.2.3 Feature Vector

In the classification scheme, the system as presented in [45] and [199] differentiates between input and class feature vectors. The input feature vector is computed when features are extracted from some input image. When the system attempts to classify the input word, for each class in the lexicon used the system converts this input feature vector to the class feature vector specified to the class being considered. The word feature vector consists of 11 components, namely, the relative position of ascenders, descenders, loops, strokes as well as the number of ascenders, descenders and loops, and finally the word length.

When an ascender is detected in some input image, its position relative to the input width is computed. For example, suppose an ascender is detected at the position 85% in some input word. When it is matched to the class "and," which is a three-letter word, the detected ascender will be converted into an ascender at the third position in the word.

8.2.4 Classification

According to [45] the feature vector of each image consists of 11 components. To compute the distance between two feature vectors the system considers 11 sub-distances between the corresponding sub-vectors. The final distance measure is taken as a weighted sum of those sub-measures. A minimum shift distance, which measures the distance of the shifting needed to have the two sub-vectors match is designed. This heuristic incorporates the intrinsic notion of position features, and it is sufficient for this purpose.

The distance from one input vector to a training feature vector is then computed as a weighted average of the 11 sub-distances. The 11 weights have been optimized by a genetic algorithm [70]. For an input image, its distance from each lexicon class is determined as the average distance from the $k$ nearest samples of that class, and the classes are ranked according to distance.

A grammar has been designed to parse the results of the word recognizer. For
each word in the legal amount, the word recognizer outputs a ranked list of the top 10 possibilities, from which the parser produces a ranked list of possible legal amounts with corresponding distance measures.

### 8.2.5 Experimental Results

As stated in [199], the word recognizer has been trained on a set of 1496 legal amounts (5322 words) obtained from the CENPARMI database of real life bank cheque images, and tested on a different set of 712 amounts (2515 words). The results of the system global classifier on those images are shown in **TABLE IX** [199]. Note that these results correspond to the words taken in isolation, and can result from the use of the parser.

<table>
<thead>
<tr>
<th></th>
<th>Language</th>
<th>Lexicon Size</th>
<th>1 %</th>
<th>2 %</th>
<th>5 %</th>
<th>10 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>GuilleVIC and Suen</td>
<td>English</td>
<td>32</td>
<td>72.6</td>
<td>84.0</td>
<td>94.3</td>
<td>98.4</td>
</tr>
<tr>
<td>Gilloux et al.</td>
<td>French</td>
<td>27</td>
<td>79</td>
<td>87</td>
<td>95</td>
<td>98</td>
</tr>
</tbody>
</table>

Based on the analysis done on the results, it is noted that the classifier performs better on those words that have distinctive global features such as "hundred", "thousand" or "and". The distinction between some word classes is problematic. For example, "Nine" and "One" have similar features: an ascender at the beginning of the word and a loop at the end, the loop in the "O" not being a robust feature. Therefore, there is a need to extract another important feature for a fast reader [71], namely, the characters adjacent to blank spaces.

### 8.3 Courtesy Amount Processing System

According to [199], the input to this system is a binarized image that represents the extracted courtesy amount from a given bank cheque image. The output could be a numerical number that corresponds to the correctly recognized input, a rejected output image, or an output error image. In what follows we will briefly present the steps required to process the input image.
- Removal of spurious connected components;
- Grouping together of related components;
- Splitting apart of connected characters;
- High-performance digit recognition with noise detection.

It is understood that the digit recognizer is the last step after extracting all required information. It must be able to recognize its target classes with high accuracy as well as reject wrong segmented data. Its role is therefore not just as a specialist in its target classes, but also as a specialist in rejecting all other classes.

The common strategy of repeated segmentation to obtain a confident recognition result has been used in the present system, especially in the connected digit splitter, and to a lesser extent in the grouping of broken characters.

The steps in the courtesy amount recognition procedure as presented by Suen et al. in [199] are:

- Locate connected components.
- Remove components with perimeter below a minimum length.
- Reject images with more than a threshold number of components and images with disproportionately wide components.
- Sort components left to right.
- Do a context-free classification of each object into one of 14 classes chosen from the 10 digits, dash, period comma, or other.
- Group components of potentially broken characters together.
- Submit multicomponents groups to the digit classifier.
- Disband certain groups rejected by the digit classifier.
- Submit previously rejected single components to the digit splitter/classifier.
• Reject any courtesy amount that yields one or more rejected symbols or that yields a splitting result of more than two digits for a single connected component.

Connected components are found by tracing contours using the algorithm given in [197]. Sorting of components is by the average value of contours perimeter horizontal ordinates. Digit recognition is done by extracting features for classification by neural networks to be described later.

Low-level grouping is done by grouping together components with stroke tips that are within a threshold distance of each other. Higher-level grouping is done by grouping dashes in the upper part of the image with their neighbouring component on the left; and grouping any “1” together with any upper image component on its left (for possible “4”s). These criteria can result in over grouping; hence, the need for some backtracking. At the current stage of development disbanding of a group in step 8 is done only if the group has two components, and if at least one of those components had a confident recognition result from step 5.

Recognition of punctuation marks is based entirely on three features of component contours: length of contour cumulative straightness of contour segments between stroke tips in the component, and cumulative slopes of these segments.

8.3.1 Digit Splitter

The digit splitter operates by attempting to segment and recognize the leftmost digit from a connected component as presented by Strathy et al. [198]. If successful, it then attempts to recursively recognize the remainder of the digit string. For each digit according to [199], it tries up to five possible segmentations where each segmentation is associated a confidence recognition value to separate each digit in the string. In other words, the procedure works as follows:

1. Attempt to recognize the component as a single digit. If recognition is successful, return the recognizer result.

2. Otherwise, generate a list of possible segmentations.
3. Attempt up to five segmentations until a confident recognition of the left component is achieved. If unsuccessful then return a rejection result.

4. If the leftmost digit has been recognized, recursively process the remaining rightmost components.

5. If the rightmost component yields a confident recognition, concatenate it to the result for the left hand digit and return the symbol string; otherwise, resume step 3.

8.3.2 Neural Network Classifier

As stated in [199], digits are recognized by a combination of three backpropagation neural networks using different sets of input features. The combined decision is obtained from the sum of the outputs. Of the three networks, network A uses the pixel distance features described below, while networks B and C use the size-normalized image pixels.

1. Pixel Distance Features: These consist of two features for each pixel, measured in the horizontal and vertical directions. The horizontal pixel distance feature (PDF) of a given pixel gives the direction and distance from that pixel to the nearest black pixel in the same horizontal scan line. The direction is indicated by the sign: negative if the nearest black pixel is to the right, positive if to the left, as shown in Figure 8.9. Moving away from a black pixel in either direction, the absolute PDF values count upward. At the midpoint between two black pixels the absolute PDF value is maximum. Vertical PDFs are analogous.

2. Preprocessing: Network A uses the following preprocessing steps:

- Thin the input image.

- Extract horizontal and vertical PDFs.

- Average each PDF array to $12 \times 14$ high such that values lie in the range $[-1, +1]$. 
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Figure 8.9: An example to illustrate the horizontal pixel distance feature array of the character “8”.

<table>
<thead>
<tr>
<th></th>
<th>-1</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-2</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>-2</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-2</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>
Figure 8.10: Examples of courtesy amount recognition.
Figure 8.11: Examples of courtesy amount recognition (continue).
Figure 8.12: Examples of courtesy amount recognition (continue).
Figure 8.13: Examples of courtesy amount recognition (continue).
Preprocessing for net $B$ is very simple: The input image is scaled to $16 \times 16$. For net $C$ the input image is rotated by $45^\circ$ before scaling as in net $B$.

3. **Architecture:** Each network has three layers. Net $A$ is fully connected, having 336 inputs, 70 hidden, and 10 output units. Nets $B$ and $C$ are not fully connected, and they have the same architecture, with 256 input, 560 hidden, and 10 output units. Each block of 20 hidden units is connected to a triplet of contiguous rows or columns of the input layer. Half of the hidden units are connected to row triplets of the input, and the other half are connected to column triplets. The triplets are allowed to overlap. The hidden layer is fully connected to the output layer.

4. **Training and Results:** Each network was trained on the 18,468 training samples of the CEDAR-CD-ROM [84] to higher than 99.8% recognition. Recognition results on the 2711 numerals in the CEDAR BS and the 2213 samples in the GoodBS sets are given in **TABLE V**. These results include the zero rejection recognition rates for the individual networks as well as their combination by output summation, and they are comparable to the results reported in [125].

The training and testing sets represent the quality of data encountered in a real application. Extremely noisy images that result from binarization problems are normally detected at the segmentation stage, from the presence of too many or oversize objects, and these objects are usually not passed to the classifier. Pepper noise is removed before classification. Experience with this classifier, according to [199], indicates that reasonable results can be expected even from badly broken digits. At present, high accuracy recognition produces a high number of no-decision (rejection) results, i.e., the system chooses to reject a digit rather than risk a wrong decision. Correct results can be expected from the current prototype if the input consists of clearly written and well separated characters chosen from the class "0"-"9", "_" and "-".
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<table>
<thead>
<tr>
<th>TABLE X</th>
<th>Recognizer's Experimental Results</th>
<th>CEDAR BS and GoodBS Test Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A %</td>
<td>B %</td>
</tr>
<tr>
<td>BS</td>
<td>96.27</td>
<td>96.24</td>
</tr>
<tr>
<td>GoodBS</td>
<td>98.51</td>
<td>98.46</td>
</tr>
</tbody>
</table>

In conclusion, extremely high-digit recognition performance is a practical necessity for a system such as the present one. Substantial increases in reliability have been observed during the development of the system as a result of improving the performance of the digit classifier. By continuing this process, there is a good reason to expect signification improvements of the system.

### 8.4 Performance Analysis of the Experimental Results

As mentioned earlier in this Chapter, to evaluate the efficiency, reliability, and performance of any item extraction system, it is very important to consider presenting the extracted items to different professional item processing systems that are able to recognize and explicitly give quantitative information that helps in evaluating the quality of an item extraction system. In pursuing this line, we will present the extracted (courtesy amount) by the top-down and the bottom-up systems presented in Chapters 6 and 7 respectively to the item processing system presented in Section 8.3.

#### 8.4.1 Courtesy Amount Error Classification

To obtain quantitative statistical data from these experiments it is helpful to classify the output results of item processing systems at its finest granularity. For this reason, in what follows, we will classify the resulting images that are outputted by the courtesy amount processing system of Section 8.3 into two classes: (1) extraction difficulties and (2) recognition difficulties. Each class describes finer details on the types of difficulties observed. These errors will later be of great importance to study the future advancements that the future approach should undertake in developing a combined general item extraction system.
I Extraction Problems

a. Failure to eliminate too many handwritten intruders belonging to other baselines that intersect the courtesy amount as illustrated in Figures 8.14 and 8.15.

b. Failure to eliminate rectangular boxes that have the same intensity as the courtesy amount. Figures 8.16, 8.17, and 8.18.

c. Failure to extract the courtesy amount due to difficulty in segmentation when the handwritten data are lighter than the background.

d. Failure to eliminate noise due to rotated cheque images. Figure 8.19.

e. Failure to remove noise due to very dark background. Figure 8.20 and 8.21 illustrate.

f. Failure to segment items due to non-uniform cheques. Figure 8.22.

II Recognition Problems

a. Recognition errors (even in case of very good extraction)

1 A “,” is interpreted as a “1”. Figure 8.23.

2 A zero “0” is recognized as a decimal point “.”. Figure 8.24.

3 A decimal point “.” is not recognized. Figure 8.25.

4 Sometimes the recognizer does not correctly recognize characters even in the case of clear and clean extraction. (the handwritten letter “7” is recognized as a “1” in most of the cases.) Figure 8.26.

b. Writer’s Behaviour

1 Draw a dashed line under the decimal part. The dashed lines might be connected to the handwritten courtesy amount causing a recognition error. Figure 8.27.

2 Draw dashed lines before or after the courtesy amount. These dashed lines could some times be connected to the courtesy amount and will cause recognition errors. Figure 8.28.
3 Connected digits are causing a segmentation problem and therefore a recognition error. Figure 8.29.

4 Some symbols that belong to and are disconnected from a certain digit could be connected to neighbouring digits. In this case, the symbol is considered as part of the neighbouring digits and therefore causes a segmentation and a recognition problem. Figure 8.30.

8.4.2 Courtesy Amount Training and Testing Results

A training set of 500 real life bank cheque images obtained from the CENPARMI database is used to train both systems presented in Chapters 6 and 7. An exclusive two exclusive testing sets: Set1 and Set2 with 200 images each are also used to test the performance of these systems and compare their experimental results.

TABLE XI and TABLE XII present the experimental results done after presenting the extracted courtesy amounts of the training bank cheque images of both systems to the courtesy amount processing system. In fact, the training set is used to train both systems which are tested with another exclusive testing set Set1. The experimental results are presented in TABLE XIII and TABLE XIV. In fact Set1 is used to collect feedback from the output images provided by the courtesy amount recognizer to enhance the item extraction systems before using testing set Set2 to obtain the real performance of both systems. The experimental results of testing Set2 are presented in TABLE XV. It is clear from TABLE XV that the reliability of both systems is increasing as more feedback is collected from Set1.
Figure 8.14: Extraction Difficulty: Failure to eliminate intruders (I.a).
Figure 8.15: Extraction Difficulty: Failure to eliminate intruders (I.a) (continue).
Figure 8.16: Extraction Difficulty: Failure to eliminate rectangular boxes (I.b).
Figure 8.17: Extraction Difficulty: Failure to eliminate rectangular boxes (I.b) (continue).
Figure 8.18: Extraction Difficulty: Failure to eliminate rectangular boxes (I.b) (continue).
Figure 8.19: Extraction Difficulty: Failure to eliminate noise due to rotated cheque images (I.d.).
Figure 8.20: Extraction Difficulty: Failure to eliminate noise due to very dark background (I.e.).
Figure 8.21: Extraction Difficulty: Failure to eliminate noise due to very dark background (I.e) (continue).
Figure 8.22: Extraction Difficulty: Failure to eliminate noise due to non-uniform cheques (I.f.).
Figure 8.23: Recognition Difficulty: A "," is interpreted as a "1" (II.a.1).
Figure 8.24: Recognition Difficulty: A “0” is interpreted as a “.” (11.a.2).
Figure 8.25: Recognition Difficulty: A "." is not recognized (II.a.3).
Figure 8.26: Recognition Difficulty: Characters are not properly recognized (II.a.4).
Figure 8.27: Recognition Difficulty: Dash lines under the decimal section (II.b.1).
Figure 8.28: Recognition Difficulty: Dash lines before or after the courtesy amount (II.b.2).
Figure 8.29: Recognition Difficulty: Error in segmenting touching digits (II.b.3).
Figure 8.30: Recognition Difficulty: Error in interpreting disconnected digits fraction(s) (II.b.4).
### TABLE XI
Top-down Approach (Chapter 6)
Courtesy Amount Training Set of 500 images
# Processed: 484
Reliability: 89.20%
Correct: 46.07% Wrong: 5.58% Rejected: 48.35%

#### Classification of Extraction Results

<table>
<thead>
<tr>
<th>Error type</th>
<th>Common Errors %</th>
<th>Exclusive Errors %</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Errors</td>
<td>Rejects</td>
<td>Errors</td>
</tr>
<tr>
<td>I.a</td>
<td>0.00</td>
<td>2.48</td>
<td>0.83</td>
</tr>
<tr>
<td>I.b</td>
<td>0.20</td>
<td>2.27</td>
<td>0.21</td>
</tr>
<tr>
<td>I.c</td>
<td>0.00</td>
<td>2.07</td>
<td>0.00</td>
</tr>
<tr>
<td>I.d</td>
<td>0.20</td>
<td>2.48</td>
<td>0.41</td>
</tr>
<tr>
<td>I.e</td>
<td>0.00</td>
<td>1.24</td>
<td>0.00</td>
</tr>
<tr>
<td>I.f</td>
<td>0.63</td>
<td>4.13</td>
<td>0.00</td>
</tr>
<tr>
<td>I (Total)</td>
<td>1.03</td>
<td>14.67</td>
<td>1.45</td>
</tr>
</tbody>
</table>

#### Classification of Recognition Results

| II.a.1     | 0.00    | 0.82    | 0.21   | 0.20    | 0.21   | 1.02    |
| II.a.2     | 0.00    | 0.00    | 0.00   | 0.00    | 0.00   | 0.00    |
| II.a.3     | 0.00    | 1.44    | 0.00   | 0.20    | 0.00   | 1.64    |
| II.a.4     | 1.03    | 9.51    | 1.42   | 2.69    | 2.45   | 12.2    |
| II.a (Sub-total) | 1.03   | 11.77   | 1.63   | 3.09    | 2.66   | 14.86   |
| II.b.1     | 0.41    | 4.13    | 0.21   | 1.65    | 0.62   | 5.78    |
| II.b.2     | 0.00    | 1.65    | 0.00   | 0.20    | 0.00   | 1.85    |
| II.b.3     | 0.00    | 3.31    | 0.00   | 0.00    | 0.00   | 3.31    |
| II.b.4     | 0.00    | 0.62    | 0.00   | 0.00    | 0.00   | 0.62    |
| II.b (Sub-total) | 0.41   | 9.71    | 0.21   | 1.85    | 0.62   | 11.56   |
| II (Total) | 1.44    | 21.48   | 1.84   | 4.94    | 3.28   | 26.42   |
| Total (I+II)| 2.47    | 36.15   | 3.29   | 12.17   | 5.76   | 48.32   |
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<table>
<thead>
<tr>
<th>Error type</th>
<th>Common Errors %</th>
<th>Exclusive Errors %</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Errors</td>
<td>Rejects</td>
<td>Errors</td>
</tr>
<tr>
<td>I.a</td>
<td>0.40</td>
<td>2.03</td>
<td>0.41</td>
</tr>
<tr>
<td>I.b</td>
<td>0.40</td>
<td>2.03</td>
<td>0.20</td>
</tr>
<tr>
<td>I.c</td>
<td>0.00</td>
<td>2.23</td>
<td>0.00</td>
</tr>
<tr>
<td>I.d</td>
<td>0.00</td>
<td>2.64</td>
<td>0.00</td>
</tr>
<tr>
<td>I.e</td>
<td>0.00</td>
<td>1.22</td>
<td>0.00</td>
</tr>
<tr>
<td>I.f</td>
<td>0.82</td>
<td>3.46</td>
<td>0.00</td>
</tr>
<tr>
<td>I (Total)</td>
<td>1.62</td>
<td>13.61</td>
<td>0.61</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classification of Recognition Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>II.a.1</td>
</tr>
<tr>
<td>II.a.2</td>
</tr>
<tr>
<td>II.a.3</td>
</tr>
<tr>
<td>II.a.4</td>
</tr>
<tr>
<td>II.a (Sub-total)</td>
</tr>
<tr>
<td>II.b.1</td>
</tr>
<tr>
<td>II.b.2</td>
</tr>
<tr>
<td>II.b.3</td>
</tr>
<tr>
<td>II.b.4</td>
</tr>
<tr>
<td>II.b (Sub-total)</td>
</tr>
<tr>
<td>II (Total)</td>
</tr>
<tr>
<td>Total (I+II)</td>
</tr>
</tbody>
</table>
### TABLE XIII

Top-down Approach (Chapter 6)

Courtesy Amount Testing Set1 of 200 images

# Processed: 196

Reliability: 87.91%

Correct: 40.82% Wrong: 5.61% Rejected: 53.57%

<table>
<thead>
<tr>
<th>Error type</th>
<th>Common Errors %</th>
<th>Exclusive Errors %</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Errors</td>
<td>Rejects</td>
<td>Errors</td>
</tr>
<tr>
<td>I.a</td>
<td>0.00</td>
<td>3.57</td>
<td>1.02</td>
</tr>
<tr>
<td>I.b</td>
<td>0.00</td>
<td>2.55</td>
<td>0.00</td>
</tr>
<tr>
<td>I.c</td>
<td>0.00</td>
<td>2.04</td>
<td>0.00</td>
</tr>
<tr>
<td>I.d</td>
<td>0.00</td>
<td>1.53</td>
<td>0.00</td>
</tr>
<tr>
<td>I.e</td>
<td>0.00</td>
<td>1.53</td>
<td>0.51</td>
</tr>
<tr>
<td>I.f</td>
<td>0.00</td>
<td>2.04</td>
<td>0.00</td>
</tr>
<tr>
<td>I (Total)</td>
<td>0.00</td>
<td>13.26</td>
<td>1.53</td>
</tr>
</tbody>
</table>

### Classification of Recognition Results

<p>| II.a.1     | 0.00   | 1.55    | 0.00   | 0.00    | 0.00   | 1.55    |
| II.a.2     | 0.00   | 0.00    | 0.00   | 0.00    | 0.00   | 0.00    |
| II.a.3     | 0.00   | 1.53    | 0.00   | 0.51    | 0.00   | 2.04    |
| II.a.4     | 1.02   | 9.69    | 0.51   | 1.02    | 1.53   | 10.71   |
| II.a (Sub-total) | 1.02  | 12.77   | 0.51   | 1.53    | 1.53   | 14.3    |
| II.b.1     | 0.51   | 7.65    | 0.00   | 0.00    | 0.51   | 7.65    |
| II.b.2     | 0.51   | 1.02    | 0.51   | 1.53    | 1.02   | 2.55    |
| II.b.3     | 0.51   | 2.55    | 0.00   | 1.53    | 0.51   | 4.08    |
| II.b.4     | 0.51   | 0.51    | 0.00   | 0.51    | 0.51   | 1.02    |
| II.b (Sub-total) | 2.04 | 11.73   | 0.51   | 3.57    | 2.55   | 15.3    |
| II (Total) | 3.06   | 24.50   | 1.02   | 5.10    | 4.08   | 29.6    |
| Total (I+II)| 3.06   | 37.76   | 2.55   | 15.81   | 5.61   | 53.57   |</p>
<table>
<thead>
<tr>
<th>Error type</th>
<th>Common Errors %</th>
<th>Exclusive Errors %</th>
<th>Total %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Errors</td>
<td>Rejects</td>
<td>Errors</td>
</tr>
<tr>
<td>I.a</td>
<td>0.50</td>
<td>2.52</td>
<td>0.00</td>
</tr>
<tr>
<td>I.b</td>
<td>0.50</td>
<td>2.02</td>
<td>0.00</td>
</tr>
<tr>
<td>I.c</td>
<td>0.00</td>
<td>2.02</td>
<td>0.00</td>
</tr>
<tr>
<td>I.d</td>
<td>0.00</td>
<td>1.51</td>
<td>0.00</td>
</tr>
<tr>
<td>I.e</td>
<td>0.00</td>
<td>1.51</td>
<td>0.00</td>
</tr>
<tr>
<td>I.f</td>
<td>0.00</td>
<td>2.02</td>
<td>0.00</td>
</tr>
<tr>
<td>I (Total)</td>
<td>1.00</td>
<td>11.60</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classification of Recognition Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error type</td>
</tr>
<tr>
<td>---------------------------------------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>II.a.1</td>
</tr>
<tr>
<td>II.a.2</td>
</tr>
<tr>
<td>II.a.3</td>
</tr>
<tr>
<td>II.a.4</td>
</tr>
<tr>
<td>II.a (Sub-total)</td>
</tr>
<tr>
<td>II.b.1</td>
</tr>
<tr>
<td>II.b.2</td>
</tr>
<tr>
<td>II.b.3</td>
</tr>
<tr>
<td>II.b.4</td>
</tr>
<tr>
<td>II.b (Sub-total)</td>
</tr>
<tr>
<td>II (Total)</td>
</tr>
<tr>
<td>Total (I+II)</td>
</tr>
<tr>
<td>TABLE XV</td>
</tr>
<tr>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>Top-down Model (Chapter 6)</td>
</tr>
<tr>
<td>---------------------------------------------</td>
</tr>
<tr>
<td><strong>Courtesy Amount Training Set of 500 images</strong></td>
</tr>
<tr>
<td>500 images</td>
</tr>
<tr>
<td>Reliability: 89.20 %</td>
</tr>
<tr>
<td>Correct %</td>
</tr>
<tr>
<td>46.07</td>
</tr>
<tr>
<td><strong>Courtesy Amount Testing Set1</strong></td>
</tr>
<tr>
<td>200 images</td>
</tr>
<tr>
<td>Reliability: 87.91 %</td>
</tr>
<tr>
<td>Correct %</td>
</tr>
<tr>
<td>40.82</td>
</tr>
<tr>
<td><strong>Courtesy Amount Testing Set2</strong></td>
</tr>
<tr>
<td>200 images</td>
</tr>
<tr>
<td>Reliability: 90.10 %</td>
</tr>
<tr>
<td>Correct %</td>
</tr>
<tr>
<td>47.89</td>
</tr>
</tbody>
</table>

### 8.5 Future Research Directions

In this thesis, a top-down system for the processing of bank cheques has been developed and qualitatively and quantitatively compared with another bottom-up system using the same training and testing data sets to verify its reliability and correctness. In testing the performance of the developed system we presented the extracted items, namely, the date, legal amount, and courtesy amount, to the date processing system, the legal amount processing system, and the courtesy amount processing system respectively.

#### 8.5.1 A Feasibility Study Towards a New System

As a future step, a combined system must be developed. The combined system should be able to overcome the exclusive difficulties of both approaches that are presented in Chapters 6 and 7.

The system in Chapter 6 is fast and very efficient when a light simple or complex background exists against a light or dark handwriting. However, it is very sensitive to dark and complex backgrounds against a light handwriting. The system is very
useful especially when the size of a document image is large.

The system in Chapter 7 is slower specially when larger document images are considered. Its extraction results are less sensitive to a light simple or complex background against a light or dark handwriting. However, the quality of its extracted items has less features for the recognizer. The line removal procedure adopted is very efficient and preserves the topological properties of the extracted items only at the intersection between the handwriting and the baselines that should be eliminated. In fact, better processing must be applied to preserve the topological properties of the handwritten information after the background is eliminated.

Having presented both systems and analyzed their corresponding quantitative and qualitative experimental results, it is very helpful to study the feasibility of combining these systems into one system. A good approach in pursuing this line is to conduct a study with the purpose is to find the set of common and exclusive difficulties of both item extraction systems. If both systems have the same extraction difficulties under the same cases, then combining them is not favourable because none of them can help to reduce the mistakes of the other. However, when each system overcomes partially or completely the exclusive difficulties of the other, combining them is favourable and will lead to a more reliable system that is able to overcome the exclusive difficulties of both systems. Of course, there remains the set of common difficulties that both item extraction systems do not produce successful results.

**TABLE XVI** illustrates a feasibility study that shows an expected performance of the combined systems. Of course, the expected reliability of the combined system is higher than the reliability of both systems in separate. This is true because these separate systems have a good number of exclusive errors and most of these errors could be overcome when both systems collaborate. From **TABLE XVI** one can conceive the set of difficulties that both item extractions have and this requires further research.
<table>
<thead>
<tr>
<th>Error type</th>
<th>Training Set</th>
<th>Testing Set1</th>
</tr>
</thead>
<tbody>
<tr>
<td>I.a</td>
<td>0.00</td>
<td>4.47</td>
</tr>
<tr>
<td>I.b</td>
<td>0.00</td>
<td>4.06</td>
</tr>
<tr>
<td>I.c</td>
<td>0.00</td>
<td>3.87</td>
</tr>
<tr>
<td>I.d</td>
<td>0.00</td>
<td>4.26</td>
</tr>
<tr>
<td>I.e</td>
<td>0.00</td>
<td>2.24</td>
</tr>
<tr>
<td>I.f</td>
<td>0.61</td>
<td>4.88</td>
</tr>
<tr>
<td>I (Total)</td>
<td>0.61</td>
<td>23.78</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Error type</th>
<th>Training Set</th>
<th>Testing Set1</th>
</tr>
</thead>
<tbody>
<tr>
<td>II.a.1</td>
<td>0.00</td>
<td>1.01</td>
</tr>
<tr>
<td>II.a.2</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>II.a.3</td>
<td>0.00</td>
<td>2.64</td>
</tr>
<tr>
<td>II.a.4</td>
<td>0.20</td>
<td>17.08</td>
</tr>
<tr>
<td>II.a (Sub-total)</td>
<td>0.20</td>
<td>20.73</td>
</tr>
</tbody>
</table>

To produce the expected reliability from the feasibility study conducted we considered the judgement of the courtesy amount processing system. The courtesy amount processing system takes as input an extracted courtesy amount and gives as output as one of the following three possible results: (1) a correct and well recognized image, (2) an error image, and (3) a rejected image. In combining the two item extraction system we assumed the following rules:

- An extracted courtesy amount image is considered a correct image if the cour-
tesy amount processing system classified this image as being correct for both item extraction systems.

- An extracted courtesy amount image is considered an error image if the courtesy amount processing system classified this image as being an error image for both item extraction systems.

- An extracted courtesy amount image is considered a rejected image if the courtesy amount processing system classified this image as being a rejected image for any item extraction system.

8.5.2 A Need for Further Quantitative Analysis

As to the extracted date and legal amounts, a quantitative analysis must be done in order to identify the set of extraction difficulties caused by the item extraction system and the set of recognition difficulties caused by the corresponding item processing system. In this sense, one can quantitatively define the reliability of an item extraction system based on the feedback from the corresponding recognizer adopted. This, of course, will be very helpful for both the extractor and its corresponding recognizer. In other words, the item extraction system will be better trained to extract its items and enhance its quality and the corresponding item processing system adopted will be better trained to enhance its recognition ability.

From such a feasibility study, one can conceive many challenges. The detection of intruding strokes (from adjacent text lines) is one difficulty that should be overcome. The different recognizers are poorly positioned to determine the origins of strokes in each view window, and can only recognize or reject the entire object based on their respective criteria. Ultimately, some intruding strokes are expected to be removed at the item-extraction level, where the procedures have to be improved and also made efficient. The courtesy amount processing system should be better trained to enhance its recognition ability to differentiate between a “1” and a “7” and enhance its ability to segment touching digits. Feedback from the recognizers must be available to the item extraction systems. The segmentation system must be able to provide alternative
strategies upon receiving feedback or rejection from the recognizers.

Underlying all these problems are other human factors—the variability in writing styles and the large assortment of cheques for different users. Consequently, the problem has considerable magnitude, encompassing different forms of handwriting in different contexts, and it is clear that much effort would be needed to arrive at a satisfactory solution to a problem of such a scope.
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