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A . ABSTRACT _

AN EXPERTMENTAL STUDY QF THE SYNTACTIC ANALYSIS AND
. RECOGNITION OF THE HAND-WRITTEN NUMERALS

v . . \ ’
. \ . L]

Yu Mong w - £

M : N
. .

<

¢ The work reported in this thesis is .to design and
implement a éystem to recognize hand-wri;ten numerals. An -
aléorithm has been developed to ‘extract topélogiga; fe;tﬁres -
(sugh as loops, cavities of different or%entations and.
straigﬁt'l%ne componen;s in a character image) from the"
graph representation of a -character. Thé performance of

J'these feaﬁures used'és pattern primitiyes to récognize a

‘characteg is tested and their use in the reconstruction of

the character image is highlighted. Furthermore, a .méthod

of combining syntactic and Semantic (shch as the position of

, —_— —— [

the brimitives in the character frame, depth of a cavity and
opening‘ ‘off a cavity, etc.) information for the

classification is preposed and tested.

-

A data base consisting,of 6000 hand-written numerals by
30 - different authors ,werg’teSted. An overall recogniervn

rate of 99.15% was obtained.
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1.4 Introduction
' .
. “Automatic pattern rec
chal lenging subject for

increasing attention to this

demand of large  volume

Nevertheless, the rapid advances in electronic technology®

have
various disciplines such as
theory, medicine, and eng
"optical-character recogniti
a

itself as practical

_recognition.

" . Numbers. afe the most commonly

t,f\e set of Arabic numerals

a lot of kinds of informatio
daily life, commercial pr
. num e'r‘.s, library ‘books are a
e'\(en we, human beilngs, are
insurance

such as social

»

number, etc. Obviously, the

processing of information by

e

c

TER.ONE
DUCTION P
. %%
ognition has beenfa very
-the past two decades. The

research fie‘ld‘ is due to the

s of information processing.

ena‘bledlthe use of automatic recognition techniques in

computer science, information -

ineering, etc. 1In particular,

on" (OCR) has 1long established

example of automatic pattern

used 'characters.  Since

is almost regarded as universal,
n are coded by numbers. In our

oducts are coded with serial

ssigned ca&il numbers etc. And
o‘ften.‘identif‘iedwby some numbers
number ,, student identification
_use of numerals facilitates.the

digital computers in today's

“

r

¢

ﬁ .
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computerized world. The.numerical represention is compact,
. Py e » B
and can be processed efficiently in sortimg and other
v Q o . . - hd
manipulation. The automatiq reading of machine-printed and
handwritten numerals is now no longer just an interesting

reséarch subject but also a'practical and urgent problem,
a . .

‘The Yeading of ndme}éls by computer has already been applied

& 4
succepsfully to read account sheets, bank cheques [31] and

postal codes [7,11,12,18]. The algorithms‘proposed in this

q

thesis on character“recognition, ¢hough not restricted to-a

particular character set, were tested only with numerals.

? I &

3
1.2"Basic Structure of a Character Recognition System

I .
* ’ ~ * " Y ° .
A typical character recognition system has three main’
. e % )
components, namely, (1) senSonjh (2) characteristics
extragtor, and g;) classifier. °Sensing involves .the
. N ‘ A -

digitization of charécter image »y an optical scanner and
5 . . ," - )
also binarization. if necessary. #or the - extraction of

’characteristics, it can be divided into two stages, (i)

preprocessing and (ii) feature extraction. Preprocessing is

~

the “enhancement and filteriné of the digitized 1image

7 >

preba%ing it for the second stage. In the feature,

extraction. stage, puﬁerical measurements or structural
propertieg répresenting the characteristics of the input

images .are extracted and‘called features. The selection of
; 7 .

v

v ] ; .
these features depends very -much on their disecriminatory

qualities. .The third component of the system involves the

-~

~ '
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classifieation and identification of ‘the ¢haracter images
"into théir respective classes. Fig.1.1 shows the block
diagram of a typical charqcter recognition system. ~

&S

In each of these components’, there are problems to be

o - Ll

'.solved to achieve good recognitioﬂ\performance. defﬁitate

-

L

1.3 Syntactic Recognition System

the perception of human beings, an ‘gptical scanner should

. . N ‘ '
have a rea§gnably§ high ?esoluti@n\likg that of the human

eyes. Fortunately, advances in electronics technology

~

genertlly have solved this problem at a reasonable cost. 1In
. “ a@ - .

the design of the feature extractor,
& ~ s
features and the ease of extracting them are problems needed

the seélection of

2o be considered.
’, s
selection.

" as moments (2,381, pixel counts in different regions [34],

crbsping counts (341, Fourier descriptors [27] and

. \ . N
geometrical structures [4,37]. After the selection of

features, a consistent classifier has to be designed to give

\ - ’
an optimal decision. The components actually- are not

independent from each other. Conseqhently, the'perg§;mance
s . /
“of a certain &tage is always affected by those preceeding

it. . \

. i

Extensive research work on chafacter recognition has
R >

~been done by numerous researchers. Tremendous efforts have

.~

been made to improve the sensing devices, to explore

There is no general formula for feature

Different kifds of features have been used such’
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effective preprocessing techniques [3,5,16,24,39] and to

evaluate effective feature sets; and the design of

& o -
“.classifiers [36]. There are three principal methods  in
pattern analysis, viz. heuristic, mathematical, and
syntactic; The heuristic method makes use of _human

experience and intuition to simulate human perception [36].
s , - %
The mathematical method makes use of mathematical ‘framework
Fe L

which may be a parametric modél based on Bayes' rule or a
non-parametri deterministic method [36].. This ‘method is
also calleéfp; decision-theoretic method. 'The syntactie
method, which has received considerable aftenpion in - recent

yéars, is used in this work. It is discussed below.

. 4

The " techniques of the .syntactic approach consist of' the )

[N

decomposition of a pattern into subpatterns or more basic.

componénts -.called primitives according to‘the structure of

the pattern. This approdch makes use of the concept of the-

\theory of formal languagesAto describe the structure of the

pattern. With the rules of ° pattern decomposition’ as e the

grammar description of structural relations in terms of

>

v
’

primitives, a l-angugge called 'pattern description laﬁguage'

can be builf [23,28]. The recognition process is then

~
.

analogous to the grammatical (syntax) analysis of a natural

*language.

-

A syntactic approach in character recognition 1is

illustrated by the block diagram shown in Fig.1.2. The

system copsiéts of .three ' parts, namely (i) preprocessing

/“ .

L,
l

N .
)
® ..

-~

Y

»
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(ii) pattern description and (iii) syntax analysis.

Preprocessing is a basic step which -enables a pattern to be
dgscribéd a;prbpriately..\‘Pattern : description ' normally
includgé the ’partition of a pattern 1into .subpatte;:s,
primitive extraction and concatenation of primitives and
subpatterns. Finally, it is the parsing which identifies
the pattern. ' ' o . '

s 9

1.4 The Proposed Character Recognitién System

The principal aim of this work is to define a character
pattern by a structural, representation based ‘on its
geometrical Structures and izentify it by applying syntactic
analysis. A '"block diagram of the proposed system is shown .

in Fig.1.3. . N

The basic structure of the system can be divided “into

\

three parts : a) preprocessing - reductibn to graph

répréseﬁfation,ab) pattern description - grabh encoding and
X

,primitiﬁe extraction, and, c¢) classification - syntactic-

semantic analysis. A ¢haracter 1is first thinned idtq a
’ﬁkeleton" and ‘@represented * by line cbdes. A graph
repfésentaﬁion of the thinned character is constructed asdg‘
encoded by quantizing the graph gdges info eight directions:.
Throuéh a compact encoded fofm, topological| features are:
extracted and. used as primitives. Theirn characteristic

measuremeﬂts are evaluated. A concatenation/of the’ Jéaéure

~

primitives into a string form thus deécr{ es the 'structure
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1.5 Summary of the Remaining Chapters 5

‘representation of a character is proposed.

~
!

of ~the character. Finally, the string) is Barsed' and

©

analyzed sémantioally to complete tie recognition process.

& -

A\ ' .

In this work, I have developed‘the algorithm for the
reduction of- a thinned chagacter into its graph
representation, designed thg-céﬁ%éntion toﬂencode the graph
and established the algorithm for the extraction of’

AL}

primitives, implemented a character recognition system_and

~

tested' it with data. The different pieces of research work

reported in this thesis are discussed in the remaining

chapfers as given below.

In chapter 2, the preprocessing techniques are

discussed. The transformation of a digitized image into
thinned line codes for further, processing 1is described.

From these line codes, an algorithm which generates a graph

~

In chapter 3, an encoding method 1is established- to

by

\‘;; ———
generate the code, string. An  algorithm to extract

- topological features as pattern primitives from the code

%tring to form a feapu%e string is proposed. Together.with

A

the characteristic measurements, a feature string is ready

A4
v

for syntax and semantic analysis.

In chapter U4, the fundamentgl principle of the syntacﬁ;c

approach’ is summarized. The basic definitions in formal

A}

]

\
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1

languagecjtheo%y and the classification model are covered in

general. The syntactic and semantic descriptive schema for

the experimental data are also discussed,

’

« In chapter 5, experimental results illﬁstrating,the

.

perforﬁance'of the system are presented.

.
3

In\chapter 6, conclusions on the overall structure?fo

the sygtem and its performance and suggestions of

!

improvement ‘are discussed.#¥

~ .

- e wan . L P T



CHAPTER. TWO - ,

*PREPROCESSING AND GRAPH REPRESENTATION

2.1 Introduction

In a recognition system, .the preprocessing ~of the

digitized imagE\\ia‘ an important process. During optical

~

scanning, noise may be introduced to distort an image, hence

preprocessing is necessary in order to obtain a clean and

clear image for furﬁher recognition pro?esseé.\
Preprocessing, in general, involves éhe smoothing  éand
enhancement of an image. Moreover, some transformations of -
the image will énable efficient- feature analysis or better
ekpression of £hbv charaéter, .e.g. skeletonization to“ be
described in section 2.3. In the proposed system, the

skeletonization of the binary image is. performed with the

purpose of producing a graph. A graph representation is a

-desirable form to represent a character pattern for

syntactic analysis since this representation can reduce the .

Eomplexity of the grammars for the structural description of
, :
the complete character.

-

In this chapter, smoothing techh;ques are briefly

" described. The thinning algorithm applied to,the digitized

image to produce a skeleton is 3lso . included. “The.

conversion of the skeleton into a chain-code curve to

s
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1
\

facilitate "the construction of a graph is described. ‘The

second part of the chapter presents ,the proposed algorithm
e -

to depict the character in a graph form.

)

2.2 Techniques on Smoothing o < L -

Depending upon the grey level., theré are many techniques
of smoothing 'and enhancing a digitized "image [Jﬂ]. The
method embloyed ~qsually dépends' on the.quality and grey
level of the data. For very noisy\.or' sevenély Qistorted
images, more than one technique hgs to be used-while in éome
cases, /any simple techniques are"réqhired. Digitized
) images are enhanqed through the filling of small holes and

the deletion of isolated pixels.

One t;chnique suggested bf_Ungey (391 considers’the” 3x3
window of eachf\po;nt és shown  in fig.2.1.- Given a binar§
" image, each pixelip is coﬂsideréd sequentially. To fill in
an isolated hole of a smgll“nétqh.in ajstraight edge, it§r
fgur'aéjacent neighbours (b;d,e,g) ar; exaéinqd and if at
least three of them are black poinﬁs, then it is£illed. .On
the other hand, D;yle [%*] suggested a way to‘fill a hole by
considering an& one of its four neiéhbour pairs horizontally
(d,e),.vertically (b,g) and diégonalfy ( (a,h) or (c,f) );

if at least one pair ..is black, then it is filled. To

elimipaﬁe isolated points and small bumps, their suggestioh

» '

was to look at the 3x3 window in terms of 4 sets of-corner

X .

points ({a,b,d},{b,c,e},{e,g,h} andf{d,f,g}). At least one

#

[ .,
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black point from each of.the opposite corner pairs should be
there to allow a black point to be retained. The rules can

be summarized by the following boolean functions.

Consider %a pixel P in the digitized image shown in

Fig.2.1.

Filling operation

Unger's method : Ffill = p+ b.g.(d +}e)‘+ d.e.(b + g)
Doyle's method : Fri11 = p+ a.h + b.g + c.f + d.e

I .

‘r.ﬂy
Retaining operation .

’ S M f
£z

F o, (brore) .(d+frg)]
retain = P.[(a+b+d).(e+g+h) + (b+cre).(d+f+g)

a, b- e a pixel is true if it is black;

i a pixel is false if it is white.

b B

-

Figure 2.1. 3x3 Window of Pqints Involved.

The complexity of smoothjing operatioﬁs required depends
very much on the type of pattern encountered. In ?he
proposed éystem, a simble operation is used to eliminate the
;solated black points and holeg. A whihe point is filled if

. all its eight neighbours in the 3x3 window are black while a

[ 4

Y- 4
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black point 1is eliminated only if all'its eight neighbours

are white.

2.3 Skeletonization

a

Reducing a digitized image to a thin line is recommended
.for liné-like structure such as characters. The necessity
of obtaining the skeleton of a pattern is usually determined
by the method of feature extraction. In this system, a
graph form is qhosen to represent a character and é;hus the
thinning ' operation gives advantages in lécating graph
vertices and. end points. The skeleton of a character should
not oniy define the original shape, but also retﬁin the
connectivity of each imagé compoqent. Quite a few
algorithms have been developed to achieve this goal
(3,24,16].

In this system, a package by H. Ma and J. Yudin [22]

L .
was used in the “skeletonization of the experimental data.

-

)
The approach involves.the repeated boundary tracing of the

chéracter image and removal of those boundary points which
«do not‘contrigute to the skeleton. The whole idea %s to
"shear " off an image layer after layer until each segmént is
one pixel wide. To maintain connectivity of the image,
poinés, the criteria to retain an edge point are éstablished
by examining the imagé with a '3x3 w;ndow. The 1list of

criteria to retain a point can be summarized as follows

1) removal of the point splits a connected component in two;



" 2) removal of the point introduces a loop;

[

3) .}emoval of the point causés shrinkage of the léngth of
the segment; .

4) the ‘point has three / immediate neighbours which are
boundary points;

5) the point is the tip of a thin line.

2.4 Condition Codes for the Thinned Character,

[l

B;YSre the transformation of the skeleton into a graph
form, each point in the skeleton is given a condition cdde
in order to locate the end points of strokes and branch
points (junctions).‘ A point in the skeleton is regarded as
an end point if onlylone of its eight neighbours is also a
point in tée skeleton while a branch point has moré than two
points in the skeleton as its neighbours.Q'fh'e f‘ollowiné
coding scheme is adapted from Ogadwa and Qéniguchi (25].
Given a thinned charapter. represented by an NxM boolean
matrix, if a poinf is in the skeleton, it isyirue‘ and else
false. Cons%der a poipt.iﬂ the’skeléton, Pi,j

with its 3x3
window, as shown in Fig. 2.2. '

N - ~ .
1 Piot,g-1] Piet,g [Feet,3e1| .
i |
. Prog-t | Poog | Puigen - -
Piot,3-1] P1et,3 |Pien,3e N

Figure 2.2. A Skelaton Point l’,.'J with Lts 8 Neighbours,

o

© \



(1) if {P

- ‘then C; ,j =6

\.\Q"b -
-— i » - -
IS
. -
L. >
. 3 .
- 16
.ﬂ% -2
¢ 3

Denote the condition code of
/ ,

assigned a value in the set {-

See Fig. 2.3.

-

The rules are given for each Py j
L

Pi,j by Ci,j which is
10,=8,=T,%.,=1,071,2,..,9}.

a,
7 Loy .
L W’

as follows

Rule 1 : If any one and only one of the following conditions

is satisfied, then

0<Cy 509,

JMCondiQions : -

i-1,j-1 and Pi-1 ,j+#1} or

then C = 0 ’
I )
(2) if P; j.q and Py j,1, then Cj

(3) if Pi’1 j+1 and Pi+1 j 19 then Ci j

¢4) if P l 1,3 and Pl+1 R then Ci

(5) if_Pi 1,3-1 and Pit+1,j+1, then Cj J

1

9

e

{P1+1 ,j-1 and Piy y3+1ts

SERE ’
= 2 ;

j o= 3 -
=u;‘.4-“ s

T

(6) if {Py 3 4 and Pj_q juq} or (Py j,q1 and Py q j-q},

thew Ci' 5 = 57,

(7) if {Pl 1 J and P1+1 J 1} or {

¢ !

. (8) if {Pi—1,j-1 and Pi+1,j} or {Pj_1,j and Pjsq,j+1},

Y
then'C. i,5=T; .

(9) 'if {P;
the'nC,j=8;
(1b),@f Py, ,3-1 and Pijiq j_1} o

then'cl’J - 9«.
Rule 2 : If more than one
satisfied, then

C.i,j :.—10- -

Pl J+1 and Pj.q, i},

-

|

>

i-1,3j-1 and Py ,j+1l or’ {Pi, j-1 and. P1+1 i1t

G

r {Pj. 1,5+1 and Pitq 341},

of the abéve conditions are



¥

can~be_5ummarized as follows

ka) -8 < C,

17
v

Rule 3 : If nope of the above conditions is satisfied, then

-8 £ bi;j < -1, and ) ;,
V1) £ Py i L, then Cf 4= <15
(12) if Py_y 5 , then C; ;= -2; s -
. (13) if Pioq 541 » then Cf 5= -3; .
. ffu) if Py 5,q » then C 5 = - v
(15). if Pi+1;j+1 , then C; 4 = -5;
(16) if Pi+1,j , then Ci’j = «6; . L
an if%Pi+1,j-1 , then Ci,j = -7; - . T
(18) if Py 1., ‘them C; . = £8;

With‘the codes defined(above, the meaning of each code
M Pal

"

(1) ¢; 4= =10 implies P; .j i$ a branch point;

j £ -1 implies Pi ié a terminal (end) point;

?

in {0, 5, 6, 7, 8, 9} implies By j is likely a
H

)

3) ¢

i,J
turning point of a sharp.int%usion;

i

i,] in {1, 2, 3, 4} implies, Pi:j

horizontal, diagonally right, vertical, diagonally left line
- . “

(4) ¢ is a point on a

respectively. It is illustrated in Fig. 2.3

L o” ~
-

P i

2.5 Graph Représentation

LY

3

The idea to depict a character as a graph was motivated

.

by ‘Stallings ;35],’ Caskey [4] and Watt [40], etc. The
transformation of a binary matrix of black and white points
inlo a graph with the direction of its edges“defined,‘is
intuitively advantageous in the description of the picture )

Al -

. { .
9 ) » "
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- O O X111X 1]
- ,
1,
- .Xb .
3 |1 5 5]
. X
L9
- X ,
;o 3 3§ 7 VIl
' - 7/
b l !
) Xl .. XeL] - 9

where X is a pixel in the skeleton;
) 0 is a pixél‘with condition code 0.

i A\

(a) The Positive Condition Codes for Rule 1
from 0 to 9. '

] R X"‘ ' \‘ T ey
~ \ - R ﬁ .
n * B N N m x . i

,

where (D means minus 1. ’

(b) The Negative Condition Codes for Rule 2

from -1 to -8. ° 1 : b
k i ! t;‘ ~ ' 4 i e ‘
.Figure 2.3-Condition Codes Assigned to a, Pixel.in‘the
o, " 'Skeleton.: {
‘ i
27T
5 to \ T
. ) °
. . e
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of a character. A graph dées not only give the structurd of
a character put can also be stored in a compacft form such aév
an adjacency) matrix instead of a digitized image matrix
occupying a 1§rge storage. In addition, this rebresentatioA
also facilitates the extraction of topological features aﬂd

, R . ) . )
a graph can be encoded to give a string of feature

primitives for syntactic recognition,

A graph can be denoted as an ordered pair G = (V,E)
where V’is the set of ver#ices (or nodeé) and E is the set

of edges. Each edge is assigned an integer to denote the’

v

direction of the edge in the plane. «Graph nodes can be
. |

~(2) a corner node is a vertex of degree 2;

classified into three kinds according to their degree. The

itgrminology is explained as follows

(1) a terminel node is a vertex of degree 1;
4

(3) 'a junction node is-a vertex of :degree greater than 2."

An edge from vertex i to vertex j is denoted by E%.

The program used in the system to constructlthe graph of
a/ character comprises’ three distinct pfocgddres H: (1)
'TRACE' (2) 'SEETURN' (3) ;ASSIGN'.- By calling procedure
'TRACE', a 'segméﬁt of the.skeleton is traced and terminal
nodes orﬁjunction nodes a%e located. Thié segment 1is then
passedqgio * procedure 'SEETURN' to 1locate all the cornér
nodes, and each segment joining any two nodes‘is def&ned as

an edge., Finally, procedure 'ASSIGN' is called to quantize

the slopes of the edges into eight directions. Details -of



these three_ procedurés ‘are - discussed 'in the following

subsections. j , ‘ - /

2.5.1 Tracing Process

s

a

The 'TRACE' procedure is used for tracing .the skeleton
of the charaéter. Using the condipion codes defined in the
previous section, tracing is accomplished by moving ffom

point to pocint to travérse\ the .whole skeleton of the

points can be located by their condition codes which either‘
range frome1 to -8 7, or are =10 respectively. The éim of

the tracing . process 1ig. to search all the relevant graph’

nodes- to represent the character. An end,point\is taken . as

a terminal node while a braneh point can contribute to form

a junption‘nodé.

'

\ -
\

The starting point of the tracing

.the end points if any, otherwise frgﬁ the braneh points. ‘Id

'the case of single looB,'when~_there is . no end point or

branch point, the upper leftmost point is used. . A node is

. first created at the starting point. Tracing halts once an

-

\

.. end. _point . or a branch point is encountered which implies

ghéf a potential node has been found. During the tracing of
this segment, all the points are linked to form a list for

further .detection of corner nodes. ' 3

- ) ) ' - -

\ , . ‘.'

process is c¢hosen from

N

_character.. In particular, the end 'points and the branch -

%
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2.5.1.1 Segment Tracing

Y

There are four cases which stop _the tracing of a

!
'

segment, A&nd " the dorreséondinj actions to complete the

‘tracing are described below. F
. - {

i
4

g. 2.4(a) - illustrates the

. four cases.

(1) If a segment is traced from a terminal noéde to an end
point; the segment is the only path of the graph and a

new terminal node is created.
A 2

(2) If a segment is traced from a terminal node to a branch

{ “

. point, then A
(15 a procedurew*FINDBRANCHﬂ is called to find- out
S 'all the possible branches originated from this )
' | branéh point; ‘

(ii)  all the branch points encountered during this

process .are éroupéd togéther to form a junction

)

node by‘averaging all their positions;

(iii) a séack *BRANCHSTACK' for this node is built up

Ll

-to store its branches.

-

’ (3)fIf a segment is traced from a junction node to an end

point, a terminal node is created and the next branch

from the “BRANCHSTACK' of this junction node will be

]
processed.

~

(4) If a segment is traced from a junction node to a branch

point, the pnocedure in case (2) is again applied. In’

, addition, the new Junctionlnode created is stored 1in a

stack 'NODESTACK'. - ’ . :
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Figure 2.4(a) Four Casgs in -Segment Tracing.
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ﬂ
For each node in 'NODESTACK', its branches are processed

until its 'BRANCHSTACK' is empty. ) v

2.5.1.2 Branch Searching

'"FINDBRANCH' is a p}ocedure. used - to find all the

poésible branches originateg from a branch point. The
principle used is to search tbrough the eight neighbéur
peints of ﬁhe branch point. ‘For every branch point
gncountered, the searching process is repeated to ensure all

the branches are located. A branch is said to be found if a

" point which is neither an end point nor a branch point is

encountered during the recursive searching. This point is

5

y;;ally the starting point of a'branch and " is sgored in the

"BRANCHSTACK' atcording to its positiong. Fig. 2.4(b)

-~

illustrates the result of branch searching.

<« X

X ? - branch point
§ 'dg:ggtggn o first branch point encountered
X ~ K] starting point of a branch
X . Y .
el : -

<Xl B .

® X '

X X - .

xr x ! ) ' ﬁ'

X X . -

Figure 2.4(b). Result of Branch Searéhrng.

T
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2.5.1.3 Tracing Techniques ‘

Dufing the tracing, a technique of ‘'switching off' 1is
used . Once a point is traced, it is.wiped off and no moreA
regarded as a skeleton point. Consequently, no branch 1is
;epeated for a given node in the procedu;e-'FINDBRANCHn.
%imilarly, once\a givéh‘segment is traced, it will not Dbe

considerqg./anyf/hore. fThis convention has the advantagé of
/

e,

ﬁFgggnting any duplicate ‘vertices from appearing in the .
graph representation when the ‘character contains a loop.
Moreqver, Qetection- of disconnected,.. components in the
character caﬁ be performed easily by checking if there ié

_any remaining skeleton point.
LS

. Every time }he prdcedure 'TR@CE} is called, a segment is
traced aﬁd "a linked list is formed and passed to the
procedure 'SEETURN' to detect any corner nodes within the
segment. For each tfode in. the 'NODESTACK', 'TRACE' is
called to process all its branches.) ~Calling of !TR%CE'

continues until the 'NODESTACK' has been emptied.

2.5.2 Locating Corner Nodes

-
o

Given a. curve segmént) in order to represent it in a
graph form, all the sharp corners should be detected because‘
of their Significance in thexstructural description of the
segment. 'SEETURN' is a procedure which performs this

corner detection of each segment extracted by the tracing
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process and it creates corner nodes if necessary.

The corner detection again makes use of the condition

codes to find poteniial'turning points. - The principle is to

e Measure the'angular difference of successive segments at
those - turning points, Through experimental testiﬁg,.some
thresholds are derived)to define tﬁe appropriate length of a
straight line segment and the criticgl angle between two
line segﬁents to define the-corner. ‘An algorithm hgs Eeen
developed ;o divide a curve 'segment into an appropriate

number of straight line segments which are connected by

corner nodes. The algorithm and notations used are.

Al
A}

presented below.

Dehoée the sequence of points of a curve'segment by

n

sz1 =

{p‘l! p21"'!pn} ;

. where .p, and p_ are the points equivalent to the

starting and end nodes respectively.

Let —

. »
‘Cj be ‘the condition code for Pj i

T = {0, 5, 6;‘7, 8, 9} be the set of condition codes

of the turning‘points ; .

straight line segment ; =

M

) l1{ne segment ;

be the threshold of mim1mum length of a straight

N

py be the threshold of the angle between two

/{ Lt be the threshold for the normal length of a
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segments ;

gg be the slope of the line segment joiﬁing Py and -
) Pj ]
s be the “starting position of a sStraight 1line

segment .

~

The  algorithm . is summar i zed in the following

pseudo-code.

Given a line segment Pg_1,

STEP 1 :(* ‘Initialize the starting ‘point of a new

segment . ¥) s )
g _ _ . i
8 (=== 1 ’

STEP 2 :(* A minimum segment length is set. ¥)

. 1

, j Cm=- s + L,

) ) ‘ : b
STEP 3 :(% Proceed to next point in the lis£‘until a
. _ turning point is found or end of list "is reached. I
») | | |
REPEAT ‘ ) .
J e J+ T

Y ) UNTIL (C45 in T) or (J = n) ;

«

IF j = n GOTO STEP 6

¥

~ STEP U4',:(* Test if the ﬁurning point is relevant.' #) .
K <=-- min (j + Lt,»dLj} ;o o
IF (k < Ml) GOTO STEP 6 ;
STEP 5 ':(% Test the angle between two segments at the: W1‘
‘tﬁrning point, *)

_ J j+k
IF Dt < Qs -_Dj < - Qt THEN
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. Assign pj to a eorner node connecting Pg i

4

s === § ;
GOTO STEP 2 ; I
~
‘ . ELSE GOTO STEP 3 ;

STEP 6 :(* Thé end of list is reached. %)

\ , ¢ ~
g Asgign pg to connect with P,
Ld

-

2.5.3 Quantization of Node Linkage

A straight line segment connecting two. nodes is now

J

represented by an edge. The orientation of an eage is

quantizéd to one of the eight directions . shown 1in Fig.

4

2.5(b) to encode the graph.
Consider the set of nodes of the graph .consisting of'm

nodes as Nm z {ni/ 1<id<m}. Given an edge Eg from node

n; to .node ny with coordinates (xy0 ¥3), (x

i j? YJ)

respectively, thé inclination eof Eg is given by

&
. Y: - Y.
J _ -1 7] i .
6; = tan 7;;f:—;; if x5 £ X5
' C o Yo=Yy .
= tan 1 —iL——-—i +mif x, > x%..
: xj - Xy i J

It is'illustrated in Fig.2.5(a).
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(1)
(2)
(3)
(4)
(5)
(6)
7)

(8)
Fig.

¥

o
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\S

Ry (x50yy)

» .

E’et‘D%”be the, quantized direction code of E‘i] ;

Ot be the threshold of quantization angle.

quantization is given as follows

if -9, < 0] <@g, D} =0

if‘gt,<gg <%—gt,'Dij = 1 "
if-’zl-gtge?l'<-2-+gt, oJ =2
if12'-+et.< g‘ij<1r -gt', D‘l:j: 3
ifﬂ-gtigi£n+gt,Dg:l&
if ﬂ+gt<gg<'¥-gt, D‘ij.-:s

.if-~?21-et_<_931_<_—g+gt, Dy = 6

. LA J - J .
if -5 + 0, <07 < -0, Dy =7

2.5(b) shows the quantization in terms of g,.

figure 2.5(b) Quantization into Eigh't Directions.

, Figure 2.5(a) The Inclination of an Edge.

e

R L T R
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The quantization of edées into eight, directions (0..7) .

a

initiatgs the data structure of graph nodes linkage to’

become an 8-tuple {Li[K], K = -0..7T}. The graph of a
character can then be described by the intercon‘nec‘tions of

graph nodes in terms of link tuples. The characteristics of

-

. the link tuple are listed below :

(1) Li[K] = j if 'node)ﬁni is linked ‘to node nj in the -

L]

K-direction, K = 0..7 ;

1

(2) Li[K] =0 if node n, is linked to no node in - the \

K-direction ;

A

. "
Jj <=> Lj [(K + 4) Modulus 8F = 1 ;

j and Li‘[K] =m => ]

(3) L,IK]

(4) L,[K] m.

’

t

With the above definition.and properties of the linkage
structure, an algorithm to encode the graph is proposed in
the next chapter.

\

2.6 Concluding Remarks

The basic aim of this chapter is to present the

processes of transforming the pixei by pixel bin‘ary image

~matrix of a character into a graph forms This graph is.

different from Caskey et al's (4. They used each pixel as
the node ofi the graph of a normalized character which
produces a complicated graph for simple character while our

use of end points, turning points and junction points as

_graph nodes, simplig‘ied the graph. Traversal 61‘ the graph

!

T '
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is *then easier and %e53<ﬁﬁﬁg consuming when extracting the

-
primitives. !

!

[}

Du}iné the graph forﬁing processes, the values "of

thresholds used -in each parficular casé were set through

¢

S . . .. -
. expérimental observations and these thresholds are listed in
s

the Appendix. An  example i

-

. illustrate the original Emagﬁ, its graph Yerm with the

Pa

. - .
adjacency matrix and . the ‘'processed thinned-line codes.

! . : .
Since it is impossible to illustrate the two directions of
** ! . ' " -
an edge- at theé same, time in ‘the.piéture, re}erring to
! - N a r ) b

f : B .
Fig. 2.5 (b), a set of codes, namely. H(horizontal)-(0,H4),

V(verticéi);(Z,é), ’ R(diagonally'1‘ right)-(1,5) and

-~

s

L(diagonally left)-(3,7) is.uSed. | o -

o 5

(W ’ ] e
The graph developed up to this point is important since

further anaiysis of a character éonsiders only thé.graph;

A

-vertices and ,their interconnections whiéh« is no longer

. . , - . \‘.‘

considered at the .pixel leger. The utilization of &his
N % ’ . T }7 ’ '

graph " representation in . enéoding and extFactipn, of

primihiveS’is discussed in the next, chapter.
) )

o -

. ] . ‘o' E c ’\ < i .

s shown iﬂ\ Fig. 2.6. to’
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CHAPTER THREE

i

. ¢

GRAPH ENCODING AND EXTRACTION OF PRIMfTIVES

*

3.1 Introduétion
- — . C
As pointed out in Chapter one, to per?ijf‘ syntactic

VoA

analysis of a character péttern class,\_ a 'pattern

description language' is neededl\ This language should
provide the structural description . in- terms of- phe

"relationships Qetween pattern primitiyes of the character

<

class. The setection of primitives is a pattern deé%ndent
. problem which has no general solution. For -different-

patterns and applications} diffefent types of pr%&}tives

such as a pixel [15,35], unit length line segments [10], and

-

s
geometrical: shape [1,26] are used.

~

. xn mthi;' chgpter, we .ptopdse, from the graph '
reprgsentation déveloped in_the last chapter,' an encoding
algorithﬁ to gererate a nume}ic code for a character. This.
code has the function of guiding the ‘“extracticn of
primitives as well as expressing the relations bétweén

primitives. The extraction scheme is presented in details.

The -ultimate goal of this chapter is to establish a string

A

»

of primitives ready for syntax analysis.
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3.2 Gréph Encoding ] .

. \
Methods of

different researchers [8,29]. Their conventions usually

"have the pur pose of simplifying the charact!!istic

-~

extraction and the recognition .p}ocess. The encoding

algoritﬁm developed in this research also has three specific
purposes., First, fpom the graph representation discussed in
chapter two, the grlaph strucfure -is encoded into a more
‘compact form to describe the character shape. Instead of
storing the information in terms of a data structure with
eig%t links, a numeric code string can be Qsed to describe
the character structure. Secondy with this numeric code,
recogstruct;bn of the'original shape of the éharactér can be
accomplished. Thiré, the enbodiﬁF scheme enablés,,us to
achieve the main objective of detecting the geometrical

features of the character és well as concatenating them.

The convention of the algorithm 1is to encode the

boundaries of the graph. In thé case of the character ‘with.

no embedding loops, the code just describes the shape of the "

character, while for a character which consists of holes,
the codes for both the outer and inner boundaries are

generated. The encoding is accomplished by the traversal of

all the vertices in the graph.

encoding ‘a character have been proposed by -
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3.2.1 Encoding Algorithm I
. <
In the encoding, there are two basic problems to ' be

solved. First, the starting point of the encdqing haé to be

chosen so that all the geometrical structures can be.

retained in-the code. Second, the algorithm should be’able
to traverse the whole set of vertices of the connected
graph. To solve the first problem, we adopt the convention

that a ver'tex is chosen as'the starting point according to
@ -

the following 'priorities :-1) a terminal node, 2) a corner

node, and finally, 3) a junction node. If . more than one

potential starting point exists, the upper left-most one is ’

chosen. '

To solve the second problem, tﬁe following convention is

used "~ : starting from the first node, the lowest numbered

.

non-empty direction link ( 0 to 7 ) is chosen. For every

move, starting from the direction opposite to which it came

1

from, search antiJFlockwise in the directions of the
eight-direction 1links, the first non-empty link encountered

is chosen as the path fo the next node. * In‘ this way, the
patﬂ which returns to the node from where it came is taken
as the last Cesort. To avoid the repetition of the same
direction path Qetween two nodes, a direction 1link is
disconnected ogceS@t has been proceéséd. Fig.3.1 shows this
convention. R , / ) ‘

Given a graph, assume 1its set of hoqes.consisting of m

distian elements be

~ it A,
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Nm = {n1 y ee e ,nm}.
where n, is phe starting node; )
L;[k] = j denotes that node‘ni is'iiqked to n; in the
k-direction. . )
Lét_s'be the nJﬁeric code strin% to be eQaluated;
Dfni]‘be-the degree of n; ; and
'//' denotes theoéoncatenation of two code strings.

Thg algorithm can be descfibea -in the following pseudo-code.
STEP 1 :(*® To 1initialize the starting node and direction.
o : 8 \ -

By C===fg .
' k <--- min{ k'/ L;[k'] # 0} ; | i‘/
o © STEP 2<.:(*tStart'a new code‘string. *) - /
- s e :
STEP;B. :(¥ Keep the direction code ¥)
' IF (bfni] > 2) THEN
‘ set FLAG on }_
J <==- L[kl ;
.~ L;[k] <=== 0 ; ' .
s.ﬁ--- s // 'k!
STEP 4 :(* Look for the next path. *)

i e s
K' <--- (k+4) Modulus 8 ; | T
kK <==-- (k'+1) Modulus 8 ; )

CWHILE (k # k') AND (L;[k] = 0) DO~
kK <--- (k+1) Modulus.,8 ;
IF (k # k') GOTO STEP 3 ;

! : ¢

Yo . PSRV Y P
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STEP 5 :(* Process until whole graph is encoded. ¥)

-

s {<--—— s // '*'

IF (FLAG is on) AND (L;[k] # 0) GOTO STEP 2.

e

There are three cases to be considered in the traversal.

Case 1 : For a graph with no junction node, it is sufficient

‘t0 traverse all the nodes just once in order to descripe the
character shape. For example, in Fig. 3.2(a), traversing
nbdes (1),(2),(3),..,(7) yields the codes 4,6,0,7,5 and 4.
Case 2 { For a graph‘with junction nodes bgt no inner loops,
each junction nodé'mdst be traversed the number of times
equal .to its degree. 'For exahple, the jﬁnction node (3) is
traversed. four times in Fig. ‘3.2(5).

Case 3 : For a graph with inner loops as illugtr;ted in Fig.
3.2(c), when the encoding halts at the starting node (1%”
with the inner boundary not encoded, then the upper
left-most junction 'node Q3) which is not yet traversed

completely is taken as the new starting node.

With cases 2 'and 3, there 1is more than one code string

generated from the graph.

3.3 Extraction of Primiti§e§~’ 0;7
4

!

The extraction ’of primitives 1is basically a two step
process : (i) the selection of primitives and (ii) the

identification of the primitives. We have three main

ceriteria to select primitives. 'First, primitives selected

should be the basic structural units which can contribute

-
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the maximum information of the ¢haracter pattern. Second,
the® primitives should be able to'charécterizé the character.
Thira, they cah bé extracted easily.

We have mentioned previously that many kinds of
primitives’ can be useq to classify different types of
patterns. Some of the primitives proposed for character
patterns are the direction change in a pixel ;nd its eight

neighbours in the skeletonized 1image which 1is frequently

‘called the. Freeman code [8,10]. One major drawback of using

gach pixel as primitive is that extremely long and
complicéted string-representation will result. Moreover, in
a digitized image,\ a pixel which is in fact the most
primitive unit; does not ‘contribute concrete global
informeation about the geometrical  structure and_  thus

diminishes the efficiency of the classification process.

)

On the other hand, with the grouping of certain
F) oo ’
connected pixels, we can have a piecewise string of pixels

as primitiveEtb describe the character'image. For example,

by the reduction of a character pattern \ into ﬂ graph-

N /
representable form in this work and in that of Watt and

Beurle [40], the edges can be used as primitives. However,

A}

there are still variations in the quantized edges which

-could lead to a considerably complex process in formulating

the pattern language.
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(a) (e) S

&) - (f) (g) (h) .

(1) . SN
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(3 (k) (1) , (m)-

FigUre 3.3. The Set of Primitives Defined by
Topological Features._ .

\
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In this system, topological ' features such as bays, loops

i

and strokes invarious oérientations as shown in Fié.3.3 are

_used as primitives. They were chosen for two main reasons :

n

(1) Topological features are basic structures of most
character patterns. The use of these structures is also
pa;t of -the process of human perception of character.
fhese structures have been used by Xarious researchers
through the»tﬁeoﬁetic-decision.approach (4,371,

(2) With the graph-representation discussed above, the
extraction of topological fegtures becomes simple. The
algorithm will be explained in the following sections.

The topological features we used are classified according to

the orientation of the cavities, strokes and the position of °

loops.

3 4

3.3.1 Detection of Primitives

™~
o

The extraction of primitives is guided by-.the encoding
of the shape'of the character. While traversing the graph
of a character, the <direction change from one edge to
aﬁother edge is noted. The direction change is defined as

the minimal change 1in a circular sense. For example, a

" change in the direction code from 0 to 5 in Fig.3.4 1implies

a clockwise change in direction since it gives shorter path

than phe anti-clockwise change. Then, according to the

direction change in an anti-clockwise and clockwise sense, a

sign is assigned to the p;imitive described by these edge
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1
as positive or negative respectiyely.

o
3 1
4 >
5 L 7
‘ 3
6

¢ Figure 3.4, 8-Directions with| Assigned Signs

During the traversal of edges, a primitive is built up
sign results. . Any

difference in the sign of directioﬁ change indicates that

the extraction of the current primitive is completed and a
new primitive is expected. With the sign of each primitive
and the end nodes (vertices) of 'thiL topological feature,

iés type can be determined. Fig.3.g shows some examples of

the detection of primitives. \ o

\ o

The algorithm for the detection oﬁ primitives is given

below. ' \
Let di j be the dirqétion code of th% edge from node ny to
, : .
L - T \

; .
EXSET be the set of direction codes|which indicates the
encountering of a new primitive.

assume NEW(d; ) returns the direction code during the

J

’

encoding process.
/

For each code'gtring

STEP 1 :(* To initialize the sign of the primitive to be

[y
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Figure 3.5, Examp;es for the Detection of Primit‘ives..w
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STEP' 2 :(* Assign the.sign to the primitive. *J . = =

e
z ' ¢ n ‘
- 1 ~ .
. , ~b\ - . . /
< ’ ’ v T s )
[ o . \f%‘ uu . _ /“
[y ’ ’- v ' ' J *
extracted. ¥)° - N
SIGN <---0 3 = . = / BN
. L p ) - e - Lo
©ONEW(d, ) AT
| w(’l’J)‘, e R
Lt i ) - o
L IF nj is.the last node THEN : . &
Ny . . . ' A | '
o . BEGIN | q .
R Determine the primitive type by Nys Dy
- n,‘ ’§ ' STOP . - . N - . r l .
- END ; L . ’
g N_E‘.W(djf’k) P ’ C : ' -

¢ o - '
IF (d. . < d. ) AND S o-d. . < 4) OR
, . (1‘51’3 . J,k . -'(.’dek 13'J . -
“ ' (d, .> d. ) AND*(d, .-d. , > 4
v (gi’J JyK .- <' i, "3,k )
THEN. | .
) SIGN <--- +1 . \ ’
ELSE * , ' ,
. ‘-p . ‘ o ) v
e SIGN -=="=14 e . ' .

»

STEP 3 :(* Extract the whole primitive until a new

primitive is foynd or the end of the o‘ode string is

-

° ~
., encountered. ¥*)

REPEAT - . s
13 . I, . ‘ ) . o J - (¥ .
NEW(dL ) 5 .
CASE SIGN OF ‘
. +J¢ ¢ EXSET = {(dj’k+c)' Mogulus 8/ 5%eXT7} ;.
. ; -1y EXSET = {(dj,k“:)n Modulus‘8/ 15_<.:_<_3}
. ENDCASE ;
e IF NOT d) - IN EX?E} THEN : Cie e
o, BEGIN o

- ,
. . .
L. . N . Y4 .
@ .
vt et e e b - \ ‘ . ) . .
{ . i s R L SRR b ad R Baben Wt S ¥ L LAY

e e




’
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o po TPy ¢ 1 THEN ‘
] J k=== k ; .
kK <mm-1} ’ ‘
END s
. - - s . ELSE . "
L : BEGIN ,
] - ~ R . . *
¢ Determine the primitive(type by ny and
o . I . .
i E . ’ ' k N
' S
‘ ) [
v j <—-— k ; \ » s
: u SIGN "§=-- ~SIGN . -
' . i N ) - 2! N
] o, - ;
’\N\‘,\\O \ ENhD\ . s “
UNTIL ny ";,9. the last node.
. -
- 3.3.2 Determination of Primitives
= — ,
= _ With the primitives detected as described in  the

previous section, we classify thenm into~three'qategories.

-

rl

Referring to Fig.3.3%, we denbtg the primitive type By F.

(1) Straight line primitive

. change,betﬂéen t
We ha;e,

R s 1ir.if d

. F = 'kr.if d

Fz 'l if d

F='m if d

(2) Curve segment

°

.

Wo eqd nodes nL and nk.
1 R -
, — |
ik = 0 ie :
’ . .
ik = 20085

ke 5
i,k,= 3,7 )

4 ,
: it involves no direetion

primitive : it involves direction” change

s

4

-
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petween two end nodes. The' line joining the end nodes

A

K of the primitive 1is quanti:zed ﬁo eight

directions¢w1th a threshold 6, See Fig.3.6(a).

) ni and n

Let_c)i Kk be the quantized direction of the line.
)

We have Q) unchanéed if the sign of the primitive 1is
: ?

-

positive ; othefwise, ‘Qi K is ’‘changed to ( k+14)
. . ) . '

?

Modulus 8, the opposite direction. See Fig.3.6(b

- We have, '
 F = e if 9y = 05 | |
/ Fo= ' if Q5 = 1 I \ " o
g F='g if @, =2 ; \ \ |
T F - e! if Q4 4 =3 ; - |
Fo= 'f'if Q 4 =45 | :
:‘,Fl.-. d' if Q= 5 ‘
F='h' if Q=6 ; T
F-= 'a' if Qi,k‘= 7 ; .

! ' : Al ‘ ! - N ,:
(3) Loop prié&tive : it ocecurs when two'end nodes coincide.

We have, : v

F o= i,

As illustrated in Fig.3.7j‘the strings 'hg' for .a '5' and

'acdae' for a '4' are derived frbm‘the rules described -

4 < . -
above. . :
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Figure 3.6(b) -Determination of Curve Segmfent Primitives,
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Primitive string = hg.
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3.4 Characteristic Measurements' of Primitives

Using topo;ogical featureg as primitives has reduced the
fcompiexity of‘ the pattern langdégé. However, due to the
‘quantization of the directions between the graph vertices,
some mathematical measurements might be required ih order to
interpret gthe. cﬁaracté} image precisely. In a graph
representation  form, the task of evaluating these
meadrements such a$ the depth of a cavity or the shape of a
cavity at a particu}ar part is very eééy. In the following,
the evaluation of sbme‘of the characteristic measurements
which we are interested in phe proposed system is discussed.

All of them involve the properties of loops and cavities.

(1) Loop Position

~

The position of a lgop is very useful both in remglving
the ,ambiguity of primitive strings of different classes and
in the 1interpretation of the character pattefn. By.
observing the span of the loop, that is, the position of its

,hi%hest node and the distance between the highest“and the
lowest Anodes relative to tpg\height'of‘the character, the
location of the loop can be deduced. We classify the 1loop
location into three types': whole loop, upper loop and lower
loép. Assume ™ and r, are the row numbers of the highest'
and lowest nodes of,the loop and Tr the total number of rows

of the image matrix. We have,

> .T..

r

wiro

(a) whole loop, denoted by 'i' if'r

+ (b) upper loop, denoted by 'n' if r_ < =.T..

i

h~r1
1
h 3

-

N



(c)-lower loop, denoted by 'o' otherwise. ' o

(2) Openinmg of a Cavity

We define the opening of a cavity to be the distance
) s
‘between the two end points of the arc. Let the coordinates

»

of the two, end nodes of the primitive arc F, be (rs,cs) and

(re,ce) respectively. We denote the opening of F by
) . 2 2
O(F) = flrr )2 + (e e )2,

which'is the distance between the two end nodes.

’

.(3) Depth of a Cavity

In a graph form, we assume a primitive cavity, F, is

formed by the node list {n1;n2,.,.,nm} . - We define the-
depth of cavity of F ' o
_  Max ..
D(F) = 1<idm {di} . L

where di is the perbendicular.distance of ﬁi from’the line

joining the end nodes n, aﬁd n, given by

ci(cm-cj) - ri(rm—rﬁ? + roc. - L

ﬁ"m"’1)2 + ("m'r1)é ,

where r,; . and c; denote the qoordinateé'of any node ny.

(4) Shape gf a Cavity : . : '
The direction link between nodes provides the shape of a
ﬁ . . " “
specific portion of the cavity. In particulatr, to detect if

\ ’

the bottom part of a cavity "is flat or not, we observe  the

i

)
¥ ’ ~
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direction change of the last two or three‘nodés.‘

3.5 Concluding Remarks - | ‘.

A graph encoding convention has been developed ﬁo
extract primitives and define their structural relationship.
Thé use of topélogical features has the advantages to
contribute maximum inkerpretation of the charactér and
simplify the. pattern descrfbtive schema. With the encoding,
the boundary of a character can be traced to detect these
topological fedtures. The algorithm for the detection and

determination of primitives shows the effectiveness of the

* extraction ‘of high-level primitives }Kpm a _graph

\

representable form. With these high-level \\primitives,
{

semantic infofmahion of various types of primitives such as
loop location and characteristic measurements of a primitjive
can‘bg evaluéted. In the next chapéer, we shall discuss the
classification scheme‘based on the sﬁrings of primitives

which provide the structural and semantic information of the

" echaracters in each character class.



_CHAPTER FOUR

FUNDAMENTALS OF SYNTAX - SEMANTIC DIRECTED

' CLASSIFICATION SCHEME

v

4.1 Introduction

The main purpﬁse of a pattern recognition system .is to
Qlassify the unknown patterns into predefined distinctive
classes. To achieve this goal, relevant structural features
and characteristic m;asérements in each battern ‘are
considered in the decision process. Two major approaches,
namely, decision-theoretic and syntactic approaches are
—commonly used in the decision-making process [9]. The
former 1is a classical appro;ch which is based on the
formation of a feature vector and thé utilization of Bayes
classification rule or diseriminant functions to partition
the feature space [36]. Though' this approach plays a
. significant part in the field of pattern recognition, it is
not capablé of formulating the pattern struciures and~ their
relationshipé. Thus, 1in structural-based problems, the
expression of a pattern in terms of the relationships of its
strﬁqtures contributes more informat&on and is appropriate
for syntactic. analysis. In this work, to test the
éapability of a syntax-directed classifier is the motivation

.of using the syntactic approach,
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The syntactic approach is based on the theory of formal
languages. Throdﬁh decompositions of a'(pattern into
subbatternq and primitives, a pattern 1language can be
established fgr a given class of patterns analogous to the
qPrmal languages, which is defined in terms of a vocabulary
and grammar rules. A pattern language has its primitives:
and subpatterns as ther vocabulary and their structural
relationships . define its grammar. To accomplish the
ca@egorization of patterns, syntactiF analysis or 'paﬁsiﬁg'
is performed to check the grammatical‘céﬁrectness of pattern

@ 4 '

sentences (string).

'

4,2. Pattern Description Language

The language which provides the structurgl description
of a collection of patterns is called 'pattern description
language'. According to Narasimhan {231, h 'pattern
déécription language' 1is defined as the descriptive schema
having the following properties : ~
a) it must assign structures to the character patte%ﬁ\\is
terms of occurrences of subpatterns and their spgtial

dispositions; and structures to the subpattern in terms of

occurrences of primitives and their compositions.

fb) it must assign attributes with computed values to phe

subparts.
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. |
Thus, the descriptions generated'provide information of
pattern components with such and such properties occurring
.in such and such configurations. Based on this concept, the
transformation of a character‘into a string of'primitives
discussed in the last chapter is to build up a ‘'pattern

: description language' for a particular character set

To perform syntact;c analysis of the 'pattern
description languagg' generated, Qe made use of some of the
concepts in the formal 1language theory. Some basic
terminqlogy‘and no;ations are presented in the following
section ‘to facilitate further discussion of the syntactic

description schema used in the experiments of this work.
¥

4.2.1 Basic Definitions [13,17]

An alphabet is any finite set qf symbols.

N

A sentence(or string) over an alphabet is any string of
finite length of symbols from the alphabet.

AW
A string with no symbols is called an empty string.

For any alphabet V, the countable infinite set of all
sentences over V, including the empty string, is the closure

*
of V, denoted by V . The positive closure of V is the set

K '
vt = ¥V - {2) where z is the empty string.

A context-free grammar is defined formally as a U-tuple

&

PRI

e o e e e = s e AR Vb S
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§ G = (Vy,
where V

"

Vo, P, S)

T’

N is a finite set of non-terminals or variables ;

VT is a finite set of .terminals or constants ;

‘ P is a finite set of productions or rewriting rules
in which each production is of the form A ---> & for

[ 3 * -
A in Vy anq,m in (VT ] VN) ;

S in VN is ﬁhe start symbol

A regular grammar has production of the form A ---> A B

or A ~-=>d& for A, B in VN and & in VT‘ )

The language generated by a grammar G, denoted by L(G),

" "is the set {x / x is in V.. and x can be derived from the

T
start symbol by applying zero or more productions from GJ?

*
denoted by S ==>x}.
G

If a lanugage is generated by a regular grammar, _the

recognition process can be modelled by a finite automaton.

A finite automaton is a system specified as a S-tuplez

FA = (K, V, E, S, F)

“ .where K is a finite set of states ;

V. is a finite input alphabet ;

E is a mapping from K x V into ZK, the collection of all

subsets of K ;
8 in K is the starting state and .

F is a set of 'final' or 'accepting' states, a subset of

Ku '- !
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A string x ig acceéted by a' finite automaton if there is
|

a path from the start state to a final state such . that the
labels along the path spell out x. ' }

»

4.2.2 Principle of Classification

~
~ " .

Td\xapply tﬁ@ above idea for the classification process
in a pattern recognition system,, we have a recognizer

illustrated in Fig.4.1.

x & L(G,) ? L.

“[[x € LG,y ? /

input x e

x € L(G) ?

e

Figure H;ﬁ Block Diagram of a Syntactic Recognizer. -

Assume we have m classes of patterns, CI,C2,..-.,Cm with .

grammars G ,G2,...,G for the m classes respectively.~

m .

[y

Obviopsl?, there shouid not be any ambiguity between the
grammars, that is, )

Vi, d, LGDNLG) = 0 if 1 4 j.
Thu%, for an unknown péttern'string X, it§ identity can be

determined by testing if x is in L(G;), i=1,...,m., If for

some j, 1 < j<m x is in L(GJ), then x 'is recognized from

~ -~

=
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L

-

class Cj.‘ If x 1is not in' any of the L(Gi), then x is

’ /

.rejected.

4.2.3 Attributed Grammar Approach ’ ¢

It was foundvghat.in handling some types of patterns,

.syntactic information is insufficient to describe ' or
discriminate the pattesrn, , The introducﬁion of ‘semantic

"information ° can supplement the syntactic information to

accomplish the,descriptionfghd recognition task. It was
~ . ; -
introduced by Knuth [14] and Narasimhan[23]. The attributed
grammar approach evaluates both syntactic ‘and semantic

information. In &ddition’ to the syntactic rules .in a

conventional grammar, an attributed grammar has a set of.

semantic rules associated Gith the productions. For a

specific pnimiﬁive, a set of attributes is assigned“ to the
»

primitive, thus a primitive can be expressed in terms of the

values of its attributes to reflect its propérties.

There a}e two kindé of attributes, namely, inherited and
S);ntk\esized‘ sttributes ([9]. An inherited - attribute °is
dgrived from the context‘of'a string while the synthesizea
attribute is built'from within the primitive. For example,,
a curve segment when defined aé a primitive, . its curve
sﬁructuré is an inherited attribute but. the radius of
curvature or the lenéth of the curve S3egment is a

synthesized attribute. -
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3

N +

? In brief, each of the' primitives in an atbributed

grammar has a symbolic part for‘syntéx parsing and a value

pgrt ! for ' semantic parsing. However, it 1is not always

A 0
necessary to assign attributes to every primitive.: In- this

B 4

work, atfributes are introduced to solVe the ambiguity

between some grammars.

4.3 Classification Scheme of the System

3 <« ) o

The classification scheme in the system maKes use of

both »syntact}c and semantic ’analyses. There are two

¢ . . . /
advantages xn,thls.scg!!s Lo . . j

ol .
(1) Using simple syntactic description and 1little semantic

+ informpation, a powerful‘classifier can be developed.
¢ )

(2) The syntax analysis and semantic analysfs~can be carried

out iﬁ paréllel.

o
-

e .
-In this work, regular grammars "are used. -A finite

iptqmaton can thus be built up for this type of(grammar as

~
the recognizer. In practical implementation, the _ semantic

rules are . embedded in the syntactic rules so that the.

pagpsing of the symbolic pért leads to the testing, of

1

%}tributes also. . An unknown pﬁimitive string 55 parsed by
the grammar of each class. If the unknown input 1is
successfully parsed~ by any‘ of the grahmars; then it is
acceptea, otherwisérit is rejec?ed. The attributed grammar

for each class of numerals is listed in the appendix. The
grammérs'are listed ianheir cohé%xt-free form to shorten

-

»
3

-~
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4.3.] Syntactic Descriptive Schema
v : N 8

+

With thé&\, encoding scheme discussed in the previoué

chapter, patterns are described in terms of the topological
il

features 1in their order of appearance during the‘encoding
According to Narasimhan's descriptive schema [23],

' s
encoding of graphic representation of a character

~ \ process,.
this
describes- the occurrencz of specific structure in a specific

order and tAus produces a string of primitives. The order

] P

in which primitives occur reflects the inherent relationship

. between them. Coﬁsequently, this order of occurrences of

primitives can.serve to charfacterize the structural shape of.
i . i »

individual characters. . To inference-the grammar for each
 £he'

training samples were considered. In each <class, tHe

strings which correctly described the structure of the
8

. N A
corresponding characters ~ were used to form the set of

typiqgl references, called prototypes for that class. .The

grammér fpr a character class was 4‘bérenced heuristically

-~ by its prototypes. Given a primitive string, f, it is

parsed . through the grammar of each class. If f is

¥, .
. successfully Qarsed by Gi’ 0£i$9, then f is classified 1into

o . e

class 1i.
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Let us denote the gfammar for each class by G;, 0£i<9.
- ~We define the set of terminals by'VT = {a,b,c,...,m} U {h,o}

- as illustrated in Fig.3.3 and section 3.4. N

L

-9
. | - For Gi =‘ {viT’viN,Pi ,si}’ 051_(.9, il-._:lo ViT = VT-

’ Cénsider the grammar of c¢lass '2',

- Gp = (Vp_y Vp o Ppy <THO> ) with
. Vo = (c,f,g,h}, V, = {<GC>, <HA>}
T - N N
~ Pos ‘ | \
| 1,2,3) <TWO> ::= <GC> <HA> / gfh <GC> / ghf -
-4,5) <GC> ::= g / ¢
6.7) <HA> ::= h / a

We can illustrate the finite automaton recognizing the

1

language of G, in Fig. 4.2.

" | - \ ‘ ‘|
. - . S

» . \ - / ‘
. o R <TWO> © g ' Lo \
' ' L e T, 4‘” . S s T .’gtatﬁl .

| @ -final state

\

s

/-

o ' . . NERY DA T IV



For example, we

try

to

Fig.4.4 with its primitive

- following production rules

2)
5)

In this

thus recognized as

¥

case; X is succeésfully parsed according to G2 and
A
2. ! o
Let us now consider the grammar of class '4',
Gu :‘{v” ,Vu ,Pu,(FOUR?}
) T N
Vu = {a,b,c,d,e,g,h,k,n}
T
V, = {%GC>,<HA>,<DH>,<GAS,<EAB>}
N .
<FOUR> = <GCX- <HD> <HA> ‘<EAB> £ . '
<HA> <GC> <HD> <HA> <EAB> /
’ achh <GA> e / a <Gc> k <EA> /
anc <HD> n /
ACGE> ::= g / ¢ .
<HD> ::= h /.d
<HA> ::= h/ a
<GA> ::= g/ a ,
<EA> 2:= e / a
<EAB> ::= e / a/ b
Fig. 4.3 illustrates the recognizer of this grammar.
, ‘ . . -
Given a pattern shown in Fig.4.5 with its primitive

string, y = agdae,

by the following production rule

2)

— —h
N D OV

N W

it is success

<{TWO> ---->
{GC> -=-=-=> ¢

D A0k o

61

parsé an unknown pattern

string, x =
will be applied

gfh <GC>

gfhc

y

to

> <HA> <GC> <HD> <HA> <EAB>

shown in

G

2,

the

grlly parsed according to Gu
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‘The gtrammars of the rest of* the classes are given in the

. Appendix. , . {/

4,3.2 Semantic Descriptive Schema

Since high-level primitives have been useq in the
description fanguage to reduce the complexity of syntactic
parsing, phe' evaluation of semantic information becqmes
important to resolve any ambiguity between grammars of two
or more distinet character classes, In the classificaéion

scheme of this system, only the necessary synthetic

A
attributes were evaluated for certain kinds of primitives.

»

The reason for ‘doing this 1is obvious, since evaluating

R\

values for attributes Jjust sufficient for classification can

.reduce the computing time. Through experiments, the

semantic  information needed in the <classification of

" numerals involves the = properties of cavities.. " 1In

particular, the most common cavities which lead to confusion

are :)(g) and (: (h). There are mainly two types of
attributes concerned, one 1is the depth of cavity and the
other is the opening of the cavity,. A summary of each

-

semantic rule is given below.

‘(1) To distingﬁish'a broken '0' from a '6' with an unclosed

loop as shown in Fig.4.6 (a), an attribute indicating
the “opening (distance between the two end nodes) is
simple and powerful.

Let us denote this attribute by 0(h). Referring to

4

L3

-~
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(2)

(3)
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section 3.4, we have
<ZERO> ::= h o) < t..Tp . ,
<SIX> :i= B | B O(h) > t..T,
where Tg is the total number of rows of the image
matrix; ! -
tr is the threshold indicating the fraction of
image length to discriminate the two classes.
To distinguish beéween '2' and '7' both of which
generate the same primitive string, 'gh', as shownr in
Fig.u.é(b), the debth of cavity of 'h' can serve as an
attribute. When it is large enough, it favors class '2'
rather than class '7' and Qice versa." o
Let us denote the attribute by D(h) énd refer to section
v i

3.4, we have

<TWO> ::= gh D(R) > t .T,

<SEVEN2U::= gh .D(h) < tc.Tc
where Tc is the total number of columns of the image
matrix;

t, 1is the threshold indicating the fraction of

image width.

In the case of class '1'", some samples have a weak

.cavity,and they may be confused with '6' or '7' as shown

in Fig.4.6(c) . So, the depth of cavity has to be
. ~ ‘ X

considered. It Should not be compared with the width of

t@e character image,'but rather a fixed value, becpuse a

small bent in '1' can still be as large as its width.

" We have,

g
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"as shown in

S

69 . '
<ONE> ::= g D(g). < F,
{SEVEN> = g D(g) 2 F,
and - '
CONE>  ::= h D(h) < F,
<SIX; = h D(h) > Fq
where Fe is a threshold, which is assigned a fixed
value, instead of being expresséd as a fraction

of the size of the image matrix.

In the case of '3', the horizontal stroke of some

samples is degenerated in the middle and it becomes 'T7!
Fig.u4.6(d). To detect the shape of the
ﬁotf&@ part of the cavity is a means of distinguishing
these two classes.

of the primitive 'g', dénoted by B, can be examined to

discriminate the two classes. We have,
<THREE> ::= g » B(g) ¢ { 2,3,4}
CSEVEN> ::= g © B(g) € {5,6}.

° 4

4.6 ancludiﬂg Remarks

theory applied to syntactic recognition was

.introduction of semantic information in

In this chapter, the fodﬁﬂa&igﬁ of -formal language
reviewed.

the recognition

process also showed how they can compensate the weakness of

the

numerical features.

classical syntactic approach in handling significant

In the above classification Scheme, the

advantages of wusing a simple deéscription language and a

4 . L L T

.
Ny W » RTINS

The direction link to the last node’

The

L
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sﬁall.put suffic{ent set of attributes were pointed out.

g

The’principle of the clgssi?{catf&n’scheme is to accept only
can be parsed by the grammars

those primiti?é‘strihgs‘whic
obtained frém the training stage but‘réject all others. The

&

) . _ e
tra%nidg'reéults on some experimental data and testing of
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CHAPTER FIVE {

- \ »

EXPERIMENTAL RESULTS " t‘b'

" v

>

5.1 Experimental Data and Environment < 3

r . .
The algorithm for the .extracgion of primitivgs and

s&htactic-semantic classification scheme 1ieveloped in
Chapters 3 and 4 were tested dh handwritten numerals. - The

. fa
detailed structure of the proposed character recognition

system is shown in Fig.5.1. The extraction of primitives

v o

and classification schemé¢ was implemented on the CDC CYBER

172 copputer at Concordia University g;fhg the PASCAL
. /

language. . -
N

The déta base for o@r investigation waslprepared by
Dr. C.Y. Suen' of Concordia University. Suen's database
consists 'of 100,000 alphanumeric characters including 174

. '

models [30]. Amon; these characters, 6000 numerals with 600
samples per~ class of'tﬁe ANSI shapes were used. Tﬁe data
samples were writtgn by 30 diffferent authors ;of which 15
were rigﬁt-handed and 15 wére left-handed with each author

writing 20 specimens of .each class. The subjects were given

brief ,writing instructions on the size’'and models of the

-character and asked to write as quickly and carefully as

-

possible. The frame of a digitized image is 64x32 and a

tyﬁical image occupies 35 rows by 20 columns. Typical

*
/

.

7
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samples are shown in Fig.5.2.

1

'The 6000 samples were divided intoLtwo sets arbitrarily
with 300 samples per\classf They are referred as Data Set
II and Data Set III below.. From Data Set Ii, 60 samples per
class were taken out arbitrarily as the basic training set,

- which 1is referred as Dafa Set I. Three experiments were

’; carried out on these three data sets.

5.2 Results of Recognition Experiments

Experiment I

~
Data Set I was used as the training data to obtain thg

grammar for each individual class. All the strings of .

primitives which define their corresponding character
correctly were used in the grammatical inference. Two tests

were performed with Data Set I.

In Test 1.1, only structural information was wused in 'ghe
grammar with no semantic¢ iriformation. A misrecognition rate

of 0.67% was obtaiﬁed. The confusion matrix of this test is

shown in Table 5.1(a). The reason for the confusion can be
referred to section 4.3.2 of the previous chapter which
introduoéd the function of each type of semantic

information. -

In Test 1.2, semantic rules were introduced in the grammar
e - .

based on the confusion obtained in Test 1. No sample was

misrecognized but a 0.33% of rejection rate was recorded.

o

Thf confusion matrix of this experiment.is shown in Table

Xkt
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o | o 1 2 3 4 5 6 7 8 9 |REJECT
i F
B 0 |59 ' 1 . ,
1 60
2 60 \
3 59 \ 1
5 . . 60 -
6 - ' 59 1
) 7 1 59 .
8 1 60 '
9 1 59

'hecognition Rate

~ Misrecognition Rate

Re jection R

’ S

ate

99.00% ( 594 / 600 )

0.67% ¢ 4 / 600 )
"u

0.33% ( 2/ 600 )

Table 5.1(a). Confusion matri and experimental
obained from Data Set I (600 training samples)
with no semantic rules. .

fesults

‘.
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INO| O 1 2 3 Y 5 - 6 7 8 9 | REJECT
' g |60 .
J1 ' ‘60'
2 0
3 60 |
y . 59 | | 1
5 - 60 | ‘
‘6 .1 59 - 1
i . 60 ' | |
8 60
9 " 60
N o 0
Recognition Rate = 99.67% ( 598 /7 600 )
_ Misrecognition Rate = 0% - ( 0/ 600) o
‘ReJectiqniRaté =’ 0.33% f 2 /7 600°)

Table 5.1(b). Confusion. matrix ang experimental results .

obtained from Data Set I°(600 training samples).

o
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5.1(b). The original and thinned images of the rejected

samples are shown 1in Fig.5.3. The sample numeral '4' was

rejected because the turning node and the junction node are

too close to be detected. In order to maintain cerrect
interpretation of a string of primiﬁives - to its
corresponding character, our system rejected this sample

though this kind of corrupted 1image also has a unique
primitive string.  The numeral '6' was rejected because it
was broken. All numerals which have more than one connectéd

components will be rejected.

Exgeriment'll

L

Based on the grammars inferenced in Experiment I, two
tests were pgrformed on Data Set II.
In. Test 2.1, the classifier developed in Experiment I with

both syntactic and semantic analysis was tested on Data Set

II. An  error rate of only .0.03% was resulted. The
, .

misrecognized sample was an '8' with the upper “1oop
degenerated into a line after the thinﬁing process. Fig.5.4

illustrates the misrecognized sample. For the rejections,

all of them were due to the lack of their prototypes in Data

Set I. Table 5.2(a) illustrates the confusion matrix.

In Test 2.2, the samples rejected in Test 2.1 above due to

the lack of prototypes were introduced into the <classifier
as new prototypes. This new classifier was then tested on

Data Set II. The misrecognition rate remained 0.03% since

Y -

H
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obtained from Data Set II (600 training samples).

e

't

, 81
v
INO 0 1 2 3 4 5 6 7 8 9 REJECT
7
0 294 6
1 300 ‘0 i |
2 287 | 13
3 296 4
4 ’ 295 , 5
5 293 7
6 289 11
7 | ' 300
8 |’ ’ 17 283 16 -
9 \ . ¢ 288 | 12
? 7
< : :

Recognition Rate = 97.50% ( 2925 / 3000 )
Misrecognition Rate = 0.03% ( 1 7/ 3000 )
Rejection Rate . = 2.47% ( 7Al& / 3000 )
Table 5.2(a). Confusion métrix amd experimental results
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INO 0 1 2 3 4. 5 -6 7 8 . 9 -REJECT
—

0 300 - A

1 300

2 300 - . ‘

3 300 . R

1y 298 w | 2
5 I 300 | ¢

6 B 295 I -

(z’”? ' ‘ A 300.

8 1T 299
. ! & -

9 299 |

Recognition Rate
%}srecbgnition Rate

Rejection Rate

Table 5.2(b).

TR M et Rt A ————

99.70% ( 2991 / 3000 )
0.03% ( 1 /3000 ) /-
0.27% ( 8 / 3000 )

J

+

‘Confusion'matrix and experimental reSult;
obtained from Data Set II (training).
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the numeral '8' cannot be,imprqved. Meanwhile,” a rejection

rate of 0.27% was  obtained. Table 5.2(b) shows th
confusion matrix. The rejected '4's are similar to the case
in Experiment I. Five samples of numeral '6;,@ere rejected
because they were all broken characters. The Sample numeral
'g' was rejected due to the corrup@ed quantization caused by

the slant of the image character. Illustrations are given

e
Py *

in Fig.5.5. .

, 4 \
IT in WExperiment II, the classifier~ya% testgd on Data Set

CITI té examine the result. A misrecognition rate of 0.07%

was obtained, .it was caused by the two '0O's with a big
opening to the right.. Their images are shown in Fig.5}6. A}Kén
rejection rate of 1.3% was ébtained and the rejections of
mostzsamplgs were due to the lack of‘p}ototypes except those
of '6's which were broken. Fig.5.7 sho@@ some reasonable
imﬁges which have been rejected due tq the lack of
prototypes in the classifier. In particular, the great
variations of numeral :8' generafed a 1ot_of new prototypes
not included in the grammars. Tﬁe-result of Data Sét II and
Data Set III using the former set as  the taining set 1is

shown in Table 5.3.
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ol o 1 2 3 4 5 "6 T 8 9 |REJECT
0 |s94 2 b
1 600 . B
2 600
3 - 598 2
4 . 594 "6
5 598 2
6 589 a 11
7 600 “
8 1 581 18
9 595 5

Recognition Rate

Misrecognition Rate

Rejection Rape

i

v

0.05%

(

.99.15%  ( 59&??/ 6000 ).

3./ 6000 )

0.80% ( 48 //6000)

?

Table 5.3. Confusion mafrix and overall experimental results .
obtained from Data Sets II and III.
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°The overall performance of the system is as follows

Recognitien Rate = 99.15%
Misrecognition Rate = 0.05% N
Rejection Rate T o= 0.80% .

5.3 Concluding Remarks

3

The experimental results presented above support the
approach used in this system. The speed of recognition is
approxima£ely 10 characters per sécond (including extraction
of brimitivés and classification process) . The most
time~-consuming process of the system is the thinning process
which takes apprpimatel& 0.2 CPU second in‘average to tﬁin a

" character. Though ,this réduces tretmendously~the speed of

the whole system, it 1is considered as a less relevant

problem to the wusing of topological features as pattgrn

primitives since the hardware for thinning is available.

‘Though no compiete recognition was obtained from the

a?experiménts, the performance of this recognition system

compares favounably with those obtained by other researchers

" using the same or similar ANSI data [20,41]. Kwan et al

[20] reported a higher misreéognition rate of 0.97% using
geometrical features and discrimination functions. Using
similar type of numerals, Mori et.él. [41) obtained a 80.3%
of recognition with the correlation method. In parﬁiculér,
our system performed with a very low misrecognitfon rate due

to the uniqueness of the grammars in each class. A slightly
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high rejection rate is obsqrw%d' mainly because of

st sy

in§ufficient prototypes defined:‘in the training process. °
Wlth these characterlstlcs, the‘ system is more reliable |
. ]
., ' because rejected samples can be re- examlned and _improvements ; i
B R i
3
or a“secondary recognition proqess are allowed. . - {
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CONCLUSIONS

. >
The basic objective of this work is to justify the wuse

of geometrical structures as pattern primitives . in i

syntactic recognition system. These high-lé;él primitiveé

reduce the complexity of the syntactic recognizer, and

motivate the use of attributed grammars.‘ The design of ‘the
system is mainly based on the reduction of a character image
to a graph with quantized vertices. A primitive string. is
established by the'order in which ithe geometricai-structures

\ ”
are extracted as pattern primitives. An automatic character

recognition system has been implemented and tested on.

several data bases of handprinted numeric. characters. The
performance of the system has been established

experimentally by the high recognition rates.

o 42 e s | i

In the proposed system; the;e are soge points needed to
be improved and further dev%loped. Some suggestions are
given.below. .
1. In the classification schémé} a primitive ;tfing has to

be 1in the defined set of prototypes in arder to be

recognized. This rigidity. can be resodved by
introducing substitution agg\ deletion rules in th

grammars or the use of stochast;:\gFémmafs.
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The idea employed in this system can be extended to

recognize characters other ,than the numerics.

For those‘samples which were rejected because of broken
strokes, each connectd part - can be ™ considered
individually as a subgraph. By def‘in'ing the relations
between subgraphs in terms of their position; a
meaningfﬁl string representation can be built up to
bharacterize its character .class.

For those samples which were rejected ©because of
corrupted quantization, the eight directions convention
can be further refined as * sixteen directions to give

more accurate graph representation.

The rejection of samples due to the lack of prototypes -

can be improved further by training. the system with more
characteré. ‘

When introducing more character models, more semantic
information should be extracted if required.

In building the syntactic-semantic recognizer, the
grémméfical inference has not been formalized, so the
™, .
necessi%y to develope efficient grammar and parser

generators to facilitate more complex syntactic.analysis

is urgent.

During the process of extraction of primitives, the,

ad jacency matrix . of the graph form allows the
reconstruction of the character. This reconstruction
can be used in graphic display anq<data communication.

The implementation of this system in primitive

~.

o
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extraction. and parsing caji e refined to ;anment tﬁe’

efficiency of the syste

In the system, time As mainly consumed in the thinning
process, parallel thinning synchronized Wwith the
extractor of primitives and recognizer can speed up the
-system considerably. ’ .
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’ * APPENDIX .// |

List of Thresholds

e
-

the normal length.of a straight line
segment

: the minimum length of a straight Line

segment
B : -

the angular difference between two

segments to determine the corner node

the quantization angle of graph
vertices

the quantization angle for primitive
determination.

the fraction of image length to measure

the opening of @ cavity.

P

the fraction of image width to _measure

" the depth of a cavity.

the minimum depth to support a cavity

20

VALUE
o

6 pixels
5 pixels

22.59 -

O -

20°

: 1/3

1/4

3 pixels

3
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Attributed Grammars trained from Data Sets I 5”'1' ! e,

»

NOTE. Except the starting symbols, the name of e
'1 -\ ! T —————
non-teqminal indicates ‘the alternatives of the

primibives from it\\;
Example : <GC$ -----

E=Y

"
[
~
4

{ZERD> :
.. h 7/ O(P)/< b T

"
~
~

<ONE>
' . &/ _ D(g) < F

h . D(h) < F - A
‘ ' ' ~

<GC> <HA> / D(h) > t .T
gfh <GC> - / ' '
ghf !

L THO>

<GC> <GB> <GB> CHAD> <GC> / :
<GC> <CB> g / . 2%
<GC> <HD> <GB> / ‘ - .

g 4 < B(g) <2

{THREE)> ::

a <GC> k<EA> / ‘ “~
achh <GA> e /

<GC> <HD> <HA> <EAB> /

<HA> <GC> <HD> <HA> <EAB> /
anc <HD> n -

<FOUR>

CRIVE> ::= <HD> <GBC> /
dgg <HD> _/
dg <GC> g <HD> /
<GC> agg <HD> <EJ> /
ggdd / "
edgghe / ' \ .
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- : agg <HD> e ' \\\

<SIX> " :: <HD> <HA> o / 7 "
: ' . <HA> <GB> oho / )
. , hg <DF> <GO> ho /
. g <FC> <GB> ho /
<HD> o /

hod /

_h D(h) > ﬁ;/;/erh)‘g t Ty

<SEVEND / .= 4 < B(g) < T
/

- &
b S
[

h / Q(h) <t,.T,

. g <HD>“CJE> / ' .
€g . ‘ . -

L - .
<EIGHT> ::= 1 <HA> ‘g <AO> <HA> <GC» o. / \ ‘ \
" ng <AO> <HA> <GC>To / ~

nggohgoo /

¥ hgoh <GC> no / » ~
agoh <GC> no / )
goh <GC> no /
edgoh <HAN> o /
dgoh <HAN> o /
dgohno /
<HA> gan /
dhno [/
ddgoho ., / .
cdahgohco ' ' T

" <{NINE> <HD> hn / ¢ : D L.
hhgn 7 e ' - ‘
hg <KH> <HANE> /
°hd <GC> <HD> /.
dghn /

- ddghg / s
ndghgn / ‘ 4

- g <GC> /

nnkk

. whe?e‘TR " is the tofal number of rows of the image matrix;

Tc 1is the total number of colum® of the image

N\ #

‘matrix. . C . .
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