Cee - *
A (-

, The Effects Of Learning Strategies
.. S (Algorithm And Checklist) On The Development
| ¢« Of Error-Correation Skills In Writing

-.(

* Susanne Holunga

. ‘ ‘ A Thesis v ; ‘
in ;
The Department

« of |

Education

*
. ' .
' /
- : . !
f

Presented in Partial Fulfillment of the Requirements
for the Degree of Master of Arts at
a ' Concordia University
. Montréal, Québec, Canada

March 1985

(:) Susanne Holunga, 1985

A
» =




AB%TR{}CT ‘

An Investigation of the Effecté of Learning Strat¢g1es ¢
h

(Algorithm and Checklist)
on the Deve]opment of Error-Correction Sk111s in Writing ¢
Susanne Holunga {

s

This study examined the effects of two learning strategies (algorithm
and checkist) on error-correction in adult writing instruction. A control
condition was used as a comparison group.

Levels of writing (high and Tow) relative to the main independent
v§riab1e were investigated.‘ Befofe the experiment began, the subjects
eﬁro]]ed in an Advanced English course were tested, using the Department
of National Defence writing test to determine their writing abilities and
to assign them to one of two equivalent ability groups. A pretest was
administered at the beginning of the course. The subjects were then
randomiy assigned to one of three conditicns: algo;ithm, checklist or
learner-assigned,

The condition of testing (testing with and without the aid) and the
effects of two orders .(one in which the aid was introduced on the first
posttest followed by no afd on the second posttest and one which was
introduced on the second posttest, following no aid on the fi}st) were
investigated. Data were collected from end course tests to determine

delayed effects of the learning strategies.




( . o s
.

A regreision analysis provided strong eé}dence that the pretest
was an excellent predictor of the posttest scores. A fqueray analysis
of covariance revealed no sigﬁific&ht interaction between orﬁer and
‘test type. As a result, ana1ys}s centered on the Cond1tiondpy Ability
by Test Type interaction.

Results indicated that the strategy conditions benefitted low
agf]1ty subjects, and that the algorithm treatment was effective over

a time interval for them also, '
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Chapter 1 . : i

Introduction

Historically, educators have often been concerred with emphaéizing
the know]eage aspect of lessons and have been less concerned with
providing students the means of operat%ng cn or(with the content and
with how to think or reason as the content was beiﬁg assimilated and
applied. This fact, however, should not be interpreteg simpl} as the
fault qf the teacher. The prob]eﬁ of‘gst;b1ishing procedures of thought
and reasdning and finding ways to instruct the student in these procedure
was and is not sufficient}y advanced. With the adQent of technology and
continual research in %he psychological and pedagogical sciences,
varieties of 1ﬁstructional strategies and learning theories have begun
to emerge, cauéing teachers to question how students could te taught to
not on]y acquire knowledge but also to think. As a result, many programs
were changed to adapt to emerging technologies, 1fstructiona1 strategies,
and educational trends. Many of these did not succeed, however, in
making Qhe best use of the student's learning style. Students wer'e
classified according to their abilities, placed in the appropriate
graded classrooms and presented content organized by instructional
designe;; to assure as close a fit as possible between it and the way
a learner processes and represents informati&n internally; that is,
instruction was adapted to suit the learner by compensating fcr those
skills he was weak in. The focu§ in teachiné, thus became an attempt
to improve the presentation of materials, to rgcognize learning

differences in the student, and to encourage the learning of specific
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content. Hq'ever,']ittTe empkasis nes placed on the development of
relationships begween incémi}g end stored information. This important
princip]e of 1earning was not integrated into the dafly nractice ofz
subject matter teach1ng Even thengh students weregrouped accord1"
to their ab111t1es, they often worked-on the sawe’act1v1ty at the same
time to achieve the same goal with the' effect of caus1ng_performance
differences within the graded groups. Reseerch is now shqwing that
Mindividual aﬁtitudes or strategies"‘or Loch may be the prinary cause
of perfonmance d{}ferences (Danserean, 1978).. Hence serious discrepancies
have resulted between educational research and educatidnal practice. .
Although teaching methods are 1mportant and have improved,
exclusive emphas1s on this pe1nt in the instructional process mays « .
indeed, fonce a student to deve]op inefficient non- transferab\E’/trateg1es
- and retard‘motivation. By not stress;ng 1earn1ng strateg1es, educators,
in essence, may d1sqourage a student from deve]op1ng and Tearning new
strateg1es w1th the consequence of 1imiting awareness of’ cogn1t1ve \
cap§b111t1es. This lack of awareness, of course, can limit an
individual's ability in a situation requiring new learning strategies.
Landa (1974)’p01nts out thac "a person needs knon1edge not so much for
dts intrinsic Qa1ue, but mosf1y in<order to solve problems arising in
practical and theoretical activities" (p. 7)._ The formdtion ofJnetnods
of thinking and reasoning is, therefore, one of the most important
tasks of educators and instructional designers. Thus, a shift in

.emphasis, from content to the coup]jng of content and of Tearning | ¢

strategies is now apparently necessary in educational instructional
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strategigs and design.

One area'where too much time and effort have been placed on the
Iearnjng‘and memorization of grammar rules and.too little on the
' devefopment and training\of appropriate strategy'ski11s is editing or,
more é%gcifica]]y, sentence erfon:ggrfgction. Error‘detection and
correction in a sentence is a-difficult process; and one that often is
neglected by novice writers. Writing, in itself, is a complex task
consisting of ;hrée generally accepted processes - planning anq
generating, translating, and review%ng - each of which contains
subtasks that must be dealt with more or less simultaneously (Nold,
1982; Hayes and F]pwer, 1980). Consequegtly, a novice writer is often
confounded by such subtasks as sentence eg;or-cofrection and blames

his reader when the written message fails to communicate.

A new perspective in writing and error-correction. Researchers

‘ and.educators in the discipline of "writing" ‘-have continually searched
to develop some understanﬁing of the pervasive, time-consuming
psychological process that takes years to master. Although no cofplete
cognitive processing model of writing has yet been fully e]aborated;
several beginnings have been made. Particig@nts have been videotaped,
while composing, and the results analyzed into the three previously
mentioned processes. Hayes and Flower (f980) have extracted from
protocols of writers the basic moves or strategic é]ements that writers
use in written composition and have analyzed their results 1hto task
environment, long-term memory and the writing.process. Researchers are

attempting to understand these mentioned processes by asking experienced



writers to explain "out loud" what they are doing at each level of the
writing process. Cognitive psychologists are, in fact, developing
procedures to identify strateéies used by student writers. Ag is usually
the casé, application lags behind basic research. Only since the early
1970's have cognitive findings had a substantial impact on éducation;

this impact has been relatively small compared to the possipilities.
fmphasis on improving writing skills has been placed An the generating,
planning and translating procésses of writing but 1ittle on the reviewing
process. Although research is taking pltace in all aspects of the writing ®
process and téachingvmethods are improving, novice writers still.do not
edit their written texts. HNovice writers tend to labé;iously plod their
way through the planning, generating and translating processps of writing,
however, totally ignoring the reviewing process. It is‘genera11y accepted
that reviewing a piece of writing is "not a spur of the moment activity"
(Hayes and Flower, p. 18). Rather, it is a process in which writers
consc{ous1y decide to devote a bé?iod of time to systematic examination
and improvement of the written text. Moreover, ft is time when they
apply complex individually unique, highly flexible, recurrent and

holistic revising strategies to their text. Ihe reviewing process

appears to be simple at first glance; howgvé;, it isia complex process
which consists of subtasks, one-of ybiég/being error-correction.

Educators continue to teach.grammé} rules with the hope that students

will apply them to their writing. -If simple knowledge of grammar rules
sufficed for graﬁmatica]]y correct writing, then there would be no need

to dwell on the réggewing process. ~Much of the untapped potential in
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improving and developing error-correction skills in writing lies in the

development and emprovement of learning strategies.

Sentence error-correcticn as a problem. Research has shown that
{

experienﬁed writers use some form of an implicit algorithm or rule-
governed model when revising a written text (Nold, 1980; Sommer, 1980).
0f course, the model varies for ;ach writer, echoing to some extent the
prescriptive and proscripti?e advice of English teachers andAof rhetoric
and grammar textbooks. Their revisicn strategies are complex and highly
autbmatized so that procedures in Tocating and correcting errors are
often carried out with infrequent or slight conscious attention. The

inexperienced writers over-loaded with grammar rules often show no

noticeable strategies or application of what they have learned during

the revision process, if in fact, they do revise. Generally speaking,
novice writers do not revise, can not locate sentence errors unless
thgy are blatant errors, and do not apply learned rules. O{ften the last
period placed on the page is the final thing done to the text. ,
Deemphasizing the teaching of grammar rules, reorganizing the writing
programs, grouping students according to their abilities and adapting
materials and instruction to complement styles of learning are all
abproaches which have been used to attempt to develop the skill of error-
cofrection in novice writefs. Yet the problem still exists. Teaching
grammar rules is, of course, still a necessity since these are the tools
or means of solving grammatical problems; the application of rules,

particularly the recognition of situations where the rules are

applicable, is achieved by means of operations. Landa (1974) states



that "prob{em solving in the broadest sense of the word comprises a

Targe pa'rt‘: of any activity - practical or theoretical" (p. 7). Error-
correction is then a problem that must be solved by means of special
operations. In’order to develop revision skills (i.e. locate and

correct sentence errors), a novi;e writer must be ‘taught how to think,

to reason, to apply the rules, to look at error-correction“as a problem
to be solved. The operations needed in error-correction are as important
and as nece;saf‘y a component of writing as the know\]edge of grammar
rules. N

Main objective of the thesis. Very little has been done to adapt

the learner to the materials in the field of writing. Most students
graduating from high schoo'ls and universities are unable to write a
clear, coherent and concise sentence, suggesting that the traditional
approach of adapting matema]s to the students has proven ineffective.
The emphasis in this thesis is placed on teaching students that error-
correction is, in fact, a problem that must be solved by using specific
operations or more specifically an algorithm or a checklist. As
mentioned, jnexperienced'wri ters ignore the revision process for such
reasons as '"not knowing what to do, not wanting to mess up the test'
or using random approaches to locate errors, all with little success.
Therefore, activating mental skiHs‘or training students to use them
by teaching learning strategies will bring about greater accommodation
of schemata to new infqlrmat‘lon (Winn, 1981). t

Since inexperienced writers do rtot have the necessary processing

skill in error-correction, it becomes necessary for the skill to be
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externally provided in the forms of learning strategieé. The two
learning strategies, the algorithm and checklist, emphasized in this
thesis were chosen after‘a review of the literature as learning
strategies most appropriate for teaching solutions for the problem of
error-correction. :

The notion of a1gof1thm had its origins in mathematics and computer
programs. Algorithm usda%]y means a precise procedure for solving a
problem that breaks the process into its simplest steps ané arranges
them in a sequence leading automatically to the right outcome. Since
error-correction is not precise in the sense of mathematical logic, it, -
therefbre, does not lend itself to an automatic execution of precise
procedures leading to ; correct outcome. Thus, the word "algorithm"
will not be used in this thesis in the strict mathematical sense but as
a.synonym for "quasi-algorithm". A quasi-algorithm retains the same

properties of an algorithm - specificity, generality and résu]tivity;

" however, it operates with objects not only of the symbolic nature but

as well with their content and meaning. It 4s basically less precise

‘than the notion of an algorithm.

It is the purpose of this study to show that activating or training
students' mental skills with specific learning strategies (i.e. the

algorithm or rule-governed checklist) can be applied in order to develop

revision skills in writing, or more specifiéa1]y errvor-correction skills.

The literature has revealed that the algorithm has been applied in areas
of solving syllogisms (Sternberg and Weil, 1980); solving problems

(Newell and Simon, 1972); mathematics and the teaching of the Russian

-



" Tanguage (Landa, 1974, 1976).

Landa (1974) advocates that the instructional designer organize
content so that first aﬁ algdrithm-for performing a mental task is
taught. Once the algorithm has been taught and learned, the content
can be presented providéd it has been organized to fit the algorithm,
The aim of this study is to apply learning sFrategies (i.e. algorithm
and chécklist to error-correction) without reorganizing the content or
adapting it to the strategies, and to coﬁpare their effects to the
" traditional individual student assigned strategies. That is, the
learner is encouraged to bring pis own organizational skills -and
existing knowledge to the task. However, care must be taken that the
learner knows which learning strategy is most appropriate to complete
the task. Bovy (1981) offers a gr;at deal of evidence ih supp?rt of
the suggestion that high ability learners are capable of deciding for
themselves which strategy to use, while low and high api]ity learners
with poor performance outcomes need to be t&ld which strategy to use,
and to have it modelled for them. Snow (1979) also reinforces this
arg&ment that learners do not necessarily know what is best for
themselves. Thus, instructfona1 designers and educators must’not take
for granted that "high ability" learners ére capable of deciding the
best strategy for the task. In that writing is a complex cognitive
task which requires the understanding and applicétion of a multitude
of new concepts and the relationship among them, it seemed-appropriate
to determine students' writing ability.

A student's writing ability is an important factor affecting his
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attitude towards and performance in the subject matter. Aﬁ individual
with inadequate writing skills is much more discouraged by his inability
to perform the ‘task, ignoring subtasks (i.e. error-correction) than a
skilled writer. }n view of the. fact that writing ability can be
assessed and is an indicatqr of success, it was seen as a valid variable
in examining its 1nteract1$n with the instructional treatment. Since
students with low writing ability and with high writing ability but poor
performance encounter the most difficulty with error-correction, it was '
contended that providing them with learning strategies (i.e. algorithm
or check]isf) might prove to facilitate their learning, given that they
use and app;y the strategies. ‘ '

Summary. This thesis attempts to integrate three main. areas of
inquiry which seems to be rationally related. Research in learning
strategies has provided good theo?etica] rationale for adapting the
student to the materials, by activating or developing mental skills in
students so thdat they can order the materiais in a meaningful manner.
Since writing abi]ié} is'an important factor, an interaction in student
writing ability and the instructional treatment is also anticipated.

It is expected that there will be an interaction between writing

abjTity and instructional treatment with lTow ability studenfs and“highj ‘ .
ability students with péor performaﬁce outcomes. benefiting from the . hf\\\
learning strategies, given that the students' mental skills were | ’
activéted or developed.

In trying to focus upon the learner rather than the materials fo

»*

be learned, this study has subscribed to the definition of educational -
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techno1ogy“wh1ch emphasizes the diagnosis of educational needs, the
design of effective Iearning systems and the assessment of achievement
throhgh educational measurement and evaluation. In implementating

. lear;xng s{rategies (i.e. algorithm, checklist and sgudent assigned
stratégies), this study ha; attempted to satisfy the need for teaching
error-c?rrection. a subtask of the revision process, as a problem so
that analytical and critical skills are developed in order to achieve
effective written communication. Finally, through the application of
several tests, the study has been able to monitor the progress of
students, to form some qsefuI judgments about the achievement of

students, and assess the efficacy of the learning strategies.

.\ ‘ —
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" ) Chapter 2 :

Review of the Literature

The major components investigated in this study are learning
strat;gies (i.e., algorithm and rule-governed checklist), writing
ability (i.e., high and low), and transfer of learning. ’Thesg have not
been integrated elsewhere within the confines of any empirical inquiry.
The problem of teaching students learning sfrategies that will activate
or develop their.mental skills is currently attracting the attention of
péycho]ogists, pedagogues, and methodologists. It is becoming apparent
that 1earners~po§Sess "metacognitive skills" or "cognitive strategies"
(Gagné and Briggs, 1974) or "mathemagenic activities" (Greeno and Bjork,
1973) through which they can monitor and adjust congciously their own
learning (Gauvarin, 1967). Although this 1nte11éctua1 process has been
discusséd in such terms as a learner's cognitive "self-control" (Landa,
1974), a learner's "self-directional capabilities" (Rigney, 1978), and
a learner's "manipulation of strategies" (Thorndyke and Strasz, 1980),
the bottom line is the belief expressed by Bovy (1981) that learners of
Tow ability and those with poor performance outcomes need to be taught
learning strategies that will enable them to accomplish the task,
whereas ;hose of high ability with good performande outcomes are quite
capable of deciding which strategy to use on the learning task without
being told. Adapting learners to instructional materials by activating
or developing their mental skills by meﬁns of learning strategies
enhances the chances of bringing about "greater accommodation cf schemata

to new information" (Winn, 1981) and producing cost effective instruction.

et



Since current research 1nd1c§tes that "individual aptitude or strategies"
or both may be the cause of performance differences (Dansereau, 1978),
special attention is given to the discussion of "learning strategies",
and their function in basic information processing and of the effects

of writing. ability and the instructional treatments. )t was also within
the scope of this study to examine the transfer of learning and the use

of specific learning strategies (i.e.,- the algorithm and the checklist).

_ Adaptive Instruction. Manipulating the way instructional content

is organized within the constraints imposed by the objectives and the
learner is a major task of instructional designers. Two philosophies,
conce;n1ng the making of instructional content meaningful to a learner,
have emerged. Approaches to.adapting instruction can be classified,
thus, into two broad categories{ those approaches that adapt instrucfion
to suit the cognitive idiosyncracies of individual learners, and those
approaches that adapt the Tearners to the instruction, thereby epabling
them to match their skills to different learning demands.

The first approach, aptitude-treatment interaction, which predomi-
nates among many designers and educators, assumes that the céntent will
be better learned as Salomon states (1979) "if less mental translatien
is needed for it to become congrgentzwith what the learner already
knows" (p. 7). That is, the content is organized in order to compensate
for the skills a learner is weak in or to activate the mental skills a
learner is already adept at using. Although the guidelines and
principles of this approach have been developed and expounded upon by

’

such people as Merrill and Tennyson (1977), Fleming and Levie (1978),
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aﬁd Glaser (1977}, for a number of reasons this appgbach has met with
"only limited success in accomplishing the goal of providing adaptive
instruction. Part of this may be attributed to the difficulties in
defining and measuring indjyidua1 differencés most related to the
learning process (Tobias, 19é1, 1982). When organizing content to suit
the learner (i.e., compensafing for his weak skills), the learner's
existing schemata, preferred Tearﬁing strateéies and aptitudes must be
taken into account. Accurate measurement of each of these factors is
.rather difficult. Tobias (1976) claims that the best predictor of
learning is prior achievement. However, very little has been done to
assess the nature or presence of a learner's existing schemata other
than by pretesting. Although pretesting measures the amount of
information a learner has, it is unable to provide insight into the
state of a learner's progress QThro, 1978). Preece (1976), Waern
- (1972), and Shavelson (1974) have attempted to measure the organization
of schemata. However, techniques established by these researchers
require complex analysis which are difficult for educators and designers
to put into practice. Measures of.inyelligence were developed in order
to predict which students were likely to profit most from instruction.
As Glaser (1972)"pointed out, theré is no reason to expect that the
same cdgnjtive measure would predict with equal accuracy which strategy
or instructional method is optimal for attainment of instructional
objectives. The matter of drganizing content to match learner aptitude
also péses some diffiéu]tias. ‘Studies of aptitude éests have shown
empirical disé}epancies, 1eadiﬁg to the conclusion that perhaps the

4
s
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tests are not measuring what they are intended to measure. For example,

Cattell (1¢71) and Horn (1968) regard verbal tests as measures of

crystallized intelligence, whereas Hunt (1976) found that high scores

on verbal tests related to short term memory ability. In his research,

Jensen (1971) found no evidence to support the theory that auditory or

visual preference is a reliable individual difference variable.

Haskian and Cattell (1978), likewige, found that spatial ability is
Amu]ti-faceted and Eomp]ex. These difficulties associated with aptitude-
'1nteraction treatments have made the search for significant and

generalizatle adaptive instruction a time consuming and costly process,

and one which some educators feel is not likely to lead to practical

applications in the future (CrOnQach and Snow, 1977; Snow, 1980).

An alternative adaptive-instruction approach: adapting the student
to the content, focuses on the content. That is, the major learning
objectives are identified and then analyzed and a hierarchy of "enabling
objectives" leading up to thé‘Tearning objectives is sought. Each

gyobjective represents some operation that the student will be able to
eventually perform. Associated with each operation are skills that ére
needed to accomplish the task. Adapting the student to the content
focuses on identifying the mental skills needed by the learner, which
can be activated or developed by means of learning strategies and which

"can assist learners in adapting the content to their own learning needs.

Content is not organized to make learning easier, but rather tc help
"learners organize content for themselves. This approach assumes that

the learner may possess the necessary mental skills which then need to
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be activated, or if not present, to be taught in order for ‘the learner
to organize the instructional content meaningfully. The activation cf

a learner's mental skills in order to organize” information is supported
by research on using mental imagery to learn to asscciate pairs of words
'(Pavio and Forth, 1970); using devices such as imbedded questions to
improve comprehension and‘organization of content (Anderson, 1970); and
training a learner to process content in particular ways (Dansereau

et al., 1978; Landa, 1974, 1976; McComb, 1983). In essence, the goal
‘of this approach, adapting the student to instructional content, is to
give students the power to ;reprogram their own biocomputers" (Dansereau,
1978, p. 3).

At least two problems have surfaced as a result of a review of the
literature on learning strategies related to adapting the learner to
instructional content. First, the materials and tasks us€d to examine
the development of learning strategies have been, in most studies,
artificial (e.g. nonsense syllables, unrelated words, serial and paired
words). Second, specific components of the learning process have been
studied in isolation (e.g. retention studies with no reference tc their
impact on retrieval). Consequently, it is difficult to generalize the
f}ndings‘of such studies to more meaningful educational situations.

In any case, there is general agreement that strategies do improve
learning and that instruction involves the control of cognitive processes
by means of carefully selected learning strategies.

It has been suggeéted (Hinn, 1982) that instruction operates

externally to the learner, while learning involves internal processes.
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~ The interna]‘processes or cognitive processes ére\ihe psychological
mechanisms which .the learner uses to perceive, assimilate, interpret;'
store, and retrieve information. The recognition and classification of
concepts, 1ntegrat10n of pieces of information into 1arge units, and
‘creation and application of such mental skills as imagery, qlgorithms
are examples of in%érnal procésseé. Although all learner§ have the
potential for using these processes, thg degree of apt1tude in each
procesé'var1es from learner ,to Tearner (W1nn, 1983). ‘When a Tearner 4is
capab]e of using these cognitive processes productively in a learning
situation, these processes have reached the status of "mental skills".
Even though learners may have particular mental skills, there is no
guarantee that they wi]i use them in a ]earﬁing situation. Studies
dqne by Thorndyke and Stasz (1980) and Winn (1982) have-indicated that
telling students what ski]]i/to use in learning situations improves
performance, even when they are skilled in the processes. In this case,
the cognitive processing.is directed externally bxvthe instruction,
but the actual processfng is c0nductéd internally 6; ther Tearner. In

’

instances, where the learner does not possess the necessary skill, it

would be appropriate, then, for the skill to be eventually provided by

LY
»

the instruction in the form of learning strategies. Rigney (1978)
refers to this approach as an "Instruction System Assigneg Learning
Method" in which learning strategies assigned by means of -instructional
contént direct the cognitive processing in an optima]-manner. Landa l

(1974, 1976), for example, facilitated the solution cf grammatical:

problems by teaching students algorithms in order to develop their

o
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3 . .
metacognitive skills or reasoning procedures. When a learner applies

particular skills to a learning task, whether consciously or uncen-
sciously, these skills then function as "learning strategies”. \hen
learners use intgrna] processes, thei? metacognitive abilities are

A 1nvo]Yed. Rjgney (yéiS) states that as learners gain control of their &
information'Brocessing, using "metacognitive abilities" or "cognitive

st}ategiesf they become capable of decid' \bq their own which strategy

to use for the task. That is, 1earneriAUSe etf—assigned strategies
that originate within ;heﬁ1earnérs. Bovy (1981) points out that the
Tocus of information processing is inside or cbntroJ]ed by learners,
and consequently no “instructional strafegies gre required. In fact,
the instructional strategies provide minimal cognit%ve procgssiné

'suppgrt as eviﬁenced in research done by Salomon {1979) and Crénbach

and Snow (1977). ' *

Adgptive insfruction, then, involves the control of éognitive
processes. It achieves this by inducing a learner to use strategies
(i.e., apply mental skills) that.are appropriate for the learning
situation. Adapting a student to instructional content can intervene
in the Tearning process in a nu;ber of ways. Learners can be_helped
to develop mental skills that will be needed to learn; they can be shown.
or told, directly or indirectly, which learning strategies to use in a
learning situation; or they can be helped to deye]op their metacognitive
skills. This approach is aimed at assisting the learner in progressing
at a rate from maximum dependence on external instruction to reliance

on information in long term memory, Self-generated instructions and

self-monitoring.

’
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Adaptive Instruction and Information Processing. Understanding how

a learner processes information may help to make it possible fer both
designers and educators to teach students to be more effective learners.
The information processing model has been used to depict the stages of
learning and memory. The central assumption of the model 1is that a
number of operations occur between a stimulus and response, thus
indjcating that learners perhaps play an active role in controlling
what and how they learn. Althouéh models differ, the 1if8rature reveals
that most general models of the human information processing system
includes such components as sensory registers, short term memory, long
term memory, and executive control processes. ‘Ba§1ca11y, the stimQ]us
presentation initiates a sequence of processing stages. Each stage
operates on the information available to it. The operations transform
the information so that the output of each processing stage is trans-
formed information which is the jnput to the next stage. The actual
stages of information processing during instruction and learning appear
to vary considerably with both learner and learner task (Cooﬁ and Siegatl,
1971). As a result, this has led t;\continuous research on cognitive
ﬁrocesses by the cross-disciplinary sciences. In some cases, the focus
is on exploring questions of how learning and memory might be ofganized
(Anderson, 1976); schema theory and long term memory (Bobrow and Norman,
1975); previous experience and proceésing in determining learning
outcomes (Rothkopf, 1978). The succéss or failure of learners depends
on, accordinq to Neches and Hayes (1978), whether they can successfully

apply mental skills by means of learning strategies to solve specific

N\
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learning tasks. Bovy (1981) as stated, supports this icea by pointing
out that a 1earne% has control of the cognitive processes needed in a
learning situation when he has acquired a skill and can then apply it.
Determining whether or not learning strategies are necessary depends on
the locus of control, that is, outside or inside the learner. The
purpose of providing the learning strategies is, hopefully, to aid in-
shifting the learner's control externally to internally.

Human beings do not function as.simple and passive receptacles in
which associative bonds are imprinted and then remain available for
later activation when proper stimulus is presented. Huma7s, apparently,
use strategies to store and retrieve information (Weinstein, 1978;

Gagné and Briggs, 1974; Melton and Martin, 1972). . Research in mémory'/
strategies and information processing has produced a plethora of
theories. The multistore theory (Atkinson and Shiffrin, 1968) involved
the influence of reinforcement, a complex process, on control processes
(i.e., transient phenomena und;r the control of the learner), taking the
view that reinforcement is a means of controlling the control processes
which include techniques used by the learner to remember. Their
discussion illustrate possibilities for achieving better control over
cognitive strategies. Craik and Lockhart (1972) focus on the enceding
operators, They suggest that the perménence of memory is a function ¢f -
depth of analyses, with the deeper levels of analysis resulting in more
elaborate, 10n§gr1asting traces. According to the theory of levels of
processing, repetition merely provides opportunities to learn; it dces

not necessarily, without the intervention of cognitive processing during
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the trials, result in storage in long term memory. 'They conclude that
the burden of acquisiticn is placed on the kind of processing that is
elicited by the learning strategy, either externally (i.e., system-
assiéned) or internally (i.e., self-assigned). Both of these theories’ \
recognize the role of "metacognitive skills" which can be developed or
activated by means of learning strategies for effecti&e learning.

How knowledge is represented and how that representation facilitates
the use of the knowledge in particular ways in long term memory are
topics which have been studied by Rumelhart (1981), Bobrow and Norman’
(1975), Anderson {1977), and Rumelhart and Ortony (1977) under the general
term "schema theory". Broad]y‘speaking, schemata are structural cluster;
of knowledge embedded within semantic networks. Their property of
structure is derived from the fact that they specify both concepts and
relationships among them (Anderson, 1977). Anderson emphasized the
dynamic, constructive nature of schema use and described ‘the active role
of schemat$ in learning and how they serve és organizers for input.
withéut then’, new experiences would be incomprehensible. Schemata
direct the way in which information is interpreted and\understood.
According to Rumelhart (1980), schemata are the fundamental elements
upon which all information processing depends. Schemata are employed
in the process of interpreting, retrieving information from memory, in
organizing actions, in determining goals andJsubgoals, in allocating
resources, and in guiding the flow of proces;ing in the system. Fiskel

and Bower (1976) developed a theory of memory that utilizes local

processing to accomplish retrieval. Bobrow and Norman (1975) proposed

i
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that memory structures are comprised of a set of active schema. Shimron
(1975) pointed out that recall of knowledge may be strongly influenced
by organization imposed by strategies. Thus the common denominator of
all these theories on semantic long term memory is that.acquisition,
retention, and retrieval of information depends upon information
processing under voluntary control of the learner or induced in the
learner by external ]earﬁing strategies and operates within the memery
framework of the individual. The processing and storage'characteristics
of the memory system apﬁear.to influence the kinds of metacognitivé
strategies that can be effective during the stages of learning or
pﬁpcessing. There is considerable evidence in the research on human
information proceﬁsing to 1ndibate that learners can be adapted to the
instruction by guiding thgir information processing operations with use
of learning strategies which will q?velop or activate their mentﬁié
skills (Weinstein, 1980; R1§ney, 1978). It is mainly through adaﬁ%ing
the student éo the instructional content that educators cén help a
student learn. If instruction is to be considered as an efficient
process, it should be able to attain the criterion of an exchange of
factual information. In order to do this, students should be exposed

to learning strategies that can greatly improve their ability to

master the information and eventually allow them to take control of
their metacognitive skills. The information processing model o%
learning and memory, thus, indicates that learning is composed of
several phases. Hence, the information processing capab11ity of ﬁéarners
and the mental skills needed by the learners to accomp]ish\a learning

task should be considered by educators and designers.
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Algorithm - an Effective Learning Strategy to Increase Information

Processing. According to Lefrangois (1979) the reason for learning

rules is to solve problems. Problem solving, labelled by Gagné {1970)

as "higher-order skills", is the thinking out of a solution to a

problem. It entails the retrieval of stored information; cognitive
operations on the retrieved information {induction, inference, extra-
polation); and selection .among alternative possible actions. In addition,
a problem requires a learner not only to register information from the
environment but also to operate on, modify or transform that information
in scme way in order to reach a solutjon. It requires retrieval of

both factual a;d procedual k;owledge from long term memory as well as
processing and maintenance of current information in short term memory.
Problem so]v;né as in the case of error-correction is not a single
cognitive process but rather involves a number of activities which need
to be properly executed and organized to be successful. HNot kndwing
these actiiit{es or not properly executing them will hinder learning.
%hus,usk111s which should be mastgred quickly and efffcient]y are
1garned slowly and painfuily. People, in general, adopt strategies
which minimize the load on the‘short term memory, typically with the
result that problem solving is less efficient (Newell and Simon, 1972).
Because all incoming data must be accounted for, they must fit into some
"schema. However, it does not matter if tH; fit is bad (Bobrow and
Norman,'1975). As a result, a learner having a knowledge of the content

but Tacking in reasoning procedures of "higher-order rules" (Gagné,

1970) may randomly search for solutions with little or no success.



Experiments done by Eisentadt and Kareer (1975) and NeWe11“hnd
Simon (1972) both suggest that a learner searches through his problem
space (information relevant to the problem) by means of strategies,
efficiently or inefficiently. Gagné and Briggs (1974) state that . \J
learning requires the presence of several states in the learner. Among
these are information storage and retrieval capabilities, intellectual
skills and cognitive strategies. WRat a person does in a problem-
solving situation, according to'Scandura.(1981) depends on two kinds of
knowledge: knowledge of procedures or algorithms and knowledge of
structure or rules. Research is continually emphasizing strategies are
at work at all stages of the learning process. Cognitive learning
strategies or metacognitive skills are needed for the learner to select
and control his behaviour in a learning situation, to manage the
information storage and retrieval processes, and to organize the
problem solution (Weinstein, 1978). When students are taught algorithmic
procedurés for solving problems, they are not only being provided with
the means to organize the learning situation but also with the means
to control themselves: their own metacognition. It is the decision
about the deployment of strategies that are involved in metacognition’e
In this way, strategies are logical prerequisites for metacognition;
the strategies, therefore, must be present before the learner can make
decisions about their deployment (Kirpy and Biggs, 1980).

The algorithm provides step-by-step prescriptives for carrying out
a defined sequence of operations in order to solve a problem. The

solution of a problem 1ies ultimately in the transformation of object(s)
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from one state to another: 'an important process in the algorithm.

The process of assimilating knowledge and solving problems are analyzed
into direct operations; these operations must be specifically taught.

An algorithm is, in fact, an analysis of a cognitive process into
discrete opefations. Training learners ho@ to reason by using an

~ algorithm is, in essence, training them in mental skills, directing

them to select énd use the algorithm as a strategy in problem situations.
Training a learner to think or to reason out a problem by using an
algorithm; as Landa (1974, 1976) noted in his studies on the algorithm,
helps a learner to develop metacognitive skills; that is, algorithm
training can help a learner to examine his own problem solving processes
and to use the information by 'such examinations to improve his cognitive
structures. At the level ofvmetacogn1t10n; the learner is monitoring
and adjusting consciously his cognitive processing activity to meet‘the
needs of the learning task.

Checklist - a Possible Learning Strategy. Strategies for acqui-

sition of information are concerned with helping a Tearner build
internal knowledge structures that will mediate between stimulus
conditions and appropriate responses. These strategies should have the
goa]\of helping Tearners to increase their information processing; that
is, they should be concerned with helping a learner locate and organize
the subject matter, select necessary and useful information from the
content, encode it by processing operations that efficiently transform
it for storage in one or more forms of long term memory, and retrieve

stored information. Keeping one's place in a long sequence of



operations, knowing when subgoa]skhave been aptafneo,'detect%ng and
correcting errors and recovering from errors are examp1esnof tasks that
all require metacognitive sk111§‘or SEIf-moniporing skills. - Self-
monitoring, oecessary {n most faSks, requires al]ocefﬁoh ofta%tention

to the detailed operations of cognitive process1ng and of performance
(Rigney, 1978). Init1a11y, this is supp11ed by the 1nstruct1ona] |
system through‘1earn1ngstrategies,and later, 1tk15ﬁretr1eyed from long :
term memor} and supp]emented by extended memories related to the
]earn1ng task Deve]oping suoh skills intern£11y in 1earners require
-prov1d1ng them with strateg1es that w111 free them from their dependence

0

on externa] mon1tor1ng
- Already popuﬁar among 1nstruct1ona1 designers angd oeachers 1s the

‘uSe of a mathemagen1c device: the check]1st Genera11y speaking, the
fcheck]ist is useful for review purposes helping students to organfze
- their thoughts and recall stored information (Hart]ey and Burnh1]1
1977).' A review of the Titerature has indicated that most research to o
date on instructiondl strategies has been carried out on such related
devices as summaries. In addition, most of the research on sumﬁariesl
tends to be related to prose passages and effectiveness of their
position within the prose passages. Although the concept of a checklist
and summary has a long history of acceptanée among educators and \
designers, little formal 1nquiry seems to have been carried out.
Researcp on -the effectiveness of a checklist and a suqmary as a mathe-

magenic device are both scanty and varieq. For example, Christensen

and Stordahl (1955) found that summaries at the beginning or end of
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instruction had no éignificant effect on comprehension. Hartley, )

Goldie’and Steen (1979), on the other hand, found that students reca]]éd

. more when the summary was placed at the end of, the instructional content.

It had a recency effect and focused attention on the passage as a whole.

* This issue was also supported by Hartley and Burnhi]l (1977). Because
" empirical validity and data were scanty, as mentioned, this variable .

Qas included in order to add more evidence to the precept that the

gheck]ist,a potential learning strategy, may be particularly powerful

1in activating or developing mental skills in a Tearner vihen used as an

aid in a 1earn1ng task.

Learning Strategies: Impficatioﬁs for Revision in Writing. The

general objectives for emphasizing strategies are to reduce the
défi;iences in processing resources that result in discontinuities and
to facilitate transitions that will make the learner an expert. Rigney
(1980) refers to discontinuities as breakdowns in the linkages between
conscious and unconscious processing. Conscious processes sometimes
are not capable of organizing sequences of processing resources that
cope effectively with non-routine events. These processes, thus, can
prevent a learner from keepfng his place in along sequence of operations,
openations such as detecting and correcting grammatical errors in
sentences. Stallard (1974) has noted that the number of things that
must be dea}t with simu]taneousiy in the revision process in writing

is overwhelming: spelling, punctuation, word choice, syntax; purpose,
organization.... . Revision requires a system capable of operating

jteratively, using its own outputs as inputs. An executive mechanism.
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for switching between the forward process of text generation and error
avoidance and the backward process of evaluation is a requirement of an
iterative productivé system (Bereiter and Scardamalia, 1982). Rigney
(1980) suggests that teaching a student effective sequencing or
processing operations in the form of algorithms will develop self-
'monito?ing skills and will develop laoking ahead skills (i.e., generating
text, avoiding errors) and looking back skills (i.e., detecting and
solving problems), in other words, metacognitive skills. Landa (1974)
found that when his subjects did not know and use the algerithm fo;
solving grammatical problems, they often used intuitiondand guesswork,
strategies which led to errors. As previously mentioned, inform;tion
processing refers to the ways a learner handles stimuli from his
environment, organizes data, senses problems, generates concepts and
solutions to problems and employs verbal and nonverbal symbols.

A]thpugh the algorithm and(the checklist do not claim to help in all
these areas, the algorithm does maintain that it can stimulate
intellectual functioning with students' individual differences in mind
and help them to gain eventual control of their cognitive processes.

The checklist, it is‘hypothesized, can stimu]éte intellectual functioning
in students' when used as an aid in the learning task.

Writing Ability. Writing ability seemed to be a useful variable

because it is a good indicator and perhaps one determinart of the
nature and extent of Jearning strategies needed by a learner. It is a
nonverbal skill that plays a substantial role in much of academic

learning and training. In addition, the development and deployment of
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metacognitive skills appear to be reiated to ability (Bovy, 1981).
Basing her argument upon research by Salomen (1979), she discusses
relationships between ability and the type of instruction learners
require. Salomon (1974) found that zoomMg in on a detail modelled
the cognitive process of moving from a general view to scrutinizing a-
detail, a process which improved the perfqrmance of, Tow-ability students. -
Winn (1982) also found that Tow-ability student performance improved
when a strategy was modelled for them. Research results confirm that
appropriate learning strategies can be taught to Tow-ability 1e£rner§
.50 that their perforﬁances will improve, a factor that has been noted
frequently (Thorndyke and Stasz, 1980; Weinstein, 1978; Dansereau, 1978).
There is some evidence in the literature that high ability learners are
capable of applying strategies to 1garning tasks even when they are not
" the best strategies (Winn, 1982; Bovy, 1981; Snow, 1975). Snow reports
that learners do not necessarily know what is best for the learning
task, And even when they do know Tlearners ﬁay not act on that knowledge.
Thus a student's ability should not be taken for granted, d%d special’
+ skills should be developed or activated in the learner by means of
learning strategies. There tends to be a wide range of abilities among
individuals regarding the processes they use to mediate the acquisitfon,
organization, retention, and generation of knowledge. The general
consensus among researchers is that these differences may not be due to s
dissimilarities in abilities and aptitudes, but rafher to differences
in schemata, knowledge and strategies students bring to the learning

\

environment (Rumelhart and Ortony, 1977; Scandura, 1977; Federico, 1680).
Y

.
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- This implies that identifying the cognitive processes needed in revisicn ) qﬁ&
and activating or developing a learner's mental skills may be mére
conducive to task mastery. It was then hypothesized that the incor- ,
poration of this variable within the parameters of the study should help
in mS{;;g better predictions of what learning strategies a student would
need in order to master a task. That is, in the case of low-ability
learners, the learning strategy should model the cognitive processes

that could be used in the task. For other learners, it may be simply
sufficient to tell them which strategy to use. Teaching a strategy,

in th{s case the algorithm and checklist, in order to activate cr

develop mental skills, such as organizational and retrieva]Jprocedures
needed to solve grammatical problems will aid in building a repertoire

of strategies needed eventually by the learner to develop his meta-
cognitive skills. Low-ability writers are usually confronted with more
difficulty when‘faced with the revision process in writing. Hence,

the algorithm and checklist, it was hoped, would be reiative]y more

effective for this Jevel of student.

Transfer of Learning and the Revision Process. Retrieval of what
is. Tearned does not always occur in the same situation or within the
same context that surrounds the original learning. An educator expects
- the student learner, for example, to be able to apply the grammar rules
to various types of written communication in real 1ife, not simply in
the context of his English class. In essence, there must be general-

ization of the learning’that has occurred. Gagné (1974) refers to

this genera]izat{on of learning as transfer of learning, that is,
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recalfing what has been learned and then applying it to additioﬁﬁl tasks.

Learning How to learn kepresents a permaﬁentnkindigf learning
manifested for long periods after practice has ;topped by teaching
learning teéhnjques that iﬁprove learning -efficiency. Fhis study has,
therefore, proposed to pursue further investigation in the domain of
transfer of learning 1n'order to ‘add more evidence to the precept that
an inexperienced writer can develop revision skills ih w;iting byb
Tearning and applying strategies Which will.aid in the ;r&nsfer 6f
learned grammar rules to his writing.

Researchers Havegattémpted to;measure differences between the
revising strategies of 1nexperiénced and experienced writers witﬁ the
pdkpose of understanding the cognitive processes involved in writing.
Hayes and Flower (1980) have been extracting from protocols the
strategic elements that a writer uses when writﬁng. They describe tﬁé
writing of inexperienced writers as "writer-based" as opposed to
"reader-based". Sommer (1980) used a case study approach to study
revision. She demonstrated that writers of different abilities maké
different kinds of revisions. Stallard (1974) found that"gooq~writers
spend more time editing than inexperienced writers. Noviggrw4{ters
.spend a great deal of time recopying, and as a result are o%ten .
reluctant to mar a page for any kind of cHange. Faigley and Witte
(1981) expeéimented with inexperienced and experienced writers; Their
results tended to support the conclusions of Sommer's study that
experienced writers revise in different ways from inexperienced writers.

Although it is difficult to find a method to ¢ompletely measure the
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sﬁrategies used by both ﬁypes of writers because of their idiosyﬁcracies,.
. research results have confirmed that there is a noticedb]e;aifferehce
bétween the two types of writers in regard to operations used 'when
*revising. . .
Because no complete eognitive processing model of writing has yet
been developed, several assumptions related to cognitive functidning
| "which cou]ﬁ }nh{bit‘inexperienced writers from adopting a set of revisfng

strategies that experienced writers have are shared by such researchers

" as Nold (1980), Bereiter (1980), and Flower and Hayes (1980). One

., assumptjon is that cognitive resources are limited. " Short term memory

©, appears to be able to Rold only four or five separate items; however,
R .

l?ngzterm memory has nodiqgh 1iﬁitatﬁon§: When a writer is writing, the
‘};hsff term memory is drawing on the long term memory as the words appear
?on the page. One of the limitations is the number of words,'éxpressions,
" ideas that may be held at one time in the short term memory. Thus
revis?BQ procedures, automatized.by experienced writers, ﬁay overstrajn
an inexperienced writer's conceptualizing powers, which'are already
taxed to §omé extent by such matters as diction, generation cf ideas.
The experienced writer has, 1n-fac%, learned to learn; that is, accoréing
to Harlow (1945), he has aéquired a "learning set" for in thié ca§e,
revision., Learning-set implies that important aspects of learning how
to learn to solve problems consist of a series of problems that are ~
presented to the:learner. DiVesta and Walls (1968) found that

individuals exposed to a number of anagram problems developed a facility

in Tooking for new rules to solve the prob]eds and also a repertcire

b 4

¢
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of rules tha% could be applied. Postman (1969) points out that learners
may acquir% not only rules that simplify the task of acquisiticn, but
they may also invent ways of prompting recall. TRe development of
learning sets as suggested by Travers .(1977) involves the 1ea§ning of 1
appropriate strategies and the gppljcation of them. Training inexperi- . 1
e;ced writers learning strategies and providing practice in error- ‘
correction, it was hypothesized, would ail in the development of a
learning-set for revising sentences’ thus allowing ‘the transfer of
]earning to result.

A second assumption is that each subtask of a Eomp]ex cognitive

task demands a portion of the total attention,availa51e (Nold, 1980).

The attention given to error-correction, a subtask of a complex

" cognitiye task, revision, is determined by how well the writer has

<

learned the grammar rules and how much time he decides to give to the
task. Since in writing there is more to atteﬁd to than the writer has
capacity for, what is more salient will usurp attention that ought to
be directed to locating and correcting sentence errors. Inexperifnced
writers will reduce their workload by simply ignoring the Tlaborious
task of revision, but with poor performance results (Scardamalia, 197%;
Nold, 1980). Results from an experiment at Drexel University s
Pennsylvania indicated that inexperienced writers spend too much time
recgpying; as a result, they have little motivation to spend on the-
important tasks of critically reading and revising their written texts.

In order to induce transfer, both an understanding of the principles .

being taught (E11is, 1965) and direct practice of these principles play
&

)
t



»

a necessary role (Harlow, 1949). Agcording to Ellis (1965), transfer

is greater if the learner understands the general rules or principals
which are appropriate in solving prob]ems:n Iﬁ addition, transfer is
maximized when students receive extensive practice on the original task
(Harlow, 1949). E11is (1965) suggests that direct practice in solving
problems should be given rather than simply expecting the student to
solve problems when first faced with them. Practice will serve to
strengthen students' understanding so that they will see the application
of the concept. It is, then, hypothesized that providing students with
strategies will help them understand the principles being taughtt thus
aiding in the transfer of learning to the practicej A

‘ A third assumption is that novice writers do not lack ability to
evaluate, but they do not have an internal feedback system that allows
éva]uation to become part of the writing process; they lack tHe ﬁnow—how. )
That is, they simply do not have the repertoireﬁ‘rperience, arrangement,
good vocabulary (Loftus, 1977). Because writing i§ a difficult process

for novice writers, they are often reluctant to make alterations in

their text for such reasons as not wanting to destroy it, not knowing

how to improve it, or not wanting to spend time recopyiﬁg it. Revision
often means adding, reordering, substituting, altering and recopying:

a process seen by most novice writers as time-consﬁming, requiring an
exhausting amount of time and effort (Faigley and Witte, 1981; Stallard,
1974). To the extent that motivational variables influence learning,

they are also 1ikely to influence transfer. Although it is difficult to

make over-all generalizations about motivational factors, because not
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éﬁough information is known abtout ﬁhem: it can-be é§sumed that att1£udés
are -essentially important. Peopﬁé who can make a response‘wﬁll not make
it if they are not alert to the possibility of using their past learning.
E11{s {1965) points out that a poor]y(motivated student wfﬁl‘te}d to
" learn 1ess, with the result of’reducing the chanéerf‘fransfer. Both
the algorithm and the checklist provide Tearners with a sysLem for
rev1s1on, a110w1ng them to understand the pr1nc1ples and the methods of.
revision. The 1earn1ng strategies, it was hoped, would release writers’
" from mindless recopying and give them a sense of control over the\
writing process

The magor sections of this thesis have been devoted to learning
strateg1es, their relation to information processing, to- revision in
writing and to the transfer‘onTearning. The analysis of writing
ability wa§~considéreq in 1ight of the effecfs that the learning ‘

strategies (algorithm and checklist) would have on it. The conviction
that learning strategies can be a valuable tool in curriculum instruc-
tion and design, has stemmed from the preliminary research studies;

however, empirical validity was scanty. This thesis has attempted to
add more evidence to the precept that a learner can be taught by means

of learning strategies to be a more effective writer by being able tc

effectively detect and correct sentence errors.



Chapter 3
Method

Sample

The experimental sample consisted of 186 mé]é French-Canadian
military carrer personnel between the ages of 18 and 45 enrolled in a
fifteen week Advanced English Writing Course at the Canadign Forces Base,
- St. Jean, Quebec. Sujects were of mixed ranks -tcaptain, 2nd and 1st

lieutenant, master and warrant officer, sergeant, corporal, master
corporal and private- and were representative of‘fifty-two trades such
as.lawyer, technician, driver, instructor, engineer. Educational level
of the subjects ranged from high school (grade 8) through ¢smpletion 6f
university (16 years of schooling). Subjects' first language was French;
however, they were, in fact, considered by the military to be bilingual
.or fluent in English. Al1l subjects were highly motivated and interested
_in both the course and the experiment.

-

Experimental Design

The design of the exgeriment was a 3 x 2 x 2 x 2 factorial (see
Figure 1). The factors were learning strategy aid (algorithm vs.
“checklist v§. no ftrategy), writing ability (high vs. low), test type
(with learning strafegy aids vs. without learning strategy aids), and
order of testing conditions (aid introduced on first test vs. aid
introduced on second test). Subjects were counter-balanced so thdt
Tevels of the variable test type could be compared to determine the
re1ativg effects-of presence or absence of the strategy aid. The

dependent measures consisted of sentence-error-correction tests which
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were used to assess student skill in correcting errors in written
assignments.
Materials

Instrumentation. The Department of National Defence (D.MN.D.)

writing test was used to.determine the subjects' writing abilities and

to assign them to one of two equivalent groups. Writing ability was
included as a variable to‘determine if the instructional treatments would
differentially influence subjects with high and low writing abilities.
The D.N.D. test measures levels of grammar, vocabulary, knowledge and
organizational §k11]s. Writing abf]ity is designated in six levels:

’zero 1eve1\(no significant proficiency), level one (elementary proficiency),
level two (fair proficiency),_]eve] three (good proficiency), level four
(very good proficiency), and level five (excellent proficiency).

The pretest consisted of sentences with 25 grammatical errors that
were selected from the areas of grammatical importance in relation to
the Advanced English Writing course. The two posttésts each contained
25 errors that were, again, selected from areas of grammatical importance
and from areas that had been taught (see Appendix B). In order to prevent
recogﬁition of the errors and to vary the testing format, one test
consisted of 13 sentences with 25 errors, and the other test contained

the same type of error hidden in a short passage. The two posttests were
designed in order to evaluate the subjects' abilities to apply, form or
internalize learning strategies to correct sentence errors. |

Reliability of the two measures of error correction was calculatecd
(Cronbach Alpha) and found to be .78 and .79 respectively. The instruments

Al
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were judged to be of sufficient internal consistency (i.e., extent to
which items measure the same construct) to warrant further analysis of
the data.

The final grammar examination of the course was a three hour exam
consisting of twé@ve sections. In order to test delay effects of the
treatment groups, data were collected on the error-correction section
which consisted of 25 items.

Learning Materjq]s

This study compared three learning strategies for teaching error-
correctionin an Advanced English Hriting course: an algorithm, a
checklist, and a learner-assigned strategy control condition (Rigney,
1978). In the learner-assigned strategy control conditions, subjects
themselves were expected to internally organize and then apply the
grammatical rules Tearned in order to correct sentence errors. Theywﬁere ’
expected to develop or choose their own strategies for correcting errors.
No help on the part of the teacher was given in formfng appropriate
strategies.' Also, these subjects vere given no materiais over and abcve
the regular course materials. In this way, a baseline condition was
established against which other groups could be compared.

A checklist of grammar topics (see Appendix C),.the first administered
strategy, was developed as a guideline or aid for correcting sentence
errors. Since the checklist was primarily constructed by the subjects
with the tea;her's guidance, the i;ems were nét listed in order of
grammatical importance. Instead, the checklist items were ordered

4

according to their usefulness to the subjects. Grammatically incorrect

.
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sentences were used to demonstr@te and to practise the application of
the checklist. It was expected that subjects would use the checklist
to aid in retrieving the grammar rules previously learned and in applying
them. In fhis condition, subjects were encouraged to memorize the
checklist.
_ The algorithm, the second administered strategy (see Appendix 0),
was developed and discussed by the subjects and the teacher. Since the
\ | algorithm was a new concept for the subjects, it was necessary for the
\ teacher to play an active role in guiding the subjects through the process.
\ It was, again, expected that subjects would use the algorithmic process
\\ to solve the problem of error-correction. Subjects in this condition
| were encoutaged to learn the algorithmic proceduré.‘ The algorithm
\\ strategy group received a blank flowchart and with the teacher's help
developed an algorithm consisting of grammar ruies taught in the course;
the algorithm procedure which when followed would facilitate the detection
, and corﬁection of errors in a sentence. They also received the same
\?modnt of practice time and the same number of practice'exercise§ as the
other two groups.
Procedure
The D.N.D. writing test was administered to all subjects just prior
te the beginning of the fifteen week Advanced English course. Scores ¢on
the téétVFanged from 1 to -4, indicating two writing abilities: high and
Tow. Scores of 1, -2, 2, +2 were categorized as low writing ability, -

and scores of 3, +3, -4 were catagorized as high writing ability.

Subjects were then randomly assigned to the experimental or control
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\ conditions. Each condition consisted of two gfoups’of high and low
writing ability with fifteen subjects in each group. Each condition,
then, had a total of thirty subjects. On the first day of class, @
pretest was administered:in order to determine the subjects' error-
cor}ection skills. A17 subjects showed a lack of error-correction
know1edge. | |

In the sixth week of the course, the expe?imenta] treatments (i.e.,
;the algorithm and the checklist) were presented. Fifty minutes was
designated to develop and instrﬁct eaéh of the strategies. In the
checklist strategy condition, it was stressed that using a list of
grammar rules would help subjects locate and correct errors in sentences.
In the algorithm g?oup, the teacher approached error-correction like a
problem-solving exercise, emphasizing that a systematic approach was
necessary in order to solve a problem quickly, correctly and efficiently
(Landa, 1972). The learner-assigned control group received no help or
instruction in developing error-correction strategies. They were allowed
to t;uely identify and choose their own strategies. A1l groups received
*one week of error-correction practice. After the week of practice, the
first posttest was administered to all groups. In order to determine
delayed effects of the strategies, the algorithm and the checklist groups
were divided in half. One half of the subjects were tested with the use
"of the algorithm or checklist aid, and one week Tater tested withcut the
aids; the other half was tested in the reversed manner, without the aids
and then with the aids. Hereafter, the orders (i.e., posttests with

_aids and without aids) will be referred to as PA and PWA, respectively.
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The learner-assigned control group rece{ved theléa&e:two‘pogtﬁests as
the other éroups. For convenience, however, their gr;ups werehnot split,
and they did not have any aids to use. 1 ‘

‘Subjects, at the end.of the‘courée, were administered three final
examinations-reading,! grammar and composition. The three Hour examin-
ations were held on three consecutive mornings. The erﬁor-correction
section on the grammar exam was the only section of 1nteres; to thiﬁ
experiment. ,

[t is important to note that all groups covered thJ same classroom
instructional materials, were taught by the same teachers, received the
| same amount of time on the presentation of the learning strategies and )
| oﬁ fhe practice, and were introduced to the strategies by the same
teacher. ' The experiment took place over fifteen weeks. This time
period included three weeks of studenfjko1idays; three weeks of
v instructing, practiciﬁg and testing the strategies; and three'daygﬂof

end of course exams.
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Chapter 4

Results

]
Introduction

The purpose of this stud& was to examine the effects of training

in_the use of two learning strategies (i.e., the algorithm and the

checklist) or-correction in adult writing instruction. A learner-
éssigned control condition~was used as a comparison group. In addition,
levels of writing ability {i.e., high and Tow) and conditioﬁ of testing
(i.e., testing with and without the strategy prempt) were 1nVestigated
relative to the main independent variable. It was also necessary to

test the effects of two orders (i.e., one in which the aid was introduced
on the first posttest followed by no aid on the second posttest and one

in which the aid was introduced on the second posttest, following no aid
on the first). It was expected that orders would not be significant, but
that a two-way interaction would be found between levels of writing
ability and training conditions, with high ability and Tow ability with
poor performance 1n.error-correction benefitting from training conditions,
but with Tow ability students benefitting more from the training than

high ability students. It was also hypothesized that differential
perfbrmance would result depending upon whether or not testing conditions
were accompanied by an aid (i.e., checklist or algorithm). It was planned
that these hypotheses would be tested with a four-way analysis of

covariance.

Test of Immediate Effects Design

Homogeneity of Regression. Analysis of covariance assumes that a

o

°3
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single regression éoefficient can serve to explain the relationship
between predictor (i.e., pretest) and the deﬁendent variable across the
design of the study. In other.words, the regression slope of the
treatments should be parallel (within error) so that no interaction.
exists. When thé interaction (a = .25) of the pretest by treatments was
tested across the average of PA and PWA, no significant differences were
detected, F(1, 168) = .78, p = .46. As a result of this analysis, the
pretest was deemed appropriate as a covariate in the subsequent analysis.

Analysis of Covariance. A four-way analysis of variance was

iitnducted on the data. PA and PWA served as levels of the repeated
factor. Treatments (i.e., control, algorithm and checklist), writing
ability (i.e., high and low) and the order of presentation (i.e., PA then
PWA or PWA then PA) were between-grohp factors. Means, adjusted means

and standard deviations for PA and PWA across the design are shown in
Table 1.  Table 2 shows the oﬁtcome of the four-way tests of significance.
A follow-up analysis centered on the Condition by Ability by Test Tyre
interaction. The other three-way interactions were not analyzed because.
order (0) had been originally included as a chntrol factor in the design
and was viewed to have no educational relevance. If the four-way
interaction had been significant the analysis would have, by necessity,
included both order of testing and test type. An indication that order
of presentation did ndt jeopardize the integpretation of the PA and PliA
results (i.e., order could be dismissed) is provided by the non-significant

order by test type interaction, F(1, 168) = 2.56, p = .11.
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Table 1 ’

~

Means, Adjusted Means and Standard Deviations for Order of Presentation

of the Repeated Measures {PA) -,
1

7

P

Writing Lavel

Order High “Low .
Control

PA first .

e SO PR K 8.60
M adj 15.33 9.82
b 3.38 2.50

PA second '

oo 17.47 8.93

M adj 15.80 - 10.69

S0 2.50 3.39
Checklist ‘

PA first ’
M 17.60 13.40
# adj 16.38 - 14,80
SD 2.95 3.25

PA second
M 19.40 , 12.87
M adj 18.67 . 14.36
S 2.69 “3.22

Algorithm

PA first )

dl 18.13 & 1.3
Y adj 16.42 2.7
s 3.15 4.34
PA seccnd ]
Jul 18.67 10.87
1 adj ) 17.09 24
so 2.13 2.40-
lote. PA first refers to posttest with strategy aid administerad as <he
first posttest.
PA second refers to strategy aid on the second posttest.
3cased upon 15 subjects. bP.egress*ion coefficient = .67.
. (table continues)
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Table l N

: ) ¥y

Heans, Adjusted Means and Standard Deviations for Order of Presentation

{ >

6T <he Pepeated Measures (PWA) .

) Writing Level
¢
Order . High Low.,
' L Control
PUA first . '
L | 8.00
M adj . 15.46 9.22
s . 3.28 2.17
PWA second s . ’
il . ‘ - ons 10.07
M adj ) ‘ 15986 11.83
oo .\ 2.10 , ' 3.61
- Checklist »
PWA first ‘ .
L . . . 17.53 ] n.z27
M adj R I N ' ‘ 12.67
so 344 __— 3.33
© PWA second . o ‘ (
n - ' 17.73 ' 9.73
-
1 adj o " 16.99 Y 11,22
SD 2.31 ) C2.37
’ ° ' Algorithm®
PHANFirst : : T -
i} ' 18.40 * 160
M adj ' 16.69 - . 12.18
. Sb ) . 2.92 4.39
PNA second T
M ~— ¢ 18,73 9.13
.M oadj, ) 17,18 10.40
D . 3,05 B I
i ¢ o s
ilote. PWA first refers to posttest without strategy aid‘admmisterec as

3

the first posttest.
" PWA second refers to without strategy’aid on the second postiest.

3pased upon 15 subjects. DCRegression coefficient = .67.
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Table 2

<

N . \
Summary of Four-Way Analysis of Covariance

46

Source " df MS - F p < ut
Conditions (C) 2 106.23 .  6.05 .003 .08
Ability (A) 1 5175.63  200.95 . .001 62
Order (0) 1 2.67 .15 .70 -
CxA 2 41.20 2.35 10 . .
L x0 2, 7.81 .45 .65 -
A x 0 1 14.80 .84 .40 -
CxAx0 . 2 17.48 1.00 .40 -
Covariate C 605.32 5111 .00 -
Error , 168 17.55

Test Type (T)- 1 42.03 31.64 .001 . 15
TxC - 2. 28.93 21.78- .001 . 19
Tx A 1 21.03 15.83 .007 .08
Tx0 1 3140 2.56 1 -
TxCxA 2 7.63 5.75 .005 .05
TxCx0 2 ©9.08 6.83 002 __,,ols,
TxAx0 1 1.23 02 .40 .
TXCxAxO 2 3.70 2.79 10 .
Error | 1.33 ‘
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Figure 2 shows the interaction.o iticn, Ability and Test Type.
In order to further investigate this interaction, separate twc-way
ana]yséé\ﬁere conducted at each level of ability. Figure 3 demonstrates
the over-all analytical plan that was used. The results of these
component factcrial analyses are shown in Table 3. Both tworway tests
were significant. Since toth interqctions appeared to implicate the‘
relationship between the checklist and the a]éorithm conditions, a

1 In this analysis, only test

two-way partial factorial was conducted.
type and order were compared. Results cf this analysis appear in

Table 4. As a result of these, pairwise analysis cof means was ccnducted
using Scheffé contrasts. The significant interaction of Treatment and

| Test Type appear to have occurred as a result of a significant difference
betweeh checklist and a1gor{thm at PA, but not at PWA (a = .05). This
sugge§ts that for low writing api1ity subjects, the checklist outperformed
the algorithm as a job aid (i.e., when the aid was present at testing),

© but that the two performed equally effectively, albeit at & lower level
when the aid was not present at the testing session. When the combined
checklist and algorithm ggpdps were compared with the control group at
PVA, no difference resu]f%dl This sugges;s that the shortterm effects

of training in the use of writing aids is limited, at least as far as

Toy writing ability subjects are concerned. i
or high ability subjects, no significant differences were found

between the algorithm and the checklist conditions at either PA or PWA,

]Each of these component and partial factorials use the appropriate

error terms frcm the overall analysis (Table 2).
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Figure 3. Over-all Three-Hay Factorial Analysis.



Table 3

Component Factorials from the Three-Way Analysis

50

df MS . F

" Note. 3Component factorial

involves all three treatment conditions.

Source )
T x C at High 46.34 2 23.17 17.42 .001
T x C at Low 10.03 2 5.02 3.77 .03
Error 22313 168 11.33

‘/\e
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IéB]e 4

~ Partial Factorial at Levels of Ability

“Source 5 ofF . oM F P

T? x C at High 16.87 1 16.87 12.68 .0005

T xC at Low 8.01 1 8.01 - 6.02 .02
K .

Error 223.13 168 1.33

Note. °2Partial factorial involves only the algorithm and checklist

Aconditionsl B
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indicating that neither provided superior strategy than the other.
Similarly, post hoc differences were found when the control concition

was compared with the average of algorithm anc checklist at PA, but not

at PWA. By comparison to the\low ability subjects, however, the cifference
in favor of the aid treatments when the aid was present was slight.

Delayed Effects Design

In this analysis two tests, one immediate (PWA) and one delayed,

Nwere tested across the between group design of the study. Each test

contained 25 items of a similar nature. The purpose of this analysis

was to determine if the algorithm and checklist conditions retainecd their

effectiveness over time in relation to the control condition, which at

no time during the course received anything more than standard instruction

in error-correction. The delayed posttest was administered about one and

a2 half months after the administration of the immediate posttest without

the aid (PWA). s

Homogeneity of Regression. Again, a test of homogeneity was conducted

in order to deﬁ:&wine if the pretest could be used as a covariate in the
4 : y

analysis. The %gt of the interaction of Pretest ty Treatment by Ability
)
produced no sign{ficant results (a = .25), f(2, 168) = 1.09, p < .37.

It was judged, bésed upon this test, that the pretest could serve as a
< H

]

covariate in the\?halysis. The pretest also was found to be highly
. b
correlated with gﬁe average oI the two posttests [(r = .77, r2 = .59).
i‘ N B
Analysis of(povariance. ?ﬁree—way analysis of covariance was
\Il\ .

performed on the ‘Hata. VMeans, adjusted means and standard deviatiors

resulting from this analysis are shown in Table . The ANCCVA summary

S




Table 5

-

Means, Adjusted Means and Starcdard Ceviations for Immediate 'PWA) ard

AN
Jeiayed Posttests

2

Ariting Level

Tést High Low
J
Control
Irmed{ate
o - 17.40 9.03
M adg® 15.92 10.30
S0 2N in
Delayed ' R
u 16.73 .53
M adj 15.26 .20
sD 2.82 .34
Checklist
Immed{ate
M 17.63 . 10.50
M adj 16.80 1.73
s 2.88 2.95
Delayed
oo 17.53 9.50
M adj 16,70 . 10.73
S0 . 2.60 _ 2.6
. Algoritha
Irmediate ’
i 18.57 9.87
= ‘ %
M adj 17.17 11.08
so 2.49 1.86
Delayed
M .97 10.13
¥ adj 16.57 . 1.4
T 2.9 3.26

33ased upon 30 subjects.

t

bRegressio‘n coefficient = ,57.
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table appears in Tatle 6. The analysis of these results, then, centered
upon the significant three-way interaction, F(2, 174) = 6.46, p = .002.
Th%s interaction is graphed in Figure 4. A strategy similar to that
employed in the previous analysis was used in order to degérmine the
locus of the three-way effect. First, a component factorial analysis
(see Table 7) was conducted separately at each level cf abtility, since
it appeared that differences resulted primarily between treatments and
tests (immediate and delayed). Thé results of this breakdown gf the
three-way desién into two-way component factorials is shown in Figure 3.
These results indicate that the primary source of the three-way inter-
action resided in low ability subjects. Post hoc Scheffé comparisons
among means were conducted separately for the irmmediate and delayed
tests. No differences were found between checklist, algorithm and the
control conditions. These results are similar to those found in the |
prior analysis for the measure called PWA. However, when the algorithm
treatment was compared to the control group for the delayed measure,

a significant difference was found. HNo difference was found‘for the
comparison of checklist and control at the delayed level. These\resu]ts
suggest that .the acquisition of the algorithm writing correction strategy
increased over time, while the checklist, as a strategy diminished over
time. These results occurred, as previously mentioned, only for low

writing ability sutjects.
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Table 6

Summary of Three-Way Analysis of Covariance ,

Source - | S5 df MS F .
Treatment (T) 113.80 2 56,90 4.80 .0

~ Ability (A) L 1463.33 1 . 1463.33  123.56 .00

ST xA - .32 2 .16 .01 .99
Covariate . 605.32 1 605.32 51.11 .00
Error - 2048L91‘x 173 11.84 -

. | 5

| Time of Testing-(Q)  16.90 1 .. 16.90. 1838 . .00
QxT | 322 2 vet . 15t a8
qQxA .04 1 04 .05 .83
QxTxA _ 11.87 2 5.94 . "6.46 .002

———

Error L 159.97 = 174 .92
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Table 7

Component Factom'a']' at each Level of Ability

°

'

Source . SS df MS F P,

TxCatLlow =~ 1422 ° 4 ©3.56% . 3.87 .00
¢ . -t . :
T x C at High 2.88 4 .72 .78 > .05
Error 159,97 174 .92
: -\

@ . —
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'f . Chapter 5

Discussion and Conclusion’

The main goal of this study was to make a genuine attempt at
. prescribing and applying learning strafegies that would satisfy a regl'
" educational need. Based on aﬁ>extensive body of research into learning
strategies, the algorithm and checklist were be]ieyed to be two viable
learning strategjes that could facilitate in the development of the
skill of sentence-error-correction in writing. The re§u1ts of this
experiment confirm what other researchers have reported: & learner can
be adapted to instruétion by guiding his.1nformation'processing oper-
ations with the uge,o}'stréiegies that when used would develop or
g;tivate his mental skills (Rigney,.1978; Weigstein\\1980; Bovy, 1981).
Thus, teaching the algorithm and the checklist strategies in order to
deve]ép'mégtal skills will 'aid in building a repertoire of strategies
- whith wi]]-evsntua11y be needed by the 1eafner to develop metacognitive
skills. Overall results of the'éxperiment add evidence to the fact .
that learning strategies (i:gt, the algorithm and the checklist) do,
in f;qt, have an impact on ghe learners exposed to the strategy ’ \\\
training conditions. | '

It was\hybothesized that students with high and low writing ability
lacking in error-correction sk}11s would benefitnfrom the strategy
training conditions. It wag further assumed that subjects with Tow
writing ability would benefit moré from the strategy'training than high
agi]ity subjects. The rationale was that high §bi1ity subjects é}e

usualily capable of decidiﬁg for themsé]ves which strategy to use

3

7
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(Bovy, 1981; Snow, 1980). - The overall resultd\¢id, in fact, support
0 * ‘ o '
this hypothesis.

wf{ting abi]%ty-was not, as ment#bned earlier in the study, &

' Fandom]y selected :ariab]e; it was chosen because it was thought.to

|
\
interact with the specific learning strategy when present as an aid.and

when removeds For Tow writing ability subjects, the chec}Wist group
outperformed the a]borfthm group when the sgrategy aid was present
during testing; however, it did not when it was removed. Th%s suggests
that for low ability writing subjeété the checklist rerforms well as a

job aid" khen the two groups (the 2lgorithm and the check]ist) were

»

compared when the strategy aids were not present during testlng, the
‘

two~groups performed equally effectively. This study along with studies
done byfThofndyke and Staez, J980; Bovy, 1981; Winn, 1982 indicate that
Tow abi]ify subjects produce superior performances in applying. learned

know]egge to novel problems when they viere instructed in learning

strategies. However, when the two treathent: grodps (i.e., the a]éor{thm

-

and the checklist) were compared with the control group during testing

without the strategy aids, no difference resulted.

ES

b The  fact that the cpecklist is vefy effective when used and that

’ <

neither the algorithm not the cheeklist when renoved outperformed thé

1

‘ contro1 group suggests the fo11ow1ng poss1b111t1es _ The check11st may

bﬁ{appropr1ate %i\jlifﬁsilfz/br as a 1earn1ng stﬁétegy, 1nformab10n in
N 4
it

t'may not have”re%ched the status ofv"menta1 skills". That is, as

o -

-

" . o
argued by Bovy (1981), the learner does not yet have contrgl of the

' 1

cognitive processes needed to accomplish tHe learning task, and in the.
. \- -

. - .



case of ;his'e&periment, the 1earner,1s.fejying on the aid externally.

The a]gorith@, on' the other hand, rnodels p}oblem-so1ving rrocesses by\

previding step-by-step prescriptives for carryjng out a defined sequence
* of operations in order to solve a problem, in this cese, to correct
.isenfence egrors; In order for the learner to shift frq% external

‘reliance ta’\nterne] cont}o1, both time and prgctice using the new

strategies must be provided. , - h

For high writing ability subjep;s,tresu1ts from this experiment

were Tess dramatic. Mo significant differences were found between the ’

algorithm and the checklist training coneitions vhen the i:rategy_aids
were present or were not present during test1ng Because high ability .
1earners usually have developed adequate 1nteéﬂa1 pr0cess1ng methods,
in add1t1on to hav1ng/a reperto1re of strategies from which to choosk,.
it is argued by Boyy_f1981 ) that they exhibit a decrease in performance
when directed fo use a specific processieg strateqgy. A]thohgh‘resu]%i
from this experiment do no% entirely support her po;ition, it can be
argued that the resu]ts.were effected by high ability subjects choosing
their own strategies, regardless of how effective they were. In fact,

according to Winn (1983), modelling or assigning strategies could even

interfere with the way they learn. However, the over-all results from

this experiment"have indicated that high ability subjects have, in fact,

" benefitted, although s1ight1}, from the strategy treatments rather than

decreasing in performance as suggested by Bovy. This supports Snow's
‘ A
{1980) argumeqf that although hiji ability subjecf§ do use strategies

in lTearning situations, they do

t necessarily use the best strategy
q '

P
. b S
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1
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for t;e task. In other words, it should not beltaken for granted by
the: educauor or the designer that h1ch ability learners are capable of
dec1d1nc for themselves at all times which strategy to use and when

to use it.

The results, in addition to supporting the first hypbthesis% have
added support to the second hypotheéis that differential perforﬁanée
would result depending on whether or not the strategy‘aid (i.e., the
algorithm or checklist) was present during test{ng. The checklist and
the algorithm groups did out-perform the control groups when the atds
were presentjmd when they were not preéent. Hovever, results ;ndigatgd
that the greatest difference was observed when éhg aids were reéovéd.
This may be«eip1aineé by the faét tgét the\a1gorithm and the checklist
are, perhaps, still at the job aid st&tus and have nét, as previously

\

mentioned,, reached the status of "mental skills". Since the Tearner is

.relying on the aids externally, fhe contno1.nécgssary to-apply the
-1eérning strategies is still applied from outside the learner. kgain,

it becomes evident that time and practice are'neéessary to develop meta-

. 0 e b S
cognitive skills that are found within the learner. That is, once the
- . ‘
learners have intérral control, they, then, arecapabtle of decidinc for
themselves on the best strategy for the task (Winn, 1982).

s
In order for the learner tc be able to adapt to the imstruftior

provided, Winn (1983) states that the learner must have a Suffi&ieﬁtly

-

1arge repertoire of mental skills that can be used as 1earn1nc!
va‘ v - R

strategies. It was, hoped,.that training the subgects to use the

]

algorithm or #he checklist would, inffact, be’2iding.or developinc such

4

"
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a repertoire. The data collegted from the delayed posttest administered
fivs weeks after the ;onc]usion of this expeﬁiment indicated that on the
second unaided test (delayed) on?y the low ability algorithm ccnditior
group outpefformed the control group. This suggests that the algorithm
functions more as a mental aid, stimulating intellectual proceéses for
the Tow ability subjects than did the checklist. The algorithm is a '
process that allows learqers, once they under;tand the procedur@%
involved to organize the learning task in order to solve problems, and
in this case, the problem ¢f detecting and correcting errors in
‘sehtences. Training a learner how to reason Lty using an a]goritthis,
in essence, training him in meétaT skills. It has been suggested by‘
researchers such as Winn, 1982; Povy, 1981; Scandura, 1977; Federico,
1980 that the 1earning‘st}ategy shouid model the cognitive processes
‘that are used in the learning task. Landa (1974, 1576) noted in his
studies that algorithm training can help learners to exarine their cwn
problem-solving précesses aqd to use the information to improve their
cognitive skills. An a]gor{thm is, in essence, an analysis of a
cognitive process into discrete operations. The checklist, on the other
hand, is a Tist of rules rather than a probjem so]vinghérocess.

However, anal;gis of the 5ésu1ts for the variable condition (i.e., the
2lgorithm, the checklist and the control grcup) revealed that criy *he
checklist-condition reliably outperformec the a]gor;thm conditicn.,

This may be explaicecd by the fact that the checklist physically and

psychologically is easy to interpret, is fariliar tq.most users, and

is simple in format. The checklist lends itself to easy applicztion,



e
- \.\

and as a result may minimize the lcac on the shg?t éerm rmemory. “he
revision prdcess in writing, as Stallard (1974) ras noted, contains a
number of prdcesses thet can te overwhelming to the novice edi<cr..
Using the checklist is probably less taxingc than éhe algorithm when
used-as an aid or when assimilated as a strategy.

The subjects, in the experiment, using the algorithm were faced
with two tasks: learning to use the algorithm which in most cases was

an unfamiliar procedure and learning, at the same time, error-corre€tion

ski]Ls. Because of its cd@plexity, the algorithr may, in fact, impede

* irmediate performance as an aid since it is too tulky and time congum%ng
to be used per se. A1l groups received the same number of practices with
the same amount of time; perhaps, for the algorithm to be inéerna]ized,
more time and practice is necessary.

.The fact that the algorithm and checklist trained groups responded
more favourably than the control groups supports the precept thazii. i .
learner c¢an be taught by means of learning strategies to develop error-
correctibn skills in writing. In addition, daté collected from the
“delayed posttest administered five weeks after the conclusion of this
experiment to all subjecté added‘further support ?b the hypcthesis.
Redults indicated that both treatment groups outpe?formed the conprgT

groups.

Recommendations and Conclusion ) N

It héds been argqued over the years whethep”iearning strategies make
any difference in determining the acquisitio cf learning. Learning

involves insight and means understanding of logical relationships cr
A ] » .
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perceptions of the coﬁnections between ends &and means. On the basis of
these results, therefore, it is reasonable tc suggest that teaching
learning strategies car positively affect learning. Specific recormen-
dations can be made for teachers teaching error-correctior skills tc
learners in order to achieve effective written communications. [t i<
suggested that this study be (ep]icated, but with some modifications.
These modifications would include using educational level (i.e., number
of years of forma& educaticn) rather than wriFing abilsty. In additicn,
it is suggested that a less complicated algorithm be designed in future
studies. aIn»order for this to be done, fewer grammar points should be
taught and included in the algorithm and perhaps more t1mé spent on the
presentation éf the procedure. It is the thinking process used in order ’
to attack and then solve a problem that needs tp be practised. The
experimental a]gorithm'was too 5u1ky and at,times hindered the subjects.
Further research could be conducted to teach a variety of effective
strategies to subjects and to instruct them in their use (Rigney, 197§ .
By building a repertoire of strategies within the learner, the novice
writer[ﬁ%depéﬁdency on external aids can be shifted to internal reliance,
that is, reliance on long-term memory, self-generated instructions and
self-monitoring.

We as jpstructiona] designers and,educationa]‘techno1og1sts must
continually direct our attention to providing alternative strategies for
learners 1in order to process information more effectively and efficientiv.
wWhich strategies learners of various abtitude levels and grade levels

possess. or are capable of possessing remain unanswered. More research
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needs to be conducted within this parédigh. Dansereau {1978) noted. 'in
his research th;t "individual aptitude or strategies" ar both may be
the cause of performance differences.

In conclusion, this study along with those included in this paper
has shed more 1ight on some key issues that educational technologists,
instructional designers and educators have been concerned with; namely,
the need to'adapt the learner to the materials, and most importantly, s
the neéﬁ to be aware of the cognitive strategies that a learner brings
to and uses during the learning process. This study only represents a
cursory look into thg teachiqg of learning strategies. More strategies
should be taught and tested to add empirical validity in linking

learning theory to teaching. Error-correction is only one aspect of
s -

writing; other aspects of the writing process should also be investigated.
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° v Appendix A
' PRETEST

o

An organ is a group of tissue caﬁab1e tc perform some special

~

function, as for examp]e,'thé heart, the liver, or the lungs.

Even though she has open a window, the smell of smoke is still

to strdng. ) ha

Please send me informations with regard of insurance policies ~
available from your company.

Dairying-is toncerned with the production of milk, but with the
manufacturing of milk products such as Sutter and milk.

f you will buy one box at regular price, you will receive another
A ‘ Id

one.

When he was a 1ittle boy, Jim would walk along the Beach. watch

the boats, swimming and fishing in the river.

The be]]lsignaling the end ringed loud, intérrupting the professor. .
The information officer at the bank told to us that there was,

several kinds of accounts. ‘

AN

Ellen does not finish studying in.time to/gd the party with her
/ B
/ *

. e,

friends last night.
The Department of Fine Arts and Architecture has been criticized
for not having much’require( courses gchedﬁ]]ed for this term.

In order to get married. One must present a medical report along

with you identification. . g

Henry refuseg to attend the dinner because he did not 1ike to dress

*oa
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13. While he was in the’army, he learned both the Russian as well as

. M ‘
the German. s ) : ,
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PCSTTEST

r

Find and &orrect the errors in the following passage.

Ask any record company Executives to Tist important pop recording
artists of the’decade, and no doubt he will mentions Jose Feliciano.

Now a récognizgd star. Both in the United Stafes and abroad, Jose

-
i

’ Feliciano endured many difficulties on his way to fame. After moving
from PRrto Rico to America, he had to fight to ggcome famous, 1in |

addition, herhad to overcome the problems of being-blind.
A Jose's father which had been a farmer leaved the Caribbean to try

his luck at Manhattan.l Because he wanted to become a musical star;

L]

Josg learned to play the gyitar. He spend much of his time indoors

Tistening Elvis Presley gnd Ray Charles on the radio. His music begank

to show it's effect. ,
His first job was in the Detroit Michigan. Then he was returning

to the eaft to perform in Greenwich Village. He was confiquOus]y
// encourage by his wife to keep wqpking.' Finally, with her encouragement
1 and his perseverancé? in 1968 his song "Light My Fire" started MMs
career. '
) "With his new .hit, Jose who intent waﬁ to spread his music looked
forward to p]ayihg all o;er country from the Atlantic to tpe Pacific,
from Canada to Mexico. Today, having woh‘;Hé music industry Grammy
Award, Jose continue to work hgrd. As usual, his next -concert it will

3
be before a sell-out crowd.

"

(Appendix B cohtinues) -



Find and correct the erfors in the following sentences.

By

' Appendix B

¢ POSTTEST

. . -

—
.

10.
1.

12:
13.

The Tady was hitted by a car, and she was gbipg to work.

-

When he finally arrived to the Office, Doctor Smith had left.
During rush hour. Everyone gets very frritable.

The scientist was disturb by the conclusion they had reached at
’

o

end of the experiment.
It will costs a considerable amount of money to repair somé of tfle
new eauipmént, however, the subervisor feel the money must te spent.
Although I was arriving in p]epty of time; I found 1ittle foo 1eft2
Jack is a boy who I-suppose will go‘td'collége n Montreal Quebec.

>

He have a good vacation in ontario. Tast summer.
" »

Louise who is a conscientious student a]Jways does her work well.

The students they explained me the problem. -

Theres no effect from the medicine. ' :

The Canadians muht be more. concerned with the country business.

Their is a sale in the mens' department.
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Appendix C
. ERROR-CORRECTION CHECKLIST
9 .
° : YES MO
1. Capitalization
2. Article y P
”
3. Preposition \ = .
4, Sentence Construction - run-on sentence ~g
\ fragment
5. Punctuation (comma, semicolon, périod) ' ,
6. Faulty Verb Tense
7. Double-Subject E
8. Spelling
: ' {
9. Correct Use of the Apostrophe
10.

Subject=Verb Agreement
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