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ABSTRACT

Universal Multilingual Information Interchange System
With Character Reader and Terminal

Suban Krishnamoorthy, Ph.D.
Concordia University, 1990

The need for a universal multilingual information interchange system with character reader and terminal has been emphasized. A scheme for recognizing machine-printed and handprinted Indian characters has been developed. In this scheme, the characters are assumed to be composed of symbols which in turn are assumed to be composed of line-like elements, called primitives, satisfying certain structural constraints. Attribute graphs are used to describe the structural composition of symbols in terms of the primitives and the relational constraints satisfying them. In the first stage of the two stage recognition process, the correlation coefficients are computed with the attribute graphs stored in the knowledge base for a set of basic graphic symbols and then maximized to recognize the symbols constituting the input character. In the second stage, the input character is recognized from the graphic symbols using a decision tree. The recognizer is intelligent enough to differentiate invalid combination of graphic symbols that do not constitute a valid character. Some preprocessing techniques are discussed to convert the input image into an attribute graph. A coding scheme has been developed to describe multilingual texts. Tamil and Malayalam characters were used to test the recognizer. The results for Tamil are: 91.33% recognition rate, 6.83% rejection rate and 1.83% substitution rate. The results
for Malayalam are: 89.5% recognition rate, 8.3% rejection rate and 2.2% substitution rate.

A design is presented for a keyboard based multilingual terminal system for Indian languages. An interactive, computer aided, pattern recognition based, methodology has been developed to identify the best dot matrix size for a given optimality criteria. The nearly optimal dot matrix size for the Tamil symbols was computed to be 11x14 using a graphics terminal having 60 dots per inch resolution. From the symbol size, the character size has been computed as 15x18. An iterative method of determining the most distinct set of dot matrix characters is described based on the distances and information content of the dot matrix characters. Symbol based keyboard design and character generation methodologies have been developed.

Finally, the design of a multilingual data communication system using the multilingual character reader and terminal is considered as an integrated information interchange system. Various communication aspects such as character coding, multilingual document representation, and protocol changes needed for multilingual information interchange are described in detail. Also, a methodology for handling multilingual texts using the existing programming language tools such as compilers for software development is described.
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1. INTRODUCTION

1.1 Trends

Computers were unheard of or were a dream at the beginning of this twentieth century. Five decades ago, computers were for only the elite engineers and scientists and the rich. Until a couple of decades ago computers remained as a standalone system with small amount of memory and costing multimillion dollars. In recent years, computing science and technology have advanced tremendously, the cost has been reducing drastically, the computing power kept increasing many folds, and personal (micro) computers started to proliferate everywhere. Today, powerful computing system with a million bytes of main memory has become an affordable household item like a TV, even though computers have not found as much use as TV's in houses. One could buy a computing system for a few hundred dollars to play games or to perform word processing at home.

The proliferation of cheap personal computers have made valuable hardware, software and information resources distributed throughout an organization. Systems have become more and more resource hungry. A couple of decades ago, information was stored in several different disjoint files. The information existed in the system over several files could not be retrieved without reprogramming. This has resulted in the consolidation of information to form a database and a new system called database management system was developed to manage the database. In a similar way
geographically deployed computing systems resulted in parallel and rapid growth of corporate information. However, those resources could not be shared and retrieved when needed without the ability to talk to each other. This has created a demand for interconnectivity or networking computing systems. In the last two decades several noncompatible computer local area networks such as carrier sense multiple access with collision detection (CSMA/CD), token bus, token ring, etc., were developed. The advances in computing techniques also helped the rapid development of communication systems which enabled wide area or public networking. Today, networking and computing are becoming an integral part of a system. Some computer manufacturers have been making (multiprocessor) systems in which the user terminals are connected to the network via a network terminal server (NTS) rather than directly connecting them to the system like in the earlier days. Several protocols such as System Network Architecture (SNA), Open System Interconnect (OSI), X.25, DoD TCP/IP family, IEEE 802 family, etc., were developed. To reduce the incompatibilities, several standards organizations such as CCITT, ISO, CSA, ANSI, IEEE, etc., were formed. File transfer and network file systems have been used so much that the protocols File Transfer Protocol (FTP) and Network File System (NFS) have become de facto industry standards.

We should call the current and future systems as Computing and Communication Systems (CCSs) or NetComp Systems (NSs) to be more appropriate.
In today's technology driven society, computers are widely used throughout the world, in the developed nations as well as developing nations. CCSs are being used in different fields such as humanities and social sciences, engineering, economics, education, etc. The economy of each nation is no longer completely independent; it is becoming global due to multinational companies and international trading using CCSs. More than people mobilization, rapid electronic information mobilization between nations is rapidly increasing day-by-day with high volume and becoming more and more critical. In the near future, the entire CCSs in the world will become a single interdependent distributed computing and communication (information interchange) system.

1.2 Linguistic Limitations of CCSs

The information handled by the CCSs can be divided into (1) AlphaNumeric and (2) Non-AlphaNumeric. The alphanumeric information can be further subdivided into (i) Alphabetic and (ii) Numeric.

The alphanumeric information has two important attributes. They are:

1. Language
2. Script

For example, the alphabetic information generated by the alphabets A to Z, a to z are in the English language. The letters A to Z and a to z are the scripts of the English
language. The numeric information generated by the digits 0 to 9 uses Roman script. Even though the digits 0 to 9 are universally used, there are nations, which use different scripts even for these ten digits as shown in Figure 1.1 (Gilyarevsky [1970]).

May be with a few exception, all the existing CCSs are capable of handling information only in English. Almost, none of the existing CCSs is capable of handling multilingual textual information such as the one shown in Figure 1.2 (Lifco [1975]). One should realize that this is an important limitation of the existing systems.

However, there are many languages in the world which are different from English. In fact a major portion of the world population do not use English in their day to day life. These people generate, maintain and assimilate large volumes of information (about their business, literature, culture, etc.) in their native languages (other than English). As an illustration a land revenue bill used in the province of Tamil Nadu, India, is shown in Figure 1.3.

1.3 Universal Need

CCSs are increasingly used in the non-English nations. For example, in India which has almost a billion people, fifteen different languages with ten different scripts, computers are reaching the common public like in utility billing such as electricity bills, land taxation bills, family planning, demography, etc. Currently, in India, computerized
<table>
<thead>
<tr>
<th>Arabic</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pashho</td>
<td>١</td>
<td>٢</td>
<td>٣</td>
<td>٤</td>
<td>٥</td>
<td>٦</td>
<td>٧</td>
<td>٨</td>
<td>٩</td>
<td>٠</td>
</tr>
<tr>
<td>Bengali</td>
<td>১</td>
<td>২</td>
<td>৩</td>
<td>৪</td>
<td>৫</td>
<td>৬</td>
<td>৭</td>
<td>৮</td>
<td>৯</td>
<td>০</td>
</tr>
<tr>
<td>Burmese</td>
<td>၁</td>
<td>၂</td>
<td>၃</td>
<td>၄</td>
<td>၅</td>
<td>၆</td>
<td>၇</td>
<td>၈</td>
<td>၉</td>
<td>၀</td>
</tr>
<tr>
<td>Gujarati</td>
<td>૧</td>
<td>૨</td>
<td>૩</td>
<td>૪</td>
<td>૫</td>
<td>૬</td>
<td>૭</td>
<td>૮</td>
<td>૯</td>
<td>૦</td>
</tr>
<tr>
<td>Hebrew</td>
<td>א</td>
<td>ב</td>
<td>ג</td>
<td>ד</td>
<td>ה</td>
<td>ו</td>
<td>ז</td>
<td>ח</td>
<td>ט</td>
<td>י</td>
</tr>
<tr>
<td>Khmer</td>
<td>១</td>
<td>២</td>
<td>៣</td>
<td>៤</td>
<td>៥</td>
<td>៦</td>
<td>៧</td>
<td>៨</td>
<td>៩</td>
<td>០</td>
</tr>
<tr>
<td>Kanares</td>
<td>១</td>
<td>២</td>
<td>៣</td>
<td>៤</td>
<td>៥</td>
<td>៦</td>
<td>៧</td>
<td>៨</td>
<td>៩</td>
<td>០</td>
</tr>
<tr>
<td>Chinese</td>
<td>一</td>
<td>二</td>
<td>三</td>
<td>四</td>
<td>五</td>
<td>六</td>
<td>七</td>
<td>八</td>
<td>九</td>
<td>〇</td>
</tr>
<tr>
<td>Korean</td>
<td>一</td>
<td>二</td>
<td>三</td>
<td>四</td>
<td>五</td>
<td>六</td>
<td>七</td>
<td>八</td>
<td>九</td>
<td>〇</td>
</tr>
<tr>
<td>Malayalam</td>
<td>១</td>
<td>២</td>
<td>៣</td>
<td>៤</td>
<td>៥</td>
<td>៦</td>
<td>៧</td>
<td>៨</td>
<td>៩</td>
<td>០</td>
</tr>
<tr>
<td>Marathi</td>
<td>म</td>
<td>आ</td>
<td>इ</td>
<td>ई</td>
<td>उ</td>
<td>ऊ</td>
<td>ऋ</td>
<td>ऌ</td>
<td>ऍ</td>
<td>ऎ</td>
</tr>
<tr>
<td>Mongolian</td>
<td>ᠶ</td>
<td>ᠸ</td>
<td>ᠹ</td>
<td>ᠺ</td>
<td>ᠻ</td>
<td>ᠼ</td>
<td>ᠽ</td>
<td>ᠾ</td>
<td>ᠿ</td>
<td>ᠠ</td>
</tr>
<tr>
<td>Orissa</td>
<td>ଠ</td>
<td>ଡ</td>
<td>ଢ</td>
<td>ଣ</td>
<td>ତ</td>
<td>ଥ</td>
<td>ଦ</td>
<td>ଧ</td>
<td>ନ</td>
<td>଩</td>
</tr>
<tr>
<td>Nepali</td>
<td>नेपाली</td>
<td>१</td>
<td>२</td>
<td>३</td>
<td>४</td>
<td>५</td>
<td>६</td>
<td>७</td>
<td>८</td>
<td>९</td>
</tr>
<tr>
<td>Punjabi</td>
<td>पंजाबी</td>
<td>१</td>
<td>२</td>
<td>३</td>
<td>४</td>
<td>५</td>
<td>६</td>
<td>७</td>
<td>८</td>
<td>९</td>
</tr>
<tr>
<td>Peran</td>
<td>ပ</td>
<td>မ</td>
<td>က</td>
<td>စ</td>
<td>ဆ</td>
<td>ဗ</td>
<td>ဗ</td>
<td>မ</td>
<td>မ</td>
<td>၀</td>
</tr>
<tr>
<td>Sanskrit</td>
<td>सन्सक्रित</td>
<td>१</td>
<td>२</td>
<td>३</td>
<td>४</td>
<td>५</td>
<td>६</td>
<td>७</td>
<td>८</td>
<td>९</td>
</tr>
<tr>
<td>Sinhalese</td>
<td>සිංහල</td>
<td>༡</td>
<td>༢</td>
<td>༣</td>
<td>༤</td>
<td>༥</td>
<td>༦</td>
<td>༧</td>
<td>༨</td>
<td>༩</td>
</tr>
<tr>
<td>Sindhi</td>
<td>सिन्धी</td>
<td>١</td>
<td>٢</td>
<td>٣</td>
<td>٤</td>
<td>٥</td>
<td>٦</td>
<td>٧</td>
<td>٨</td>
<td>٩</td>
</tr>
<tr>
<td>Tai Slamese</td>
<td>တိဗာ</td>
<td>၁</td>
<td>၂</td>
<td>၃</td>
<td>၄</td>
<td>၅</td>
<td>၆</td>
<td>၇</td>
<td>၈</td>
<td>၉</td>
</tr>
<tr>
<td>Tamil</td>
<td>தமிழ்</td>
<td>௧</td>
<td>௨</td>
<td>௩</td>
<td>௪</td>
<td>௫</td>
<td>௬</td>
<td>௭</td>
<td>௮</td>
<td>௯</td>
</tr>
<tr>
<td>Telugu</td>
<td>తెలుగు</td>
<td>౧</td>
<td>౨</td>
<td>౩</td>
<td>౪</td>
<td>౫</td>
<td>౬</td>
<td>౭</td>
<td>౮</td>
<td>౯</td>
</tr>
<tr>
<td>Tibetan</td>
<td>བོད་</td>
<td>༢</td>
<td>༣</td>
<td>༤</td>
<td>༥</td>
<td>༦</td>
<td>༧</td>
<td>༨</td>
<td>༩</td>
<td>༠</td>
</tr>
<tr>
<td>Uighur</td>
<td>ۇيغۇر</td>
<td>١</td>
<td>٢</td>
<td>٣</td>
<td>٤</td>
<td>٥</td>
<td>٦</td>
<td>٧</td>
<td>٨</td>
<td>٩</td>
</tr>
<tr>
<td>Urdu</td>
<td>اردو</td>
<td>١</td>
<td>٢</td>
<td>٣</td>
<td>٤</td>
<td>٥</td>
<td>٦</td>
<td>٧</td>
<td>٨</td>
<td>٩</td>
</tr>
<tr>
<td>Hindi</td>
<td>हिन्दी</td>
<td>१</td>
<td>२</td>
<td>३</td>
<td>४</td>
<td>५</td>
<td>६</td>
<td>७</td>
<td>८</td>
<td>९</td>
</tr>
<tr>
<td>Javanese</td>
<td>जावनी</td>
<td>١</td>
<td>٢</td>
<td>٣</td>
<td>٤</td>
<td>٥</td>
<td>٦</td>
<td>٧</td>
<td>٨</td>
<td>٩</td>
</tr>
<tr>
<td>Japanese</td>
<td>日本語</td>
<td>一</td>
<td>二</td>
<td>三</td>
<td>四</td>
<td>五</td>
<td>六</td>
<td>七</td>
<td>八</td>
<td>九</td>
</tr>
</tbody>
</table>

**Figure 1.1** Numerals in different languages.
46. குறுக்கு பராமரிகள் - Parallel Proverbs

Walls have ears.
The face is the index of the mind.
Spare the rod and spoil the child.
Christmas comes but once a year.
The mills of God grind slow but sure.
As is the king so are the subjects.

腭: (1) என்; உலகியல், help; protection: (2) குரு, company. (3) இதை உள்ளே, friend. (4) இலவசம், a pair, (5) இவ்வட்டம் நூற்றாண்டு, husband or wife. (6) என் பேரே, brother or sister. (7) நூற்றாண்டு, comparison. (8) தரை, quantity; number. (9) இல்லையாயிருந்து, until.

Friend
A man’s friends bring prosperity to him.
—Tirukkural-651.

Figure 1.2 Bilingual texts in Tamil and English.
Figure 1.3 A sample land revenue record found in the State of Tamil Nadu.
<table>
<thead>
<tr>
<th>பொருள்</th>
<th>13.07</th>
<th>13.08</th>
<th>13.09</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ம. தொ.</td>
<td>க. தொ.</td>
<td>ம. தொ.</td>
</tr>
<tr>
<td>1. பாலூர்மிய மலை</td>
<td>10</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>2. பாலூர்மிய மலை</td>
<td>3</td>
<td>04</td>
<td></td>
</tr>
<tr>
<td>3. மூக்கு மலை</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. மூக்கு மலை</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. சுத்தேருதி மலை</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. சுத்தேருதி மலை</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. மலப்புச் சிற்பநாயகி</td>
<td>4</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>8. மலப்புச் சிற்பநாயகி</td>
<td>15</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>9. வல்லுனர் மலை</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>கூலியியார்</th>
<th>கூலியியார்</th>
<th>கூலியியார்</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. பாலூர்மிய மலை</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. பாலூர்மிய மலை</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. பாலூர்மிய மலை</td>
<td>2</td>
<td>81</td>
</tr>
<tr>
<td>4. பாலூர்மிய மலை</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>செயற்கையியல் பரியார் கூலியார்</th>
<th>செயற்கையியல் பரியார் கூலியார்</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>08</td>
</tr>
</tbody>
</table>

Figure 1.3 A sample land revenue record found in the State of Tamil Nadu (contd.).
billings are generated (and can only be generated) in English. The public who are the end users do not understand these bills; thus, they tend to become anti-computer or pressure the computing community to change their system to handle their native languages and scripts.

Another example is the telex and telegraph communication systems in India. Right now people in India can send telex or telegrams only in English. Common public who want to send and receive telegrams have to depend on the English speaking minority (less than tenth of the population) of people in that country. The limitations of the existing computing systems have made these literates (in their native language) illiterates.

One should clearly understand that the linguistic limitation of the existing CCSs is a great drawback for non-English speaking countries and people. There is a great pressure on the computer scientists and engineers to eliminate linguistic barriers. Technically advanced nations such as Japan already developed computing systems to handle the Japanese language. Similar situation is now happening to the Chinese language. European people such as French and German enhanced their communication systems to handle their scripts by adding diacritical marks (used in their language) to the international telex and telegraph character set. Developing nations such as India, Middle East, etc., are in the process of developing systems to handle their scripts and languages.
Still, the designs of the existing systems are not general. The solutions proposed so far are partial in the sense they could handle only one or two additional scripts.

"It is the contention of this thesis that at present a unified solution to handle information in any (variable) number of scripts and languages does not exist."

The world is moving rapidly towards global integrated system. As stated before, the entire CCSs in the world will soon become interdependent distributed computing and communication (information interchange) system. For such a world what is needed is a universal multilingual CCS capable of manipulating and interchanging multilingual information between linguistically different nations of the world. Such a system should adopt a coherent and uniform methodology to handle the multilingual information. The design of such a system is the main theme of this thesis.

1.4 Universal CCSs

An universal multilingual information interchange system considered in this thesis is shown in Figure 1.4. Notice that CCSs are composed of several language dependent subsystems to handle information. They are listed below.
Figure 1.4 Multilingual information interchange system.
1. Text entry subsystems.
2. Presentation subsystems.
3. Computation subsystem.
4. Storage and retrieval subsystem.
5. Communication (transmission and reception) subsystem.

Till today the most popular text entry method is by typing using the keyboard. Even though it is manual, it will continue to remain popular in the future as well. However, cost of manual keyboard based text entry is raising steadily throughout the world (Schantz [1982]). For rapid and large volume text entry an automatic text entry system such as the character reader is the solution. Currently, character readers are increasingly used in the office automation, banking and postal systems in America, Europe and Japan (Suen [1983], Downton, Kabir and Guilevic [1988], Hull, et al [1988], Ciardiello, et al [1988], Nishino and Takao [1988], Banno [1988]). More and more PC based character readers for English are being introduced in the market. Use of character readers will continue to increase in the future as they become more reliable, versatile and economical.

For these reasons multilingual character readers have been selected for the automatic text entry subsystem and multilingual terminals have been selected for the manual text entry subsystem in this thesis. The design of character readers itself poses so much challenge, it has been an independent research topic for the last few
decades. The techniques developed to design the various components of a multilingual character reader such as scanning and preprocessing, feature extraction, classification and language identification are described in detail in the subsequent chapters.

Even though voice based text entry and presentation systems are another alternative, voice recognition and synthesis are two separate research topics in their own domain due to their complexities. They are out of scope of this thesis, hence will not be discussed any more.

Printer and display based presentation subsystems are very popular and in wide use and will remain so for a long time. Here, the terminal is considered for the presentation subsystem. The techniques developed in this thesis to design a multilingual terminal (text entry and presentation subsystems) are explained in detail later in this thesis.

This thesis addresses and makes original contribution towards an integrated multilingual computing and communication system with input, output, facility for manipulating multilingual texts using programming languages, multilingual document representation, storage, retrieval, transmission and reception of such documents with coherent and uniform solution. Methodologies and algorithms developed for such an integrated CCS are explained in the rest of the thesis.
1.5 Theory of Symbolization

The English alphabet has 26 letters and 52 characters (26 uppercase letters and 26 lowercase letters) for representation. A set of fifty-two characters is relatively small compared to major world languages such as Indian languages, Chinese and Japanese languages, other Asian languages such as Sinhalese, Burmese, Thai, etc., Cyrillic script languages and other Latin script languages. Most of the languages in the world have a large number of characters. For example, the Chinese language has more than 48,000 characters in the literature and at least 5,000 in use; Indian languages like Telugu can have theoretically an infinite number of characters and in practice about two thousand characters. The characters of these languages are more complicated than the characters of English. They also vary in size considerably. These languages are used by more than 2 billion people, a major portion of the world population.

The large number of complex characters in a language makes it impossible to design a keyboard of reasonable size by assigning one character per key position. Character generation requires a large amount of memory to store the graphemes of all the characters. Also, the knowledgebase for character recognition will be huge. In general, the computing and communication systems (CCSs) become complex, expensive and unmanageable. To handle the large number of characters in a manageable way, a new scheme called symbolization is proposed in this section. Its universal applicability is demonstrated using the scripts of major world languages.
The word \textit{symbol}, as used in this thesis, is an abstract entity representing a character or part of it in a language. It may or may not have a graphical representation like the character.

1.5.1 Properties of Symbols

Let,

\[ C = \{c_1, c_2, \ldots, c_n\} \]
\[ S = \{s_1, s_2, \ldots, s_m\} \]

be the set of characters and symbols, respectively, in a language, \( L \). The set of symbols, \( S \) have the following properties:

\textbf{Property 1.1:} Each symbol must represent a partial or complete character in the language.

\textbf{Property 1.2:} There must exist an unique ordered set of symbols \( \{s_1, s_2, \ldots, s_k\} \) for each character in the language which uniquely identifies that character.

\textbf{Property 1.3:} The members of the set of symbols, \( S \) may or may not have graphical representation. If members of \( S \) are derived from the graphemes of the script, they will have graphical representation. However, if they are derived from linguistic
properties other than graphemes, they may not have graphical representation.

**Property 1.4:** The cardinality of $S$ is normally much smaller than the cardinality of $C$, that is, $|S| < |C|$. If $|S| = |C|$, then each symbol uniquely represents a character in the language. In other words, if the mapping $f:S \rightarrow C$ is 1:1, then each symbol stands for one character in the language. This will be the case for languages having small number of characters like English.

**Property 1.5:** $|S|$ should never be greater than $|C|$.

**Property 1.6:** The internal or machine representation of the members of $S$ should be such that sorting of texts should give collating sequence. This may or may not be possible for all languages.

**Property 1.7:** It is possible that one set of symbols may be used to represent the characters of one or more languages.

**Definition 1.1: Symbolization**

The process of identifying the set of symbols, $S$ for a language is called *symbolization*.

The simplest method of symbolization is to assign one character to one symbol.
However, for languages having a large number of characters, \( |S| < |C| \). If \( |S| \) is too small, then the unique sequence \( \{s_1, s_2, \ldots, s_k\} \) identifying the character may become longer. On the other hand if \( |S| \) is too large, then the above sequence will be shorter, however, use of such symbols will result in the same problems like large number of characters. Because of the trade off, identifying an optimal symbol set, \( S \), that is symbolization, may become a challenge for certain languages.

1.5.2 Universal Applicability of Theory of Symbolization

The analysis of the scripts of major world languages has revealed that the theory of symbolization is universally applicable to major world languages. To demonstrate the universality of the theory, let us consider the languages of the following scripts:

1. Latin script
2. Cyrillic script
3. Indo-Asian scripts
4. Arabic script
5. Ideographic script
6. Braille script

**Latin Script Languages:** Most of the European, American and Australian languages use the Latin script. The well-known languages such as English, French, German and
Spanish fall under this category. The characters of these languages include A to Z and a to z and a few additional characters. Some of the additional characters of the languages of this category are listed in Figure 1.5 (Gilyarevsky [1970]). A careful consideration will reveal that we could apply symbolization to these languages and identify a set of symbols as:

$$\Omega = \{ \text{A to Z, a to z and diacritical marks} \}$$

where the diacritical marks are ..., ^, ~, ', etc. Interestingly, the small symbol set, \( \Omega \) could be used to represent all the Latin script languages shown in Figure 1.5 and many more.

Cryptic Script Languages: More than fifty different languages use the Cryptic script or an extended version. The Russian language comes under this category. Most nations of the Soviet Union and other nations of foreign countries use scripts based on the Russian alphabet. Certain languages use, apart from the Russian characters, some additional characters. The set of additional characters of a few Cryptic script languages is listed in Figure 1.6 (Gilyarevsky [1970]). Again, a careful analysis will reveal that it is possible to identify a set of diacritical marks, like in the Latin script, for these additional character and obtain a symbol set as:

$$\Psi = \{ \text{Russian alphabets and diacritical marks} \}$$

where the diacritical marks are ..., ., -, etc. As in Latin script languages, the symbol set \( \Psi \) could be used to represent a set of Cryptic script languages, not just one.
| Albanian     | گ، ئ | Aymara   | ə, ɵ |
| Basque       | e, f | Breton   | e, i, l, n, ñ, õ, ü |
| Bul          | Ё, Ё, а, ө, ү, я, ч, щ, ч, ё, ў, я |
| Catalan      | a, ə, ɛ, i, ө, ү, ü |
| Chocotaw     | ə, o, u |
| Chuana       | ð, ɵ, ș |
| Cree         | ێ |
| Czech        | ą, ę, d’(u, ū, Ź), ď, ġ, ĭ, ĩ, ó, ź, l’(ł, ź), ź, ź, ź, ź |
| Danish       | a, æ, ø |
| Delaware     | å, ɛ, i, ʊ, ø |
| Eskimo       | ʜ, ɪ, ɯ, ø |
| Esperanto    | ĉ, ĝ, ĝ, ĵ, ô, ŭ |
| Estonian     | ə, ő, ö, ü |
| Ewe          | d(D), ṃ, ṇ(F), ṣ, ṽ, ɔ, ɑ; γ, ɣ, r, ʊ, (d, ɝ, ɦ, ū, ɭ) |
| Faroese      | æ, ø, ɒ |
| Fijian       | ə, ɪ, ɔ, u |
| Finnish      | å, ö |
| French       | a, æ, ɛ, ɛ, e, e, ë, i, i, ɔ, u, ü, ū |
| Frisian      | a, æ, i, ʊ, u, ū |
| Fulbe        | ɓ, b, ɗ, e, e, g, ᳐, ᴱ, ᵄ, ᵇ |
| German       | ð, ð, ð, ū |
| Guarani      | å, ɓ, ɛ, e, i, i, ɭ, ñ, ʊ, ū, ū, ū, ū, ū, ū, ū |
| Hausa        | b(B), d(D), k(K) |
| Hungarian    | å, ę, ę, ő, ő, ū, ū, ū, ū |
| Icelandic    | á, æ, ǝ, ɭ(D), ɛ, i, ɵ, ð, þ, ʊ, ų |
| Irish        | á, æ, i, ʊ, ū |
| Italian      | å, ɛ, e, i, i, ʊ, ə, ʌ |
| Javanese     | ɗ, ɗ, ߟ |
| Juang        | Б, б, й, о, у, е, з, ы, э, ш, ю |
| Kasubian     | q, ç, ę, e, g, c, i, ñ, ő, ŏ, ő, š, u, ʒ, ʓ |
| Kurdish      | ç, ő (in Iraq), ç, ş |
| Lahu         | ç, ę, i, ǜ, ū, ź (in Syria) |
| Latin        | å, æ, æ, e, e, i, í, ɪ, o, o, œ, û, ū |
| Lettish      | ā, ā, ē, ē, (ɡ), ī, ɪ, ʊ, ʒ, ū, ū |
| Lingala      | ə, ɛ, ɪ, l, n, ñ, ʊ, ū |
| Lithuanian   | a, ę, ę, ę, ę, ą, ą, ą, ą, ą, ą |
| Lisu         | Б, Л, ы, г, ҕ, ҕ, ҹ, ҹ, ҹ, ҹ, ҹ, ҹ, ҹ, ҹ, ҹ, ҹ, ҹ, ҹ, ҹ |
| Luba         | ǟ, (ǟ), ǟ |
| Madura       | ɖ, ɗ |
| Miao         | n, ə, ʃ, ə, w, ں, ə, ʔ, ʃ, ʃ, н, Б, а, ʃ, ʃ |
| Malagash     | བ, ʃ, ʃ, ʃ, ʃ, ʃ, ʃ, ʃ, ʃ, ʃ, ʃ, ʃ, ʃ |
| Malay        | ɛ |
| Mandingo     | ə, ɛ, ɛ, ɛ, ɛ, ɛ, ɛ, ɛ, ɛ, ɛ, ɛ, ɛ, ɛ |

Figure 1.5 Additional characters of Latin script languages.
Figure 1.5 Additional characters of Latin script languages (contd.).
<table>
<thead>
<tr>
<th>Language</th>
<th>Characters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abazin I</td>
<td>a, h, g, q, z (3), k, k (k)</td>
</tr>
<tr>
<td>Abkhazian</td>
<td>a, d, l, x, tu, v, e</td>
</tr>
<tr>
<td>Adyghe I</td>
<td>a, i, o, y</td>
</tr>
<tr>
<td>Altai</td>
<td>a, i, o, y</td>
</tr>
<tr>
<td>Avar I</td>
<td>r, u, j, x, y, u, a</td>
</tr>
<tr>
<td>Azerbaijani</td>
<td>r, i, u, o, g, v, y, h, a</td>
</tr>
<tr>
<td>Bashkir</td>
<td>a, y, h</td>
</tr>
<tr>
<td>Buryat</td>
<td>a, y</td>
</tr>
<tr>
<td>Byelorussian</td>
<td>a, y</td>
</tr>
<tr>
<td>Chechen</td>
<td>a, e, c, y</td>
</tr>
<tr>
<td>Chukcha</td>
<td>a, e, u, f, y, y</td>
</tr>
<tr>
<td>Chuvasi</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Dargwa</td>
<td>a, m, u, f, y</td>
</tr>
<tr>
<td>Dungan</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Eskimo</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Even (Lanul)</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Evenki (Tungus)</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Gagauzi</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Ingush</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Kabardian (Circassian)</td>
<td>a, h, j, u, o, y (i, o, y)</td>
</tr>
<tr>
<td>Kalmyk</td>
<td>y</td>
</tr>
<tr>
<td>Karachai</td>
<td>k, r, x, y, o, y, j, y, d</td>
</tr>
<tr>
<td>Kara-Kalpak</td>
<td>a, g, k, n, o, v, y, h, l</td>
</tr>
<tr>
<td>Kazakh</td>
<td>r, l, o, y, u, k</td>
</tr>
<tr>
<td>Khakass</td>
<td>a, k, h, o, e, y, o, s</td>
</tr>
<tr>
<td>Khanty (the language of the Vakh Khanty)</td>
<td>a, s, s, g, o, y, e</td>
</tr>
<tr>
<td>Khanty (the language of the Kazym Khanty)</td>
<td>a, s, s, g, o, y, e</td>
</tr>
<tr>
<td>Khanty (the language of the Surgul Khanty)</td>
<td>a, s, s, g, o, y, e</td>
</tr>
<tr>
<td>Khanty (the language of the Shuryshkar Khanty)</td>
<td>a, s, s, g, o, y, e</td>
</tr>
<tr>
<td>Kirghiz</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Komi-Permian</td>
<td>l, o</td>
</tr>
<tr>
<td>Komi (Zyryan)</td>
<td>l, o</td>
</tr>
<tr>
<td>Kurdish</td>
<td>a, o, h, q(9), w</td>
</tr>
<tr>
<td>Lak</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Lesgnian</td>
<td>a, k, z, h, u</td>
</tr>
<tr>
<td>Macedonian</td>
<td>a, y</td>
</tr>
<tr>
<td>Mansi (Vogul)</td>
<td>a(α)</td>
</tr>
<tr>
<td>Mari (Hign)</td>
<td>a, o, y, i, i</td>
</tr>
<tr>
<td>Mari (Low)</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Mongolian</td>
<td>a, y</td>
</tr>
<tr>
<td>Ossetic</td>
<td>a(α)</td>
</tr>
<tr>
<td>Serbo-Croatian</td>
<td>a, o, y, x, x, h</td>
</tr>
<tr>
<td>Tajik</td>
<td>a, o, y, x, x, h</td>
</tr>
<tr>
<td>Tatar</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Touvanian</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Turkmen</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Udmurt</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Uigur</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Ukranian</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Uzbeck</td>
<td>a, o, y</td>
</tr>
<tr>
<td>Yakut</td>
<td>a, o, y</td>
</tr>
</tbody>
</table>

Figure 1.6 Additional characters of Cyrillic script languages.
Indo-Asian Script Languages: Fifteen different Indian languages and Asian languages such as Sinhalese, Burmese, Thai and so on (except Ideographic and Arabic languages) use more than ten different scripts. Devanagari, Dravidian and Pali are the most commonly used scripts. The number of characters in each of these languages vary from a few hundreds to a few thousands. The characters of these languages are more complicated than the characters of the Latin and Cyrillic scripts. Figure 1.7 gives some of the basic characters of a few Indian languages.

Symbolization has been found very useful for Indo-Asian languages. As an illustration consider the complete character set of the Indian language Tamil shown in Figure 1.8. The original character set had 247 characters. Later, an additional 65 characters infiltrated into the language from other languages to accommodate the words derived from those languages. These 65 characters are not shown in the figure and are not considered for analysis. By applying symbolization, it is possible to identify a set consisting of about sixty graphic symbols to represent the 247 Tamil characters. The set is given in the next chapter. As an illustration, notice that all the 126 characters in the rectangle from columns 7 to 13 can be obtained by using the 18 characters in column 1 and by just five additional symbols \( \alpha, \beta, \gamma, \pi, \sigma \), a total of 23 symbols.

Such symbolization has been found applicable to other Indian languages and Asian languages such as Sinhalese, Burmese, and Thai.
Figure 1.7 Samples of basic characters of Indian languages.
Figure 1.8 Tamil characters.
Arabic Script Languages: The Arabic, Urdu and Farsi languages belong to this group. These languages are wide-spread in the United Arab Republic, Iran, Iraq, Kuwait, India and other Arabic countries. A sample text is shown in Figure 1.9 (Amin [1988]). The complexity of the characters of these languages falls between the Indo-Asian languages and the Ideographic languages. Again, we could see that symbolization could be applied to the characters of these languages even though it is relatively complex.

Ideographic Script Languages: Chinese, Japanese, Korean, etc., are examples of ideographic languages. Chinese language has about 48,000 characters; around 5,000 characters are used in writing and about 3,000 in printing (Shyu, et al [1988]). The presence of Katakana and Hiragana syllabic alphabets distinguishes Japanese from Chinese. Japanese characters are somewhat simpler than Chinese characters, still the graphemes of these languages are extremely complicated. To illustrate, a Chinese text is shown in Figure 1.10.

Keyboarding techniques have been proposed to input Chinese characters based on the phonetic characteristics (Kung [1983], Dong [1986], Cheng and Yu [1987], Yuhang [1987]), and stroke-sequences (Hung [1987]). Such phonetic and/or the stroke entities could be treated as symbols for Chinese characters. Thus, symbolization is applicable to Ideographic languages too.
NULL
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Figure 1.10 Sample Chinese text.
Braille Script: Braille is a system of raised characters formed by using combinations of six dots in three rows and two columns as shown in Figure 1.11. The dots represent the projections (so that blind people can read by touching) on the output paper. The Braille script uses the English alphabets and differs only in the presentation of the characters on the output medium. Hence, whatever symbolization scheme that is applicable to English could be applied to Braille script also. In Figure 1.11 the character strings and, for, of, the, with, ch, gh, sh and th have more than one English character, each could be treated as a single character in Braille script.

1.6 Outline of the Thesis

The next three chapters describe the design of a multilingual character reader that could be used with the CCSs. Preprocessing techniques, namely binarization and thinning are presented in Chapter two. The structural features used for classification, their extraction and the scheme developed for representation of symbols and characters are explained in Chapter three. In Chapter four, a two stage classification scheme developed to recognize the characters from symbols is described and the results are presented.

Chapters five through seven explain the design of a multilingual terminal that can be attached to a CCS or used as a stand-alone typewriter. The techniques developed for the determination of nearly optimal dot matrix character size and the
<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
<th>g</th>
<th>h</th>
<th>i</th>
</tr>
</thead>
<tbody>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>j</td>
<td>k</td>
<td>l</td>
<td>m</td>
<td>n</td>
<td>o</td>
<td>p</td>
<td>q</td>
<td>r</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>s</td>
<td>t</td>
<td>u</td>
<td>v</td>
<td>w</td>
<td>x</td>
<td>y</td>
<td>z</td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>and</td>
<td>for</td>
<td>of</td>
<td>the</td>
<td>with</td>
<td>ch</td>
<td>gh</td>
<td>sh</td>
<td>th</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
</tbody>
</table>

Figure 1.11  Braille script.
determination of optimal dot matrix symbol set are given in Chapters five and six respectively. The multilingual keyboard design and character generation techniques proposed are presented in Chapter seven.

Chapter eight presents the scheme developed for designing a multilingual data communication system that can be configured with the multilingual character reader and the multilingual terminal developed earlier. The techniques developed for multilingual document representation, character coding, storage and retrieval of documents, and the protocol changes needed are described. A scheme for handling multilingual texts using the existing programming tools such as compilers with minimal change is also shown in this chapter. Chapter nine concludes the thesis.

The Indian languages Tamil and Malayalam are used for illustration and experiments throughout the thesis. The symbolization technique is uniformly employed for the design of multilingual character readers, terminal and the computing and communication systems.

1.7 Illustration

Indian scripts and languages (in particular Tamil and Malayalam) are used for illustration wherever needed for the following reasons:

1. the representative nature of the Indian scripts and languages to the
world situation (India has fifteen different languages and ten different scripts recognized by the constitution),

2. a considerable amount of work has to be done to handle Indian scripts,

3. there is a great need and local demand that CCSs be made to handle Indian scripts, and

4. familiarity of the Indian languages to the author.

However, it should be noted that the methodologies and algorithms developed in this thesis are general and could be used for other languages too.

This thesis covers several areas of computer science: pattern recognition, communication, and input/output subsystems. In addition, it includes natural languages and scripts. Each is an independent research area. For example, several dissertations have been submitted just on character recognition alone. A thesis having width may lack depth. However, in this thesis depth is not sacrificed for width of coverage. Each chapter that follows has some new contributions to the knowledge of computer science.

The thinning algorithm of Stefannalli and Rosenfeld [1971] has been extended to eliminate variable line thickness. A new scheme has been proposed to extract features from thinned characters. The recognition methodology and algorithms developed in this thesis will enhance the knowledge of pattern recognition, in particular, the structural approach to character recognition. Also, the thesis
contributes to the knowledge of systematic and scientific approach to the design of ergonomic keyboard based multiscr ipt terminal system for Indian languages. A new knowledge based thinning algorithm has been developed for the determination of character size for the design of output devices. The pattern recognition based character size determination and font design methods simplify the task of developing fonts and reduces the time required for font development. An information content based scheme has been proposed for the evaluation of different character fonts. The unified approach to multilingual data communication scheme developed in this thesis adds to the knowledge of designing communication networks for the multilingual nations of today and the world of tomorrow. The scripts and characteristics of several natural languages have been studied and analyzed for these purposes.

The proposed methodologies and algorithms have been tested by conducting experiments using the scripts of Indian languages. The new results obtained have been reported in this thesis.

**Note:** The usage of the following words should be interpreted only as defined in this thesis. The words *correlation* and *correlation coefficient* are used in this thesis not as in Statistics (mathematics). They are used more in the (American Heritage) dictionary meaning of "correspondence (closeness) between two comparable entities". Similarly the words *Hamming distance*, *self-information* and *entropy* should be interpreted only as defined in this thesis and not as in the general use in mathematics.
or other science and engineering. The definitions of these words, as used in this thesis, are given in the appropriate chapters.
2. MULTILINGUAL CHARACTER READER

2.1 Introduction

More and more organizations, business and non-business, are moving towards automation in networking for interconnectivity and instant access to information using computers to reduce increasing labor cost. The human race is generating more information than ever before not only in one language but in several languages. This has created great demands for faster and less expensive mechanisms to generate, acquire, transmit, store, access and present texts that represent information. The cost of storing and processing texts is declining steadily over the years, however, the cost of manual data entry has been rising and it will continue to rise (Schantz [1982]).

Nowadays fax machines are used for transmitting documents on paper by scanning them on the sending end and transmitting the digitized image. It is reproduced on the receiving end, may be with some loss of quality. However, the digitized image requires several orders of magnitude more storage and transmission time compared to sending the textual document in character codes. This increases the storing, processing and networking cost. Another disadvantage with image transmission of text is that it cannot be used to synthesize voice output, if necessary, from the text. The character readers are an ideal solution to solve this problem.
The origin of character recognition (Anderson [1969]) dated back to 1870 when Varey invented the retina scanner, that is an image transmission system using a mosaic of photocells, and later in 1890 when Nipkow invented the sequential scanner which was a major breakthrough both for modern television and reading machines. However, character recognition first appeared as an aid to the visually handicapped, and the first successful attempts were made by the Russian scientist Tyurin in 1900. The next attempts that have been reported are the Fourier d’Albe’s Optophone of 1912 and Thomas’ tactile "relief" device of 1926. The historical development of some of these machines, covering the period from 1800 to 1980 are presented in Schantz [1982].

Later versions of OCR (Schantz [1982]) appeared in the mid 1940 with the development of the digital computers. For the first time, OCR was realized as a dataprocessing approach, with particular applications to the business world. Machine simulation of human reading has been the subject of intensive research for more than three decades. Several books on OCR (Gonzalez [1978], Fu [1982], Goos and Hartmanis [1988]), as well as special reports on OCR (Schurmann [1982], Schantz [1982]) have been published. Additionally, extensive bibliographies on OCR (Tappert, Suen and Wakahara [1990], Suen [1978], Suen, et al [1980], Mantas [1986]) have been compiled. An extensive survey covering major databases, recognition techniques and their comparative performances can be found in Suen, et al [1986].
Reasonable amount of success has been obtained and now commercial character reading machines are available. The basic problem confronting a character recognition device is the following: given a set of prototype characters and an input character from the above set, the task is to assign the input character to one of the prototype characters. This approach, called the classificatory approach, treats a picture as a single atomic entity. Such approaches often fail when the input picture is more complex than alphanumerical characters. Inadequacies, like lack of facility to include structural information, etc., of such models have been studied by scientists (Narasimhan and Reddy [1971], Fu [1982], Suen [1986]). To overcome the inadequacies of classificatory approach, the linguistic (or syntactic) approach has been proposed (Narasimhan [1966], Fu [1982], Wang [1988b]).

In the last two decades linguistic (descriptive) method of picture processing has gained popularity. In the linguistic approach, the input picture is assumed to belong to a class of admissible pictures, the admissibility criteria being specified by a generative grammar. Such a grammar is used to analyze the input picture belonging to the admissible class and to generate a structured description of the input picture.

Narasimhan (Narasimhan [1966]) is the pioneer who suggested and applied the linguistic model for solutions of non-trivial problems in picture processing. His model is restricted to the class of pictures containing thin line-like elements. Many attempts have been made by scientists in this area to develop syntax-directed recognition
procedures for picture processing languages, analogous to the syntax-directed compilers for programming languages. Narasimhan has given a syntax directed interpretation for a specific class of pictures.

Narasimhan and Reddy [1971] have described syntax-aided techniques for picture processing as applied to the recognition of handprinted English letters. In the syntax-directed techniques the grammatical rules are exclusively used to parse the input picture as in the case of syntax-directed compilers of programming languages. But in the syntax-aided technique, the syntactic information is used as an aid along with other contextual information while analyzing the picture. They have argued that only syntax-aided systems can cope with the real life situations. Kanal and Chandrasekaran [1972], and Fu [1983] have critically examined the various aspects and claims of grammatical approaches. Regarding the suitability of the different approaches to pattern recognition problems, they are of the opinion that a good pattern recognition system has as an integral part, a versatile tool kit and uses statistical, linguistic and heuristic tools in various stages of processing of the patterns, with each tool being applied at the stage for which it seems most suited.

Considerable amount of research and development have been carried out in the recognition of English and numerals (Le Cun, et al [1990], Suen, Nadal, Mai, Legault and Lam [1990], Krzyzak, Dai and Suen [1990], Nadal, Legault and Suen [1990], Bozinovic and Srihari [1989], Stringa [1989], Lam and Suen [1988], Hu [1982],
Ahmed [1986], Huang [1986], Shridhar [1986], Mantas [1986]). Syntactic and statistical approaches have been used in the recognition of Chinese characters (Suen [1982], Wang and Suen [1984], Nagy [1988], Xia and Sun [1990]). The extent of work done in the recognition of Chinese characters can be found in the proceedings of the International Conferences on Chinese and Oriental Language Computing from 1982 to 1990 and in the survey by Nagy [1988]. Several researchers (Akamatsu [1983], Arakawa [1983], Hagita [1983], Izaki [1983], Suen [1983], Kurakake [1988], Yamada [1988] have developed methods to recognize Kanji characters both on-line and off-line. A detailed review of the state of the art of on-line handwriting recognition can be found in the paper by Tappert, Suen and Wakahara [1990].


Very little work has been done on the recognition of Indian language characters which are more complex in structure and larger in number compared to any of the European languages, e.g. Telugu (Rajasekaran [1977]), Devanagari (Sinha [1973, 1984], Sethi and Chatterjee [1977], Bansal and Metha [1988]), Bengali (Som and Nath [1977]) and Tamil (Gift Siromoney, et al [1978]).
The recognition problem may be divided into a number of subproblems. Rajasekaran and Deekshatulu [1977] have proposed a two stage recognition system for Telugu. In the first stage a given character is split into primitives and basic letters using a directed curve tracing method; based on the result of first stage, classification is achieved by means of a decision tree in the second stage. Sethi and Chatterjee [1977] have adopted a multistage decision process where each stage of the decision narrows down the choice regarding the class membership of the input token which is constrained handprinted Devanagari alphabet (vowels and consonants only). The recognition scheme uses loop and line-like primitives. Giri Siromoney and Chandrasekaran [1978] have chosen the less stylized Barathi Antique font type printed Tamil alphabets for recognition study. A given character is hand coded into a 0-1 binary matrix and fed to the recognizer. It is further coded into a small string depending on the frequency runs of "1's" in both columns as well as rows. This string is compared with the stored string patterns for recognition.

Most of the work done in the character recognition area were confined to unilingual characters. Not much effort has been spent in developing multilingual OCR systems. The work reported here is an attempt to develop a multilingual character recognition system using the linguistic approach. It is expected that the following study of the linguistic approach as applied to the recognition of handprinted Tamil and Malayalam characters would contribute to the larger field of multilingual picture processing.
2.2 Representation of Multilingual Texts

For a multilingual OCR system to work properly, it is necessary that the system knows how multilingual texts are presented to it. The language to which a text belongs could be specified either explicitly or implicitly as explained below.

2.2.1 Implicit Specification

One way to represent multilingual texts is to freely use the text of appropriate languages as needed in a multilingual document as shown in Figure 2.1. In this case, the character set for the OCR is the union of the characters of the languages supported by the system. The cardinality of such a set could be very large, particularly, when several languages are supported. In addition, it has the disadvantage of not being able to uniquely determine the language to which a particular text belongs because there are languages that use the same characters. Without the knowledge of the language it is not possible to use the text for voice synthesis. Absence of language code will make a multilingual OCR more complex and less modular; it will also take more time to recognize a character.

Human readers identify the language by apriori knowledge, for example, knowing a dictionary as English-French. Similarly, an OCR system could be instructed about the text to be recognized which will limit the knowledgebases to be searched.
GLOSSARY OF IMPORTANT WORDS

| നല്ലിനെ | — Not artificial. |
| കരയാരെ | — A numerical figure |
| പുതേണ | — The opposite side of a river or sea. |
| എൻപില്ലിൽ | — At that time. |
| നിശ്ചലം | — Iniquity, confusion, impropriety. |
| കൊട്ടണി | — A wicked person. |
| മുൻസിം | — Fire. |
| മുന്നോട്ടു | — Body, a limb, a member. |
| അനുബന്ധം | — To accept, to receive, to approve. |
| നാഥൻ | — There, yonder, far off, you (honorific term) |
| ബാസാരും | — Bazaar, market. |

Figure 2.1 Implicit representation of language.
In addition, the following algorithm could be applied:

**Algorithm 2.1: Identification of Implicit Script Code**

**Step 1:** Process a character and identify to which script the character belongs, say it belongs to script \( \alpha \). (This may involve searching several knowledgebases.) Set this script as the current script for further recognition.

**Step 2:** To recognize the subsequent characters search the knowledgebase of script \( \alpha \) first. If the system fails to recognize the character, then go back to Step 1.

This algorithm will work with the possibility of increased error rate and computation time.

### 2.2.2 Explicit Language Specification

The disadvantages of implicit specification can be avoided by explicitly specifying the language code as part of the text as

\[ <lid> \quad <text> \]

where \( <lid> \) is the language identifier of \( <text> \). In this scheme, the language identifier precedes the text belonging to a particular language. The \( lid \) consists of two parts:
$<$lc$>$ $<$n$>$

where $<$lc$>$ is the language code that indicates the occurrence of the change of language and $n$ is the language number. Each language is assigned a unique integer number of, say 2 digits. For example, 00 for English, 01 for Tamil, 02 for Malayalam, 03 for French and so on.

To specify the language code in the written form, it is necessary to invent a unique symbol that does not appear as a character in the languages supported by the system. After carefully studying several world languages the symbol $\text{LC}$ has been designed to designate the language code. Let us call it language selection symbol. The language number follows the language selection symbol. A sample English-Malayalam multilingual text with language code is shown in Figure 2.2.

This scheme will work effectively even if multilingual texts having the same script are specified. The disadvantages are: (1) the existing multilingual texts do not have the explicit language code specified, (2) people have to learn to read with the new convention which should be comparatively easy, and (3) publishers have to accept this scheme.

In this scheme, the recognizer will only search the part of the knowledgebase corresponding to the current language code and not the entire knowledgebase, thus
GLOSSARY OF IMPORTANT WORDS

— Not artificial.
— A numeric al figure
— The opposite side of a river or sea.
— At that time.
— Iniquity, confusion, impropriety.
— A wicked person.
— Fire.
— Body, a limb, a member.
— To accept, to receive, to approve.
— There, yonder, far off, you (honorific term)
— Bazaar, market.

Figure 2.2 Explicit representation of language code.
reducing recognition time. If the current character does not belong to the current language and is not the language selection symbol, the recognizer will reject it. (Misrecognition or rejection of language code will result in increased error rate at which point the system could be programmed to notify the operator for human intervention.)

Due to the generality of the explicit language specification, this scheme has been used in this thesis. (It is not difficult to make an OCR system to work with both explicit and implicit methods of specifying the language code.) The texts of Tamil and Malayalam are used for testing and illustration purposes.

2.3 OCR System Components

The block diagram of the multilingual OCR system is shown in Figure 2.3. The OCR system consists of

1. digitizer
2. pre-processor
3. feature extractor
4. two stage (symbol and character) classifier

The digitizer which is an optical scanner scans and digitizes the input characters into a multilevel gray scale images. The digitized image has 16 gray levels.
Figure 2.3 Block diagram of a multilingual OCR.
Both printed and handprinted Tamil and Malayalam characters have been used for digitization. The texts are written/printed on a paper.

In the preprocessing stage, the gray level image is binarized, and some noise such as isolated pixels and single pixel gap are eliminated. It is assumed that the characters and some symbols appear separately without touching as defined in the language. The feature extractor expects the image to be in a line-like form and not thick. Hence, the binary image is thinned by the preprocessor before feeding it to the feature extractor. The preprocessor is explained in detail in the following section.

The set of features, their extraction and the representation of the characters in the knowledgebase are explained in the subsequent chapters.

2.4 Preprocessing

Preprocessing consists of binarization, noise elimination and thinning. They are explained below.

2.4.1 Binarization

The multi-gray level image from the scanner is binarised into a two level (background and object) bit matrix. The background region is represented by 0 and
the object (character) region by 1. In binarization techniques a threshold \( \lambda \) is selected; then, all gray levels greater than the threshold \( \lambda \) are assigned to character region and others to the background region. The threshold could be selected based on the gray levels of the pixels in the image (Pal, et al [1983], White and Rohrer [1983], Pal and King [1981]). It is called global technique. It could be based on the gray level of the pixel \( p_{ij} \) and the gray levels of a window of certain size around \( p_{ij} \) (Rosenfeld and Smith [1981], Ahmed [1986]). This method is called local technique. It could also be based on the location \((i,j)\) of \( p \), the window, and the gray level of \( p \) (White and Rohrer [1983]). This method is called dynamic method. A survey on thresholding techniques could be found in (Weszka [1978]).

In this thesis, the global technique has been used with a threshold value of 8. The pixels having a threshold value less than 8 are assigned 0 and the rest 1.

### 2.4.2 Elimination of Noise

The binarized output obtained by the above method is likely to contain noise. Simple noise cleaning operations such as filling single pixel gaps and removing isolated pixels are performed using Algorithm 2.2 and Algorithm 2.3 respectively. The following notation and definitions are used in explaining the algorithms.

**Notation**
A pixel $p_{ij}$ has eight neighbors as shown in Figure 2.4a. For simplicity, they are represented by their relative coordinates with respect to the pixel $p_{ij}$ as shown in Figure 2.4b. For example, the pixel, $p_{i,j+1}$ is represented as $(i, j+1)$ and the pixel, $p_{ij}$ is represented as $(ij)$.

**Definition 2.1: Isolated Pixel**

A pixel $p_{ij}$ is said to be isolated if $(i-1, j-1) = (i-1, j) = (i-1, j+1) = (i, j-1) = (i, j+1) = (i+1, j-1) = (i+1, j) = (i+1, j+1) = 0$ and $(ij) = 1$.

**Definition 2.2: Single Pixel Gap**

A pixel $p_{ij}$ is said to be single pixel gap if $(i-1, j-1) = (i-1, j) = (i-1, j+1) = (i, j-1) = (i, j+1) = (i+1, j-1) = (i+1, j) = (i+1, j+1) = 1$ and $(ij) = 0$.

**Algorithm 2.2: Single Pixel Gap Filling**

```
procedure single_pixel_gap_filling;

    declare P : input binary image;

begin

    ∀ p_{ij} ∈ P

        if $p_{ij}$ is single_pixel_gap then

            $p_{ij} = 1$;

        end; /* single pixel gap filling */
```
Figure 2.4 Neighbors of a pixel $p_{ij}$ and their representation.
Algorithm 2.3: Elimination of Isolated Pixels

procedure eliminating_isolated_pixel;
    declare F : input binary image;
begin
    \forall p_i \in P
    if p_i is isolated_pixel then
        p_i = 0;
end; /* eliminating_isolated_pixel */

Binary character images with and without the above types of noise are shown in Figures 2.5 and 2.6 respectively.

2.4.3 Thinning

The image of the input symbol will have unspecified line thickness as in Figure 2.7. Features can be extracted by processing all the pixels in the images with varying line thickness (Ahmed [1986]). Features can also be extracted from images having constant line thickness. Both the methods have pros and cons. The later method needs the input image to be thinned to extract the features. However, it is easier and takes less time to extract features than the former method since the number of pixels to be processed by the feature extractor is reduced. The later method is used in this thesis. It has been used by several others (Suzuki and Mori [1990], Lam and Suen [1989], Cheng and Hsu [1987], Zhang and Wang [1988], Wang and Zhang [1989], Xia [1988], Zhang and Suen [1984]) as well.
Figure 2.5 Image with single gap and isolated pixel noises.
Figure 2.6 Image without single gap and isolated pixel noises.
Figure 2.7 A sample input pattern to thinning algorithm.
A parallel thinning algorithm has been developed to thin the characters. It is an extension of the thinning algorithm by Stefanalli and Rosenfeld [1971]. Application of Stefanalli and Rosenfeld's algorithm, sometimes, gives thinned characters with a line thickness of 2. For example, the result of application of Stefanalli and Rosenfeld's thinning algorithm to the pattern in Figure 2.7 is shown in Figure 2.8. The extended algorithm described below always gives line thickness of 1. The following notation and definitions are used in explaining the thinning algorithm and the feature extractor.

**Notation**

Very often pictorial conditions in the form of a 3x3 cellular array are required. The pictorial conditions can be explained best with an example. Consider the pictorial condition given in Figure 2.9. The condition states that the pixel $(i,j)$ should be “1”, the neighbors $(i-1,j-1)$, $(i+1,j-1)$ and $(i+1,j+1)$ should be “1”, and the neighbor $(i, j-1)$ should be zero. The pixels in an image satisfying the pictorial condition can be found by applying the boolean function, corresponding to the pictorial condition on the image. The boolean function corresponding to a pictorial condition can be obtained by using the operators '.' ', '+' and '−' representing AND, OR, and NOT respectively. The condition in the example can be expressed in terms of the boolean expression as $(i,j).(i-1,j-1).(i+1,j-1).(i+1,j+1).−(i,j−1)$. The and operator '.' can be omitted when there is no confusion. For example, the previous condition can be specified as $(i,j)(i-1,j-1)(i+1,j-1)(i+1,j+1)−(i,j−1)$. 
Figure 2.8 Output from Stefanalli and Rosenfeld's algorithm.
Figure 2.9 3x3 pictorial condition.
Definition 2.3: Contour Pixel

A pixel \( p_{ij} \) satisfying any of the following conditions is called a contour pixel.

- C1: \( (i,j) \sim (i+1,j) \)
- C2: \( (i,j) \sim (i,j+1) \)
- C3: \( (i,j) \sim (i-1,j) \)
- C4: \( (i,j) \sim (i,j-1) \)

Definition 2.4: Medial Line Pixel

A pixel \( p_{ij} \) satisfying any of the following conditions is called a medial line pixel.

- M1: \( (i,j) \sim (i,j-1) \sim (i+1,j) \sim (i-1,j) \sim (i,j+1) \)
- M2: \( -(i-1,j-1) \sim (i,j) \sim (i+1,j+1) \sim (i-1,j) \sim (i,j+1) \)
- M3: \( (i,j) \sim (i-1,j) \sim (i+1,j) \sim (i,j+1) \sim (i+1,j) \)
- M4: \( (i,j) \sim (i+1,j+1) \sim (i-1,j-1) \sim (i-1,j+1) \sim (i+1,j+1) \)
- M5: \( (i,j) \sim (i+1,j) \sim (i+1,j-1) \sim (i,j+1) \sim (i-1,j+1) \)
- M6: \( (i,j) \sim (i+1,j) \sim (i-1,j+1) \sim (i,j-1) \sim (i+1,j) \)
- M7: \( (i-1,j) \sim (i+1,j+1) \sim (i,j-1) \sim (i,j+1) \sim (i+1,j) \)
- M8: \( (i,j) \sim (i+1,j-1) \sim (i-1,j) \sim (i,j+1) \sim (i+1,j) \)
- M9: \( (i,j) \sim (i+1,j) \sim (i,j-1) \sim (i+1,j) \)
- M10: \( (i,j) \sim (i+1,j) \sim (i,j+1) \)
- M11: \( (i,j) \sim (i-1,j) \sim (i,j+1) \)
- M12: \( (i-1,j) \sim (i,j) \sim (i,j-1) \)
Definition 2.5: Redundant Pixel

A pixel $p_{ij}$ is said to be redundant if any of the following conditions are satisfied.

- **R1:** $(i,j)(i+1,j)(i,j+1) \setminus (i-1,j-1)$
- **R2:** $(i,j)(i,j-1)(i-1,j) \setminus (i+1,j+1)$
- **R3:** $(i,j)(i-1,j)(i,j+1) \setminus (i+1,j-1)$
- **R4:** $(i,j)(i,j-1)(i+1,j) \setminus (i-1,j+1)$

The extended parallel thinning algorithm is given below.

Algorithm 2.4: Thinning

```plaintext
procedure thinning;
  declare
    P_{m \times n} : input binary image;
    T_{m \times n} : thinned binary image;
    C_{m \times n} : contour points;
  begin
    T = 0;
    do forever
      begin
        for i := 1 to 2
          begin
            T = T + \lambda(P, i);
            if (T = P) then exit;
            C := \alpha(P, i);
            P := P \setminus C + T;
          end;
        end;
        \Psi(T);
      end; /* thinning */
  end

function \alpha(P, i)
  begin
```
if \( l = 1 \) then
    \text{extract contour points satisfying } C1 \text{ and/or } C2;
else /* \( l = 2 \) */
    \text{extract contour points satisfying } C3 \text{ and/or } C4;
return(contour points);
end; /* \( \alpha(P, l) \) */

function \( \lambda(P, l) \)
begin
    if \( l = 1 \) then
        \text{extract medial line points satisfying } M1-M10;
    else
        \text{extract medial line points satisfying } M1-M8, M11-M12;
    return(medial line points);
end; /* \( \lambda(P, l) \) */

function \( \Psi(T) \)
begin
    \text{set redundant points in } T \text{ satisfying } R1-R4 \text{ to } 0;
end; /* \( \Psi(T) \) */

The skeleton of the input image is formed by iteratively removing the contour pixels, except the medial line pixels, from the input image. To avoid nonconnected or empty medial lines for a connected image, each iteration is divided into two subiterations (Stefanalli and Rosenfeld [1971]). In subiteration 1, contour points satisfying conditions \( C1 \) and/or \( C2 \) are removed. In the next subiteration, contour points satisfying conditions \( C3 \) and/or \( C4 \) are removed. The medial points detected at each subiteration are accumulated. In order to avoid the elimination of contour points which are also final points, all the contour points are first deleted from \( P \) and then the final points are added. The functions \( \lambda(P, l) \) and \( \alpha(P, l) \) compute the contour points and the medial points respectively for subiteration \( i \).
The line thickness of the image is reduced to unity at all points, by removing the redundant pixels defined in R1 thru R4. The function $\Psi (T)$ removes the redundant pixels from $T$. $i$ takes the value 1 and 2. Figure 2.10 is the output of Algorithm 2.4 for the input pattern shown in Figure 2.7.

The features, extraction and their representation are described in the next chapter.
Figure 2.10  Output from thinning algorithm.
3. FEATURES
DEFINITION, EXTRACTION AND REPRESENTATION

3.1 Introduction

Any pattern which can be recognized possesses a number of discriminatory properties or features. The number of features needed to successfully perform a given recognition task depends on the discriminatory qualities of the chosen features. Feature selection and extraction plays a central role in pattern recognition. One of the important steps in any recognition process is to consider the problem of what discriminatory features to select and how to extract them. During the past several decades considerable research has been done to define and extract the good quality features (Stringa [1990], Ott [1974], Suen [1982a], Zhan [1988]). However, the problem of feature selection is usually complicated by the fact that the most important features are not necessarily easily measurable, or, in many cases, their measurement is inhibited by economic considerations. In fact, the selection of an appropriate set of features which takes into account the difficulties present in the extraction or selection process, and at the same time result in acceptable performance (in terms of speed and reliability), is one of the most difficult tasks in the design of pattern recognition systems (Tou and Gonzalez [1974]). Also, one should keep in mind that recognition techniques vary widely according to the features chosen, the way these
features are extracted, and the classification scheme used (Suen et al [1980]).

The features used in solving character recognition problems can be divided into two categories: (1) mathematical (statistical) features, and (2) structural features. Commonly used mathematical features are: transformation and series expansions (Wakahara [1988], Yoshimura [1988], Takahashi [1988], Kushnir [1985], Lai and Suen [1981], Ott [1974]), correlation coefficients based on the pixels in the pattern (Tsukumo and Tanaka [1988], Minneman [1966], McLaughlin and Raviv [1968]), density of pixels in overlapping and nonoverlapping regions in an image (Linquan [1988], Yamada et al [1988], Akamatsu and Kawatani [1983]), moments of character pixels about a chosen point (Tucker and Evans [1974]), crossings such as transitions from background to foreground and vice versa (Holt [1974]), distances of elements or line segments from a given boundary (Fu [1982]), multidirectional loci (Suen [1982a]), and n-tuples (occurrence of zero (background) and one (foreground) pixels) (Leveridge and Leedham [1988]).

Structural features describe the geometrical and topological shapes of a pattern. Commonly used structural features are strokes and bays (cavities) in various directions (Chang et al [1988], Cheng and Hsu [1986], Ding, Wu and Zhu [1988], Hsu and Cheng [1985], Hung [1987], Jian-long and Wenhao [1988], Zhang, He and Ge [1988], Ahmed [1986], Suen and Shillman [1977]), end points, intersection of line segments, loops (Ali and Pavlidis [1977]).
The structural features have high tolerance to distortion and style variations and tolerate a certain degree of translation and rotation whereas mathematical features are highly sensitive to style variations, translation and rotations. On the other hand, it is easy to design and implement machines to extract the mathematical features are easy compared to extraction of structural features. A comparative study and an evaluation of the relative merits of various features based on the sensitivity to deformation of patterns and practical implementation can be found in Suen et al [1990].

3.2 Structural Description of Characters Using DAG

3.2.1 Primitives

Characters and symbols are composed of line-like elements called primitives. The following primitives are used to describe them:

1. Vertical line
2. Horizontal line
3. Left diagonal
4. Right diagonal
5. Left curve
6. Cap
7. Right curve
8. Cup
The pictorial representations of these primitives are given in Figure 3.1. The numbers shown along with the primitives in Figure 3.1 will be used to represent those primitives.

Each primitive, \( p \) has a set of attributes, \( A \).

\[
A(p) = \{a_1, a_2, \ldots, a_n\}
\]

Several attributes such as type, size, location, etc., could be defined for a primitive. The minimum required attribute for a primitive is its type; others can be left as optional to the specific implementation.

An analysis of the characters of the Latin, the Cyrillic and the Indian languages revealed that they have some common geometric characteristics. The characters of these languages can be divided into 3-tiers as shown in Figure 3.2. The size of tier-2 is almost double the size of tier-1 and tier-3; tier-1 and tier-3 are of approximately the same size. This fact can be used to divide the input image into three zones with the size ratio of 1:2:1 instead of three equal sizes. The location attribute can be defined based on these divisions.

### 3.2.2 Structural Description

The structure of a character/symbol (primitives present in it and the relations satisfied by them) can be described by a directed attribute graph (DAG). The nodes of DAG correspond to the junctions of the character. By junction we mean either the
1. Vertical
2. Horizontal
3. Left diagonal
4. Right diagonal
5. Left curve
6. Cap

7. Right curve
8. Cup

Figure 3.1 Primitives.
Figure 3.2 Common geometric characteristics of major scripts.
end point of a primitive or a point where two or more primitives meet. The edges and
direction of the DAG are the primitives and the direction associated with the primitives
respectively. The attribute set $A(p)$ of the primitive $p$ is assigned as the label of the
edge representing the primitive $p$ in the DAG. Graphical representation of pictures
consisting line-like elements has been used by Narasimhan [1964] in the analysis of
bubble chamber photographs and by Hildich [1968] in the analysis of chromosomes.

3.2.3 Representation of Directed Attribute Graph

The DAG of a character can be represented by a connectivity matrix (c-matrix). The $c$-matrix of a DAG is a square matrix of size $nxn$, where $n$ is the number of nodes in the DAG. Let, $c_{ij}$ represent the element in the $i^{th}$ row and $j^{th}$ column of a c-matrix. Then, $c_{ij}$ is non-zero if and only if the nodes $i$ and $j$ of the DAG are connected by an edge. When non-zero, $c_{ij}$ represents the label (attribute) of the edge (corresponding to the primitives joining the junctions represented by nodes $i$ and $j$). $c_{ij}$ is positive $\alpha(p)$ if the direction of the edge is from $i$ to $j$, otherwise it is negative $\alpha(p)$. The DAG of the Malayalam letter $\underline{\text{n}}\overline{\text{O}}\text{J}$ (GHA) and its c-matrix are given in Figures 3.3, and 3.4 respectively.

3.3 Definition and Extraction of Primitives
Figure 3.3 Directed attribute graph (DAG) of $\eta_1(GHA)$. 
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-5</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>-7</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-6</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.4 C-Matrix of $\mathcal{G}(\text{GHA})$
3.3.1 Definition of Primitives

Definition 3.1: Vertical Line

The pixels satisfying any of the following conditions are declared as a vertical line.

1. \(((i-1,j-1)+(i-1,j)+(i-1,j+1))(i,j)(i+1,j)\)
2. \(((i+1,j-1)+(i+1,j)+(i+1,j+1))(i,j)(i-1,j)\)

Definition 3.2: Horizontal Line

The pixels satisfying any of the following conditions are declared as a horizontal line.

1. \(((i-1,j-1)+(i,j-1)+(i+1,j-1))(i,j)(i,j+1)\)
2. \(((i-1,j+1)+(i,j+1)+(i+1,j+1))(i-1,j-1)(i,j)\)

Definition 3.3: Left Diagonal

The pixels satisfying any of the following conditions are declared as a left diagonal.

1. \(((i,j+1)+(i+1,j+1)+(i+1,j+1))(i-1,j-1)(i,j)\)
2. \(((i-1,j-1)+(i-1,j)+(i,j-1))(i,j)(i+1,j+1)\)

Definition 3.4: Right Diagonal

The pixels satisfying any of the following conditions are declared as a right
diagonal.

1. \(((i,j-1) + (i+1,j-1) + (i+1,j)) (i,j)(i-1,j+1)\)
2. \(((i-1,j) + (i-1,j+1) + (i,j+1)) (i,j)(i+1,j-1)\)

**Definition 3.5: Vertical Junction Point**

The pixels satisfying any of the following conditions are declared as a vertical junction point.

1. \(((i-1,j-1) + (i-1,j) + (i-1,j+1)) (i,j) - (i+1,j-1) - (i+1,j) - (i+1,j+1)\)
2. \(((i+1,j-1) + (i+1,j) + (i+1,j+1)) (i,j) - (i-1,j-1) - (i-1,j) - (i-1,j+1)\)

**Definition 3.6: Horizontal Junction Point**

The pixels satisfying any of the following conditions are declared as horizontal junction points.

1. \(((i-1,j-1) + (i,j-1) + (i+1,j-1)) (i,j) - (i-1,j+1) - (i+1,j+1) - (i+1,j)\)
2. \(((i-1,j+1) + (i,j+1) + (i+1,j+1)) (i,j) - (i-1,j-1) - (i,j-1) - (i+1,j)\)

**3.3.2 Extraction**

The extraction of primitives from the input image is very important because the success of the classifier mostly depends on the correctness of the extracted primitives. The various primitives present in the input image are extracted using the above definition. According to this scheme the pixels belonging to the lines making small
angles with any of the principal directions are assigned the primitive corresponding to the principal direction, thus nullifying the effect of small distortions in the input symbol.

The junctions in the input image are determined, tentatively, as the points which are assigned v-primitive or h-primitive and satisfy the conditions given in the definitions 3.5 and 3.6 above. The set of junctions so determined will have many redundancies, but the redundancies will be eliminated at a later stage. The computed junctions are numbered. A preliminary connectivity matrix consisting of only straight lines along the principal directions as primitives, is constructed. The primitives are qualified with attributes short and long, depending upon the length of the line segment compared to a threshold value, computed from the skeleton size of the input image. Between junctions $i$ and $j$ of the image a line segment in a particular direction exists if the junctions are connected by a chain of pixels satisfying the condition given (corresponding to the direction) in the definitions 3.1 to 3.4. The program for constructing the preliminary $c$-matrix of the input symbol is speeded up by testing for only possible line segments between a pair of junctions. For example, it is not necessary to test for a horizontal line between junctions which are almost vertically apart.

The redundancies in the preliminary $c$-matrix constructed by the above procedure should be eliminated. Some of the short line segments should be combined to get curved primitives. The extractions of curved primitives are achieved
by approximating them as combinations of straight line segments in the principal directions as shown in Figure 3.5. When a curved primitive is obtained by combining three line segments, the two intermediate junctions in the curve should be deleted from the set of junctions. Also the junctions within a radius of a threshold value (3 in our case) should be treated as one junction. That is, the columns and rows of the preliminary c-matrix corresponding to these junctions should be merged. With these modifications on the preliminary c-matrix of the input image, the actual c-matrix of the input image is obtained. The c-matrix of the image in Figure 2.10 is given in Figure 3.6.

3.4 Knowledgebase

The knowledgebase contains several databases, one for each language. It also contains the mapping between languages and language codes. Each database contains the c-matrices of the symbols in the language and a decision tree called character recognition tree (CRT). In the first stage of a two stage recognition system, the c-matrices are used to recognize the various symbols in the input image. In the second stage the CRT is used to recognize the characters from the symbols.

One c-matrix for each symbol in the language is stored apriori in the database. This set is enhanced further during the training period. The CRT for each language is built apriori in the database after careful analysis of the structures and symbol of the characters in each language.
Figure 3.5 Curved primitives and their approximations.
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>-2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>-4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-7</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 3.6 C-Matrix of input image in Figure 2.10
The techniques (the two stages of the recognition systems, including CRT) developed for the recognition of symbols and characters are discussed in detail in the next chapter.
4. CHARACTER RECOGNITION

4.1 Introduction

The classification or recognition of an unknown character pattern $P$ is a decision making process that assigns the unknown $P$ to a member of a set $K = \{k_1, k_2, \ldots, k_m\}$ of $m$ known classes or rejects $P$ as a non-member of $K$ via the extraction of significant features or attributes $(\rho_1, \rho_2, \ldots, \rho_n)$ of $P$ from a background of irrelevant detail.

Sometimes, a classifier may mistakenly recognize $P$ as $k_j$ when it really belongs to $k_i$. This error is known as substitution error. Ideally, a classifier should have zero substitution error and zero rejection error as long as the input pattern is a member of $K$. Achieving an ideal classifier is highly impractical due to noise and deformation like unexpected breaks, holes, limbs, etc., in the input pattern.

The development of a good classification method having minimum rejection and substitution errors has been one of the major topics of research in pattern recognition since the inception of this field. Methods from various theoretical and applied fields of science and engineering, such as mathematics, formal languages, graph theory, etc., have been explored and applied for this purpose. Still, a good general classification method applicable to various classes of patterns such as characters of
several scripts or characters of a single script with printed, handwritten and cursive characters, supplied either on-line or off-line, is not available. It shows the complexity of the character recognition problem. The different classification methods cited in the literature are reviewed briefly in the following paragraphs.

4.1.1 Overview of Classification Methodologies

The pattern classification methodologies reported in the literature can be loosely grouped into three different categories: decision-theoretic, syntactic and hybrid categories. The decision-theoretic approach is based on the utilization of decision functions for classifying patterns. In a simple way, this approach could be stated as follows:

Let $m$ be the number of classes. Establish $m$ decision functions $d_1(x), d_2(x), \ldots, d_m(x)$ with the property that if a pattern $x$ belongs to class $\omega_j$, then

$$d_i > d_j, \quad j=1, 2, \ldots, m, \quad j \neq i$$

This relationship specifies a decision rule in which each pattern to be classified is substituted into all decision functions. The pattern is assigned to the class whose decision function yields the largest numerical value. Ties are resolved arbitrarily.

The decision functions may be expressed in a general linear form.
\[ d_k(x) = \sum_{i=1}^{K} w_{ki} \phi_i(x), \quad k = 1, 2, \ldots, m \]

where the \( \{\phi(x)\} \) are real, single-valued functions of the pattern \( x \), and \( \{w_{ki}\} \) are the coefficients of the decision function corresponding the class \( \omega_k \). The usual approach is to specify first the functions \( \{\phi_i(x)\} \). The problem then becomes one of determining the coefficients \( \{w_{ki}\} \) for each class, so that the foregoing decision rule will hold for as many patterns as possible and will satisfy the given criteria. The decision-theoretic approach to pattern recognition deals with algorithms for estimating these parameters using sample patterns in a training process.

There exist numerous adaptive algorithms that can be used for training a pattern recognition system (Sabourin and Plamondon [1990], Tappert [1990], Simon and Baret [1990]). These algorithms can be divided into (1) deterministic and (2) statistical procedures. The deterministic algorithms deal with the estimation of the decision function coefficients directly from the patterns without resorting to statistical considerations, while statistical algorithms are based on the statistical properties of the various pattern populations under consideration. The use of decision-theoretic approach for classification can be found in (Shyu, et al [1988], Wang and Suen [1984], Dattatreya [1980]).

In the decision-theoretic approach, if the pattern recognition system performs
well during training with a well-chosen set of representative patterns, it may be expected to perform satisfactorily when confronted with unknown "field" data during normal operation.

The decision-theoretic approach lacks a suitable formalism for handling pattern structures and their relationships. However, the structure of a pattern carries very useful information that could aid or play an important role in the classification process. The syntactic approach to pattern recognition possesses the structure-handling capability. The terms linguistic, structural and grammatical pattern recognition are also often used in the literature to denote the syntactic approach.

Syntactic pattern recognition is based on concepts from formal language theory, the origins of which may be traced to the middle of 1950s with the development of mathematical models of grammars by Noam Chomsky [1956]. Considerable theoretical as well as applied studies have been reported in the pattern recognition literature (Stringa [1990], Hsieh, et al [1990], Lu and Suen [1990], Morasso [1989], Downton, Kabir and Guiilevic [1988], Ding, Wu and Zhu [1988], Hsu and Cheng [1985], Liu and Tai [1988], Xiu-Guang and Jia-Ruo [1988], Leow [1986], Shridhar and Badreldin [1985], Fu [1982], Zhang [1980], Wang [1985]).

Basic to the syntactic pattern recognition approach is the decomposition of patterns into strings of subpatterns or primitives. Each primitive is interpreted as being
a symbol permissible in some grammar, where a grammar is a set of rules of syntax for the generation of sentences from the given symbols. Strings generated from a pattern class are used to construct the grammar for the class of patterns. Thus, $n$ grammars $(G_1, G_2, \ldots, G_n)$ are constructed for $n$ classes $(C_1, C_2, \ldots, C_n)$ of patterns. The language $L(G_i)$ generated by grammar $G_i$ would consist of sentences representing the pattern class $C_i$ where $1 \leq i \leq n$.

Given a sentence $S(P)$ representing an unknown pattern $P$, the recognition process is one of deciding in which language $P$ represents a valid sentence. Thus, if $S(P) \in L(G_i)$ only, then $P \in C_i$. A unique decision cannot be made if the sentence $S(P)$ belongs to more than one language. In this case, additional features and/or a different approach may be needed to resolve the conflict. If $S(P) \notin L(G_i)$, $1 \leq i \leq n$, then $P$ is rejected, that is, assigned to a rejection class.

Several different types of grammars and parsing techniques are described in the literature (Tsai and Fu [1980], Gonzalez and Thomason [1978]). In general, the various techniques of the syntactic approach could be classified into the deterministic, stochastic and attributed grammar methods. In the deterministic method, an unknown pattern could be successfully parsed by more than one language hindering the decision process. The stochastic grammar method was proposed to help in resolving the uncertainties (Fu [1974]). Still, the stochastic method fails to capture the attributes related to primitives or subpatterns. The attributed grammars provide semantic rules
to incorporate attributes associated with each primitive. This approach allows recognition of patterns of greater variability.

Graphs facilitate representation of pattern primitives, their attributes and connectivity. Hence, some researchers used graph-theoretic techniques for pattern recognition (Dong, Wu and Ding [1988], Ping and Cheung [1988], Tsai and Fu [1980], Faris [1983], Wang [1984]).

Researchers have found that application of either decision-theoretic or syntactic approach alone is not sufficient where there is a high degree of variability, complexity and distortion in the input patterns. Therefore, hybrid systems employing both decision-theoretic and syntactic approaches have been suggested by several researchers (Suen [1990], Downton, Kabir and Guillevic [1988], Ahmed [1986], Fu [1983], Tsai and Fu [1980]; Duerr et al [1980]).

Characters can be recognized either on-line (Berthod and Maroy [1979], Berthod [1982]) or off-line. The classifier developed in this thesis recognizes characters off-line. It is explained in detail in the rest of this chapter.

4.1.2 Multistage Hybrid Classifier

The classifier developed in this thesis is a two-stage recognition system. In the
first stage, the symbols constituting the input pattern are recognized using
graph-theoretic approach. In the second stage, the character is recognized from the
symbols using a decision tree and the properties of the language. Thus, this
approach falls under the hybrid category described earlier.

The two stages are explained in detail in the following sections.

4.2 Stage I: Recognition and Removal of Symbols

Let,

\[ S = \{s_1, s_2, ... s_n\} \]

be the set of symbols constituting the character set of a language \( L_1 \). As stated in the
previous chapter, the c-matrices, that is, DAGs, of the members of \( S \) are stored in the
knowledgebase.

Let,

\[ P = \{p_1, p_2, ... p_m\} \]

be the set of symbols in the unknown input pattern \( P \). Notice that \( P \subset S \).

The first stage of the recognizer has to identify the symbols \( p_1, p_2, ... p_m \) in the
unknown pattern \( P \). The a-priori knowledge stored in the knowledgebase is used for
this purpose.
The symbol recognition problem can be stated as follows:

"Given the DAG($P$), if DAG($s_i$) is isomorphic or subisomorphic to DAG($p$), then the symbol $s_i$ is in $P$, where $s_i \in S$ for $1 \leq i \leq n$.

**Theorem 4.1:** The symbol recognition problem stated above is $\textit{np}$-complete.

**Proof:** The normal method of proving a problem to be $\textit{np}$-complete is by converting the given problem to a known $\textit{np}$-complete problem. Hence, we will prove the theorem by converting the symbol recognition problem to a known $\textit{np}$-complete problem.

DAGs for $P$ and $S$ are graphs. In order to recognize a symbol, the recognizer has to compute whether the graph DAG($s_i$) is isomorphic or subisomorphic to the graph DAG($P$). In other words, this problem is the same as identifying isomorphism or subisomorphism between the two graphs. It has been prove that computing whether a graph $G_1$ is isomorphic or subisomorphic to graph $G_2$ is $\textit{np}$-complete (Garey and Johnson [1979]). Hence, the above symbol recognition problem is an $\textit{np}$-complete problem.
4.2.1 Correlation Coefficient

Obtaining isomorphism between the unknown pattern and the known symbols is not always possible due to noise and variations in the patterns since isomorphism is a 1:1 correspondence between two graphs. Also, as proved earlier, checking for isomorphism is computationally expensive. Therefore, instead of computing isomorphism, a method of computing correlation coefficients between the known symbols in the knowledgebase and the unknown pattern is proposed and explained in the following paragraphs.

The following definitions are used to describe the methodology and the recognition algorithms.

Definition 4.1: Null Graph

The DAG(P) of a pattern P is said to be null, if DAG(P) has no edge or node in it. The c-matrix of a null graph will have no or zero entries. It is denoted as $\varnothing_p$.

Definition 4.2: Null Pattern

A pattern P is said to be null or has only a background, if DAG(P) is $\varnothing_p$.

Definition 4.3: Null Pattern Function

Given P, the function $\phi$ determines whether P is a null pattern or not. It is defined as follows:
\[ \phi(P) = \begin{cases} 1, & \text{if } \text{DAG}(P) \text{ is } \sigma, \\ 0, & \text{otherwise} \end{cases} \]

**Definition 4.4: Neighborhood Rule**

If junction \( \psi \) of pattern \( P \) corresponds to junction \( \sigma \) of pattern \( Q \), then the junction connected to \( \psi \) by a primitive \( \rho \) in \( P \) corresponds to the junction connected to \( \sigma \) by the same primitive \( \rho \) in \( Q \).

**Definition 4.5: Primitive Correspondence Rule**

If junctions \( \psi_i \) and \( \psi_j \) of pattern \( P \) correspond to the junctions \( \sigma_i \) and \( \sigma_j \) of pattern \( Q \) respectively and the primitive connecting the junctions \( \psi_i \) and \( \psi_j \) is same as the primitive connecting junctions \( \sigma_i \) and \( \sigma_j \) in \( P \) corresponds to the primitive connecting junction \( \sigma_i \) and \( \sigma_j \) in \( Q \).

**Definition 4.6: Correlation Coefficients**

Let, \( \{\rho_1, \rho_2, ..., \rho_n\} \) be the set of \( n \) primitives in the unknown pattern \( P \), \( \{q_1, q_2, ..., q_m\} \) be the set of \( m \) primitives in the known pattern \( Q \) and \( \{\rho_1, \rho_2, ..., \rho_k\} \) be the set of \( k \) primitives in \( P \) for which correspondences were found with primitives in \( Q \).

We define the following two types of correlation coefficients:

**P-Correlation**: The P-correlation coefficient, denoted as \( \alpha_p(P,Q) \), indicates the extent of correlation with respect to the unknown pattern \( P \). It is defined as:
\[ \alpha_P(P, Q) = \frac{k}{n} \]

**Q-Correlation:** The Q-correlation coefficient, denoted as \( \alpha_Q(P, Q) \), indicates the extent of correlation with respect to the known pattern \( Q \). It is defined as:

\[ \alpha_Q(P, Q) = \frac{k}{m} \]

\( \alpha \) is also called the correlation coefficient function.

**Definition 4.7: Junction Complexity**

The complexity of a junction \( \beta \) is said to be \( \kappa \), if \( \kappa \) primitives meet at \( \beta \). The junction \( \beta \) is a \( \kappa \)-complexity junction.

**Definition 4.8: Same Complexity**

Two junctions \( \beta_i \) and \( \beta_j \) are said to have the same complexity, if both are \( \kappa \)-complexity junctions, that is, the complexity of \( \beta_i \) is equal to the complexity of \( \beta_j \).

**Definition 4.9: p-neighbor**

The \( p \)-neighbor of a set of junctions \( X \) is defined as a set \( Y \) of junctions such that the junctions of \( X \) are connected to junctions of \( Y \) by primitive \( p \).
In order to compute the correlation coefficients, the c-matrix corresponding to the DAG($P$) of the unknown input pattern $P$ is compared with the c-matrices corresponding to the DAGs of the member of $S$ in the knowledgebase one by one and correlation coefficients are computed. From the set of correlation coefficients, the maximum correlation value is computed to select the symbol which has the maximum correlation coefficient with the input symbol.

4.2.2 Computation of correlation coefficient

Let us consider an example to illustrate the method of computing correlation coefficient between two patterns. Let the unknown character $P$ be (Cl) and the known symbol $s_i$ be (CA). They are shown in Figure 4.1 with junctions numbered starting from 1. The correlation coefficient has to be computed between $P$ and $s_i$. To compute the correlation coefficient between $P$ and $s_i$, correspondence between the junctions of $P$ and $s_i$ must be established based on the structural similarity between $P$ and $s_i$. Suppose at some stage we conjecture that a junction $p(8)$ of pattern $P$ corresponds to a junction $s_i(6)$ of symbol $s_i$; the correspondence is denoted as $8 \leftrightarrow 6$. Then, by assuming that $P$ and $s_i$ do not have any disconnected components, we can extend the correspondence to other junctions of $P$ and $s_i$ by applying the neighborhood rule.

In the example, with the correspondence $8 \leftrightarrow 6$ and by applying the
(a) Unknown Pattern (Cl).

(b) Known symbol (CA).

Figure 4.1: Unknown pattern $\mathcal{A}$ (Cl) and known symbol $\mathcal{E}$ (CA).
neighborhood rule we can find correspondence between junctions 9<->7, 7<->5, 4<->2, 11<->9 of $P$ and $s_i$. By repeatedly applying the correspondence and neighborhood rule, we can establish further correspondence to junctions 6<->4, 3<->1, 5<->3, and 10<->8.

Note, the junctions 1, 2 and 12 of $P$ do not correspond to any junction of $s_i$.

From the correspondences between various junctions of $P$ and $s_i$ we can compute the correspondences between the primitives of $P$ and $s_i$ by applying the primitive correspondence rule. In the example, the unknown pattern $P$ has 13 primitives. The known symbol $s_i$ has 10 primitives out of which correspondences could be found for all 10 primitives with $P$. Therefore, the $P$-correlation coefficient is 10/13 and the $Q$-correlation coefficient is 10/10. The $Q$-correlation indicates that the known symbol completely (100%) matched or present in the unknown pattern $P$.

In the above method of computing the correlation coefficient we assumed a junction correspondence to start with. If the starting correspondence is wrong then the correlation coefficient computed will not be correct. So the following heuristic techniques can be used to get the initial correspondence between a junction of $P$ and a junction of $s_i$.

Algorithm 4.1: Computation of Initial Correspondence
Partition the set of junctions of pattern $P$ and the symbol $s_i$ according to the equivalence relation "same complexity". The partitions on the junctions of $P$ and $s_i$ of Figure 4.1 are given in Table 4.1.

If the symbol $s_i$ is to be derived from pattern $P$, a junction of $s_i$ of $x$-complexity will correspond to a junction of $P$ of the same complexity, except the junction at which the additions or deletions are made.

For example, consider the 4-complexity junctions of symbol $s_i$ and the pattern $P$ of Figure 4.1. $P$ has got 2 junctions \{4,8\} of complexity 4 and the symbol $s_i$ has got 1 junction \{6\} of complexity 4. So there are two possible initial correspondences: (1) 4 -- 6 and (2) 8 -- 6. Suppose we choose the first correspondence 4 -- 6 and extend it by the neighborhood rule, we get the correspondence between the junctions as 1 -- 2, 5 -- 9, 3 -- 5, 8 -- 9 etc. All these correspondences are between junctions of different complexity and so this cannot be a good choice. If we choose the second correspondence 8 -- 6 the junction correspondences can be found as 9 -- 7, 7 -- 5, 4 -- 2, 11 -- 9, etc. This time all the junction correspondences except 4 -- 2 are between junctions of same complexity and so this is a better choice than the first one.

**Algorithm 4.2: Computation of Initial Correspondence**

An alternative method has been developed by which a set of initial junction
Table 4.1 Partitions of $P(\mathcal{E})$ and $s_i(\mathcal{E})$

<table>
<thead>
<tr>
<th>Junction Complexity</th>
<th>Partitions on junctions of $P$</th>
<th>Partitions on junctions of $s_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(5,9,12)$</td>
<td>$(3,7)$</td>
</tr>
<tr>
<td>2</td>
<td>$(1,2,3,6,10,11)$</td>
<td>$(1,4,8,9)$</td>
</tr>
<tr>
<td>3</td>
<td>$(7)$</td>
<td>$(2,5)$</td>
</tr>
<tr>
<td>4</td>
<td>$(4,8)$</td>
<td>$(6)$</td>
</tr>
</tbody>
</table>
correspondences between two patterns $P$ and $Q$ can be found. The method is explained below.

Partition the set of junctions of $P$ and $s_i$ as in Algorithm 4.1. Form the subset pairs $(P_j, s_{ij})$, where $P_j$ and $s_{ij}$ are the $j$-complexity partitions of $P$ and $s_i$ respectively, for all possible $j$. From these initial subset pairs generate additional subset pairs by computing the $p$-neighbors of the subsets in each pair, for all $p$.

Then, intersect the generated subset pairs with the initial subset pairs. If the result of intersection is a pair of singleton subsets, a correspondence between the junctions (singleton elements of the pair) is assumed.

The result of the application of the above algorithm for the pattern $P$ and the symbol $s_i$ in Figure 4.1 is shown in Table 4.2. Intersection of the subset pairs in line 3 and line 12 gives one junction correspondence as $7 \leftrightarrow 5$. Similarly the intersection of the subset pairs in line 2 and line 9 gives a correspondence $3 \leftrightarrow 1$. Other correspondences between junctions can be found in a similar manner as follows: $6 \leftrightarrow 4$, and $8 \leftrightarrow 6$.

The second method was used in the implementation. The reason for that is, even if the pattern has disconnected components, the method will succeed. For example in the case of Tamil consonants such as க், கல், etc.
Table 4.2 Partitions of $P(\emptyset)$ and $s_1(\emptyset)$

<table>
<thead>
<tr>
<th>Line No.</th>
<th>Symbol $P$</th>
<th>Symbol $s_1$</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(5,9,12)</td>
<td>(3,7)</td>
<td>1-complexity</td>
</tr>
<tr>
<td>2</td>
<td>(1,2,3,6,10,11)</td>
<td>(1,4,8,9)</td>
<td>2-complexity</td>
</tr>
<tr>
<td>3</td>
<td>(7)</td>
<td>(2,5)</td>
<td>3-complexity</td>
</tr>
<tr>
<td>4</td>
<td>(4,8)</td>
<td>(6)</td>
<td>4-complexity</td>
</tr>
<tr>
<td>5</td>
<td>(4,8)</td>
<td>(2,6)</td>
<td>2-neighbors of subsets of line 1</td>
</tr>
<tr>
<td>6</td>
<td>(4,7,8,12)</td>
<td>(5,6)</td>
<td>1-neighbor of subsets of line 2</td>
</tr>
<tr>
<td>7</td>
<td>(4,7,10,11)</td>
<td>(2,5,8,9)</td>
<td>2-neighbors of subsets of line 2</td>
</tr>
<tr>
<td>8</td>
<td>(6,10)</td>
<td>(4,8)</td>
<td>5-neighbors of subsets of line 2</td>
</tr>
<tr>
<td>9</td>
<td>(3)</td>
<td>(1,6)</td>
<td>1-neighbor of subsets of line 3</td>
</tr>
<tr>
<td>10</td>
<td>(6,8)</td>
<td>(1,3,4,6)</td>
<td>2-neighbors of subsets of line 3</td>
</tr>
<tr>
<td>11</td>
<td>(1,4,8,11)</td>
<td>(2,9)</td>
<td>1-neighbor of subsets of line 4</td>
</tr>
<tr>
<td>12</td>
<td>(3,5,7,9)</td>
<td>(5,7)</td>
<td>2-neighbors of subsets of line 4</td>
</tr>
</tbody>
</table>
4.2.3 Symbol Recognition

Algorithms 4.1 and 4.2 explain the method of computing the initial correlation between the unknown pattern and a known symbol in the knowledgebase. In order to decide which symbol is in \( P \), it is necessary to compute the set of correlation coefficients between \( P \) and each member of the symbol set \( S \). Then, maximize the set of correlation coefficients to select the symbol which has the maximum correlation coefficient with the unknown input symbol \( P \). The symbol recognition algorithm is given below:

**Algorithm 4.3: Symbol Recognition Algorithm**

```plaintext
procedure recognize_symbols;
declare
  P : unknown pattern;
  S : set of known symbols in the knowledgebase;
  K : set of DAGs for S;
  \( \xi \) : set of recognized symbols;
  \( \omega \) : array of \( P \)-correlation coefficients;
  \( \psi \) : array of \( Q \)-correlation coefficients;

begin
  compute \( \xi = \{ \phi \} \);
  read DAG(P);
  do
    begin
      for \( l := 1 \) to \( |K| \) begin
        begin
          compute \( k = K[l] \);
          compute symbol \( s \in S \) for \( k \);
          compute \( \omega [l] = a_P(P, s) \);
          compute \( \psi [l] = a_Q(P, s) \);
        end;
      end;
    end;
end;
```
compute symbol $r$ such that maximize($\omega$, $\psi$);
if $r = \phi$
    compute found_symbol = false;
else
    begin
        compute $\xi = \xi \cup \{r\}$;
        compute found_symbol = true;
        remove $r$ from $\overline{P}$; /* using Algorithm 4.4 */
    end;
while((found_symbol = true)\&(DAG(P) != \phi));
end;

4.2.4 Removal of Symbols

Once the existence of a known symbol $s_r$ in the input pattern $P$ is recognized, it is removed from the DAG($P$) using Algorithm 4.4 given below so that the other symbols in $P$ could be recognized. The algorithm removes all the edges and nodes which are in DAG($s_r$) and DAG($P$) and not in DAG($P'$) where DAG($P'$) is the directed attribute graph corresponding to the pattern $P'$ and $P' = P - s_r$. In other words, $P'$ is the pattern obtained after removing the pattern corresponding to symbol $s_r$ from $P$.

In order to describe the symbol removal algorithm, the nodes and edges in DAG($P$) are grouped into three categories as follows: (1) $E_s$ and $N_s$ be the set of edges and nodes, respectively, belongs only to $s_r$ and not to $P'$. (2) $E_p$ and $N_p$ be the set of edges and nodes, respectively, that belongs only to $P'$ and not to $s_r$. (3) $E_{sp}$ and $N_{sp}$ be the set of edges and nodes, respectively, that are common to both $s_r$ and $P'$. 
Algorithm 4.4: Symbol Removal Algorithm

procedure remove_symbol(P, s);

declare
    P : unknown pattern;
    s : known symbol to be removed;
    E_s : set of edges belonging to s;

begin
    compute E_s;
    for l := 1 to |E_s| begin
        compute nodes (i,j) for edge E_s(l);
        compute DAG(P)_i = 0;
    end;
    remove N_s;
end;

Theorem 4.2: Algorithm 4.4 does remove s, and only s, from P.

Proof: As defined in Chapter 1, a character is obtained from one symbol or by combining two or more symbols without any overlapping of primitives. Therefore, there is no common edge between s_i and P', that is, E_{sp} = ∅. However, N_{sp} may or may not be empty since the character could be obtained by combining symbols at one or more junctions which form the common nodes. Since the algorithm does not remove any common nodes, all the nodes of P' are preserved. Removal of an entry from the c-matrix of DAG(P) removes only the edge (primitive) connecting two nodes and not the node itself.
After removing all the edges corresponding to $s_r$, all the nodes in the set $N_s$ will have zero complexity. Removing nodes in $N_s$ that belongs only to $s_r$ should not have any influence on $P'$. Thus, the algorithm removes $s_r$ and only $s_i$ from $P$.

4.3 Stage II: Character Recognition

After individual symbols are recognized, some of the adjacent symbols and or multiple symbols in a single pattern are to be combined to recognize the characters in the input text. The symbols இ, இ, இ, etc., are not characters by themselves. They combine with the succeeding symbols and form a character. The symbol இ combines with preceding symbol or symbols to form a character.

Stage II recognizes characters from the set of symbols recognized from Stage I using a decision tree called Character Recognition Tree (CRT). The organization, construction and searching of the CRT are described below.

4.3.1 Order of Symbols

For the purpose of construction and searching the decision tree, it is essential that the symbols recognized in Stage I be presented to Stage II as a string in a specific order. Let us illustrate the importance of ordering with an example: In Tamil இ (KI) is a character constructed from the symbols இ and இ. Stage I, after recognizing the two symbols, could present them to Stage II as either இ and இ or
as ṭ and ṭ. If the decision tree expects the symbols as ṭ followed ṭ, and Stage I presents them in the reverse order, it is not going to recognize the symbols as a valid character.

The ordering becomes an issue only for those characters that have symbols touching each other (example, கி (K1)) or one below the other (example, ஢ (K)). Depending on the language, one could order the symbols of such characters in any way one wants since there is no advantage or disadvantage of one ordering over the other.

However, symbols which appear isolated and side by side (example, டத(KE)) must be presented in the order in which they appear; reordering such symbols may result in wrong character recognition. For example, if a person deliberately presents the symbols of the character டத (KE) in the order ஢ந, then it is wrong to reorder and recognize it as a valid character since the sequence ஢ந is not a valid character.

The Tamil symbols, for the purpose of presentation and construction of the CRT, are divided into two groups: (1) major symbols and (2) minor symbols as shown in Figure 4.2. Stage I will always present the minor symbols first followed by major symbols unless the input pattern dictates otherwise. That is, if the input appears as கி (K1), it will be presented as ஢ followed by ṭ. On the other hand, if the input appears as டத, it will be presented to Stage II as ஢த.
(a) Major symbols.

(b) Minor symbols.

Figure 4.2 Major and minor symbols of Tamil.
Similar ordering has been done for Malayalam characters as well. The set of Malayalam symbols are shown in Figure 4.3.

4.3.2 CRT: Character Recognition Tree

Let,

\[ S = \{s_1, s_2, \ldots, s_n\} \]

be the set of symbols in a language.

Let,

\[ Y = S \cup \{-|\} \]

where \(-|\) is the end of text (end of all symbols) indicator. (Let us assume that Stage \(i\) will indicate the end of text by \(-|\).)

The CRT is constructed as a multiway tree. In a CRT, each path from the root to a leaf corresponds to one valid character in the language. This way, the nodes of the CRT correspond to the prefixes of the characters in the language.

The data structure for a CRT node is given in Figure 4.4. A CRT node is an array of \(n+1\) elements; each element is a CRTnodeItem. The first element of a CRT node corresponds to the first member of \(Y\), the second element corresponds to the second member of \(Y\) and so on. Hence, the CRT node is indexed by the members
(a) Major symbols.

(b) Minor symbols.

Figure 4.3 Major and Minor symbols of Malayalam.
type
  sym = (s_1, s_2, ... , s_n, -1);

structure CRTnodeItem
{
  char NodeType;
  short CharCode;
  CRTnode *CRTnodePtr;
};

CRTnode = array[sym] of CRTnodeItem;

Figure 4.4 Data structure for a CRT node.
of Y.

Each CRTnode item contains three fields: (1) Type, (2) CharCode, and (3) CRTnodePtr.

The 'Type' indicates the status till the current symbol. 'Type' could be any one of the following values:

1. Intermediate
2. Terminal
3. Extendable-terminal
4. Not-character

The 'intermediate' type means that the string of symbols encountered so far is not a complete character; however, the string is valid so far. The CRTnodePtr field of the item is a pointer to the next CRT node in the tree to be used for searching. Any value in the 'CharCode' field is not meaningful for this type, hence could be set to a known value, say zero.

The 'terminal' type indicates that the string of symbols including the current symbol constitutes a valid character in the language. The 'CharCode' field of the item corresponding to the current symbol contains the code given to the character for internal representation. The value of CRTnodePtr is not meaningful for this type and
hence set to NULL (zero).

The 'extendable-terminal' indicates that the string of symbols encountered so far, including the current symbol, constitutes a valid character. However, the string could be followed by other symbols to make another valid character. For example, எே (KE) and ஏே (KO) are two valid characters in Tamil. In this case, the item corresponding to the symbol எ (KA) in the string will be of type 'extendable-terminal'. When the symbol எ (KA) is encountered, we cannot immediately declare the character to be KE. The decision can only be made after seeing the next symbol. The CRTnodePtr field of the item points to the next CRT node. The CharCode field of the current item contains the code given to the character for internal representation.

The 'Not-character' type indicates that the string of symbols seen so far, including the current symbol, constitutes an invalid sequence; there is no further path for searching. The CRTnodeptr and CharCode fields for this item are set to NULL and zero respectively. Depending on the input pattern, one or more symbols from the start of the string must be declared invalid and discarded.

The CRT for Tamil characters is given in Figure 4.5. The details of individual items in each node are omitted to accommodate the figure in a single page. It is easy to compute the value of the type fields from the figure. A similar CRT constructed for Malayalam characters is shown in Figure 4.6.
Figure 4.5 Character recognition tree for Tamil.
Figure 4.6  Character recognition tree for Malayalam.
**Theorem 4.3:** The maximum depth of the CRT, for a given language, is $\kappa$ where $\kappa$ is the maximum string length of a character in the language. (The length of a string is the number of symbols in the string.)

**Proof:** Starting from the root, we descend one level down in the tree for every symbol in the string constituting the character. Therefore, the number of levels needed is the same as the length of the string of a character. The maximum number of levels in the CRT will correspond to the character with the longest string which is $\kappa$. Hence, the proof.

### 4.3.3 Operations on CRT

The following operations are defined on the CRT.

- Create new node (CreateNewNode).
- Initialize node (IniNode).
- Set item of a symbol (SetItem).
- Insert the string of a character (InsertCharacter).
- Search for a character (Search).

The CreateNewNode operation creates a new CRT node and returns the pointer to the node. If creation fails, NULL is returned. The IniNode operation initializes all the items in the given CRT node to zero/NULL. The SetItem sets the
fields in the CRTNodeItem such as the NodeType, CharCode and CRTnodePtr. The procedures to perform CreateNewNode, IniNode and SetItem are given in Figure 4.7.

4.3.4 Construction of CRT

Given the set of strings corresponding to the character set of a language, the CRT can be constructed by inserting each string into the CRT using the InsertCharacter operation. The procedure for InsertCharacter is given in Figure 4.8. The input parameters to the InsertCharacter procedure are the pointer to the root of the CRT and the string of symbols of the character to be inserted into the CRT. It is assumed that the string is NULL terminated. On the first call to InsertCharacter, the root pointer will be NULL and on return, the root will point to the root CRTnode. In the subsequent calls to InsertCharacter, the root pointer will be non-NULL and it will not be modified. The Insert procedure assumes that the string is valid.

The CRT construction algorithm is given below. Each character string is read and inserted into the CRT. The end of all character strings is indicated by an empty string. After constructing the CRT, that is, when an empty string is read, the algorithm returns the pointer to the root of the CRT. The returned root pointer should be used for searching the CRT.

Algorithm 4.5: CRT Construction Algorithm
procedure CRTnode *CreateNewNode()

declare
    CRTnode *nodeptr;

begin
    nodeptr = mem_alloc(sizeof(CRTnode));
    return(nodeptr);
end; /* CreateNewNode */

procedure IniNode(nodeptr)

declare
    CRTnode *nodeptr;
    sym i;

begin
    for i = s1, to -1 in sym
        begin
            nodeptr[i].NodeType = Not-character;
            nodeptr[i].CharCode = 0;
            nodeptr[i].CRTnodeptr = NULL;
        end;
end; /* IniNode */

procedure SetItem(nodeptr, symbol, ntype, ccode, nextnodeptr)

declare
    CRTnode *nodeptr, *nextnodeptr;
    sym symbol;
    char ntype;
    short ccode;

begin
    nodeptr[symbol].NodeType = ntype;
    nodeptr[symbol].CharCode = ccode;
    nodeptr[symbol].CRTnodeptr = nextnodeptr;
end; /* SetItem */

Figure 4.7 Operations on CRT Nodes.
procedure InsertCharacter(crt, string, charcode)

declare
    CRTnode *crt, *nodeptr, *newnodeptr;
    sym string[]; /* string is NULL terminated */
    sym s;
    short charcode;
    int l;

begin
    if(sizeof(string = 0))
        return(NOT_OK); /* error status */
    if(crt = NULL)
        begin
            crt = CreateNewNode();
            InitNode(crt);
            end;
        nodeptr = crt;
        s = string[0];
        for(l=1; l < sizeof(string); l++)
            begin
                if(nodeptr[s].CRTnodeptr = NULL)
                    begin
                        newnodeptr = CreateNewNode();
                        InitNode(newnodeptr);
                        SetItem(nodeptr, s, intermediate, 0, newnodeptr);
                    end;
                nodeptr = nodeptr[s].CRTnodeptr;
                s = string[l];
            end;
        nodeptr[s].CharCode = charcode;
        if((nodeptr[s].CRTnodeptr != NULL) and
            (nodeptr[s].NodeType = Intermediate))
            nodeptr[s].NodeType = Extendable-terminal;
        else
            nodeptr[s].NodeType = Terminal;
        return(OK);
    end; /* InsertCharacter */

Figure 4.8 The Insert Character procedure.
procedure CRTnode *CRTconstruct()

declare
  CRTnode *root;
  short  charcode;

begin
  root = NULL;
  read(string, charcode);
  while(string ≠ ∅)
    begin
      InsertCharacter(root, string, charcode);
      read(string, charcode);
    end;
  return(root);
end; /* CRTconstruct */

4.3.5 Searching CRT

Given a string of symbols, the task of the search algorithm is to search the CRT from the root and identify whether there is a valid character in the given string. A valid character is a substring of the given string starting from the first symbol. If so, return the character code and the character string. Appropriate status should be returned, if no valid character could be found. The search algorithm is given below.

Algorithm 4.6: CRT Search Algorithm

procedure search(crt, string)

declare
  CRTnode *crt, *nodeptr;
  sym     string[]; /* NULL terminated string */
sym s;
int parent_l, l;
short parent_CharCode;

begin
  if(sizeof(string = 0)
      return(-2); /* NULL string status indicator */
  nodeptr = crt;
  parent_l = -1;
  for(i=0; string[i] ≠ NULL; i++)
      begin
          s = string[i];
          switch(nodeptr[s].NodeType)
              begin
                  case Terminal:
                      return(l, nodeptr[s].CharCode);
                  case Extendable-terminal:
                      parent_l = l;
                      parent_CharCode = nodeptr[s].CharCode;
                      nodeptr = nodeptr[s].CRTnodeptr;
                      break;
                  case Not-character:
                      if(parent_l ≠ -1)
                          return(l, parent_CharCode);
                      else
                          return(-1); /* Not-character status */
                  case Intermediate:
                      nodeptr = nodeptr[s].CRTnodeptr;
                      break;
              end;
      end;
  if(parent_l ≠ -1)
      return(l, parent_CharCode);
  else
      return(-1);
end; /* search */

Theorem 4.4: The CRT search time complexity is O(κ) where κ is the maximum
string length of a character in the language.
Proof: For each symbol in the string corresponding to a character, we access one node starting from the root by using the symbol as the index to the array elements in the node. Hence, the number of nodes to be searched is equal to the length of the string of a character. The maximum number of nodes to be searched will correspond to the longest string of symbols of a character which is $\kappa$. Therefore, the search time complexity is $O(\kappa)$.

4.3.6 Space for CRT

Theorem 4.5: The CRT space complexity is $O((\delta + 1)(n + 1)r)$ bytes where $\delta$ is the number of distinct suffixes to the first symbols of the set of character strings, $n$ is the number of symbols in the language and $r$ is the size of the item in bytes.

Proof: The first symbol of each character string is represented by the root node. Every other distinct suffix will be represented by one node in the CRT. Therefore, the number of nodes in the CRT is $(\delta + 1)$. Each node has $(n + 1)$ items; the size of each item is $r$ bytes. Therefore, the size of the CRT is $O((\delta + 1)(n + 1)r)$.

The amount of space required for the CRT is far more than the total length of the strings of the characters in a language. However, the direct indexing feature of the array representation reduces the search time of the CRT. If minimizing space is more important than search time, the CRT could be represented by a linked list. The
linked list representation of the CRT will take more time to search than an array representation.

4.4 Results and Discussion

Various Tamil and Malayalam characters have been tried for recognition. The types of characters used, the recognition results, the analysis of the results, merits and demerits, and future research for possible improvements are discussed in this section.

4.4.1 Test Data

Two test data bases: (1) for Tamil and (2) Malayalam have been used for testing purposes. The Tamil test data contained a mixture of the following types of characters:

1. Printed characters.
2. Handprinted characters
3. Handwritten characters
4. Handprinted bilingual (Tamil and Malayalam) characters.

The Malayalam test data contained printed and handprinted characters only. The authors' limited knowledge and complexity of Malayalam are some of the reasons for the limitations on Malayalam test data. It has been felt that to have true handwritten
characters, the subject should have Malayalam has native language. Since the author is not such a subject, the Malayalam test database did not contain handwritten characters; the omission is not due the recognition methodology or the algorithm.

Most of the composite Malayalam characters were "one consonant and one vowel (cv)" type. Only frequently occurring "two consonants and one vowel (ccv)" type composite characters were in the database. The language has provision to generate large number of complex ccv characters. It is almost impossible to enumerate all the combinations. Characters were written according to the new script scheme. In this scheme the cv type characters obtained by the vowels ə (U), ë (U) and ø (R) are very much simplified like that of the cv characters generated by the vowel ə (I). Malayalam was primarily included to demonstrate multilingual character recognition. "Not much has been done in the recognition of Malayalam character" is the second reason for selecting Malayalam; any work done in this area will be a contribution to the knowledge of recognition of Malayalam characters.

Bilingual (Tamil and Malayalam) characters were used for multilingual character recognition. Only handprinted characters have been used for this case. The explicit multilingual language coding schemes described earlier was used to distinguish Tamil and Malayalam texts. The digits 1 and 2 were used as the language code for Tamil and Malayalam respectively.
The data bases contained a total of six thousand seven hundred and eighty three symbols of which four thousand one hundred and forty three were Tamil and two thousand six hundred and forty were Malayalam symbols. The Tamil symbols were composed of one thousand six hundred and seventy nine printed, one thousand two hundred and forty four handprinted and one thousand two hundred and twenty handwritten symbols. In the case of Malayalam, one thousand six hundred and twenty six were printed and one thousand and fourteen were handprinted symbols.

The printed characters were taken from different text books. A significant portion comes from the school text books that were in the authors possession. For handprinted and handwritten characters, seven subjects have been used for the Tamil data base and one subject (the author) for the Malayalam data base.

Characters were written/printed on paper. The writing was flexible since there were no line or character position markers on the writing paper. No special restriction was placed on the writing instruments; they were mostly ball and fountain pens. The handprinted characters were constrained in the sense that attention was paid to write clearly, legibly and a bit slower than normal speed. The handwritten Tamil characters were unconstrained. They were written by different subjects. Most of the characters were taken from the letters received by the author from friends and relatives over several years.
A Dest optical scanner has been used to digitize the characters using 4-bit gray scale providing 16 values per pixel. The characters were scanned at a resolution of 300 dots per inch. From the scanned image, characters were segmented manually at appropriate places and the extracted images were written on a file. Using the preprocessing techniques described in Chapter 2, the gray level images were binarized, and noise such as isolated pixels and single pixel gaps have been eliminated. These binary images have been used for feature extraction and classification.

The data pose a variety of problems faced in real life applications like paper quality and color, pen types, ink colors, writing style, etc. The printed characters were of different fonts, shapes and sizes, and so are the handprinted/written characters. The style of writing varied considerably. The quality of some of the writing was very poor. The language has no provision for writing cursive characters which are touching like in English. However, due to variations in writing style, characters sometimes touch and overlap each other. The handwritten test data contained characters which were touching and overlapping. The recognizer assumes that characters and symbols (where applicable) are not touching. Hence, the characters were manually filtered and only fairly good quality, nontouching characters were taken for feature extraction and classification purposes. Some of the characters were distorted in shape. Due to
smudging, a few characters have lost their loops. Some of the characters were broken, and a few had unexpected(extra) loops or open loops and islands.

Various samples of Tamil and Malayalam characters from the data bases are shown in Figures 4.9 and 4.10 respectively.

4.4.2 Recognition Results and Analysis

The recognition results of Tamil and Malayalam characters are given in Tables 4.3 and 4.4 respectively according to various categories of characters mentioned above. Considering the complexity and versatility of input characters, the recognizer performed very well. The language code has been recognized 100% (may be due to careful writing). As one would expect the percentage of successful recognition decreased from printed characters to handwritten characters with the corresponding increase in the percentage of rejection and substitution errors.

Characters were rejected due to several reasons. They are listed below:

1. Distortion in the shape of the characters
2. Broken characters
3. Unexpected loops
4. Unwanted limbs from the thinning algorithm due to the distortion in the shape
Figure 4.9 Samples from Tamil test data base.
Figure 4.9 Samples from Tamil test data base (contd.).
Figure 4.9  Samples from Tamil test data base (contd.).
Figure 4.10  Samples from Malayalam test data base.
Figure 4.10 Samples from Malayalam test data base (contd.).
Table 4.3  Recognition result for Tamil.

<table>
<thead>
<tr>
<th>Char. Type</th>
<th>Successful Recognition</th>
<th>Rejection</th>
<th>Substitution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Printed</td>
<td>97.0%</td>
<td>2.5%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Handprinted</td>
<td>91.0%</td>
<td>7.0%</td>
<td>2.0%</td>
</tr>
<tr>
<td>Handwritten</td>
<td>86.0%</td>
<td>11.0%</td>
<td>3.0%</td>
</tr>
<tr>
<td>Average</td>
<td>91.33%</td>
<td>6.83%</td>
<td>1.83%</td>
</tr>
</tbody>
</table>
Table 4.4 Recognition result for Malayalam and language code.

<table>
<thead>
<tr>
<th>Char. Type</th>
<th>Successful Recognition</th>
<th>Rejection</th>
<th>Substitution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Printed</td>
<td>95.0%</td>
<td>4.0%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Handprinted</td>
<td>84.0%</td>
<td>12.6%</td>
<td>3.4%</td>
</tr>
<tr>
<td>Average</td>
<td>89.5%</td>
<td>8.3%</td>
<td>2.2%</td>
</tr>
<tr>
<td>Lang. Code</td>
<td>100.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>
5. Deficiency in extracting the curve primitives effectively

6. Rejection of a symbol in a multisymbol character.

Substitution errors occurred due to several reasons. It occurred due to part of a broken character being recognized as a valid character. Rejection and/or substitution of a symbol in a multisymbol character resulted in substitution error. For example, in the Tamil characters, the rejection of symbols such as ர, ல, ட, etc., in the multisymbol characters such as ரி, ரீ, ரே, ரை resulted in the substitution error. As an illustration, if the symbol ர is rejected in the character ரீர் (KO), then the character is recognized as ரீ (KE). In the characters like ரீர் (KAU), rejection of ர, results in the recognition of the remaining symbols as two characters ர (KA) and ர (LLA); rejection of ர (LLA) results in the recognition of ரீ (KE), and the rejection of ர (KA) results in the rejection of ர and the recognition of ர (LLA). Figure 4.9 contains some such characters. Substitution errors have also occurred in the symbols having considerable amount of similarities like ரீ and ரீ (NA), ர (KA) and ர (GU), ர (MU) and ர (MUU). Confusion occurred between ர (U) and ர (TWO). However, it has been resolved successfully by performing a context checking, that is, to see whether the previous symbol is a language code symbol. If it is, then the current symbol is treated as TWO instead of U when the character is confused. Similar confusion among multisymbol characters occurred in the case of Malayalam also.
Confusion matrices have been constructed from the substitution errors. Tables 4.5 and 4.6 are the confusion matrices for the Tamil and Malayalam respectively. To avoid lengthy listing of large number of characters, only symbols are used in the confusion matrix. Even though it may not directly give the substitution errors of some of the multisymbol characters, we can easily infer that from their symbols. The numerical value in the matrices indicate how many times a symbol has been rejected or confused as another symbol.

4.4.3 Merits and Demerits

The preprocessor designed to convert the input image to directed attribute graph is very basic. It has the following advantages and disadvantages. By using the thinning algorithm of Stafanelli and Rosenfeld, the preprocessor succeeds in the case of input characters having variable line thickness. By the labelling scheme developed, small distortions and rotations of the primitives in the symbols are taken care of. The output of the preprocessor is independent of the sizes of various primitives in the image.

The preprocessor is not efficient in extracting the curved primitives since the approximation of curves to straight lines as shown in Figure 3.1 is not sufficiently accurate. It is very sensitive to distortions in the curved primitives.
<table>
<thead>
<tr>
<th>Actual symbol</th>
<th>Success</th>
<th>Rejected</th>
<th>Confused as</th>
</tr>
</thead>
<tbody>
<tr>
<td>code</td>
<td>sym</td>
<td>#</td>
<td>#</td>
</tr>
<tr>
<td>A</td>
<td>அ</td>
<td>40</td>
<td>37</td>
</tr>
<tr>
<td>A</td>
<td>த</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>U</td>
<td>உ</td>
<td>30</td>
<td>26</td>
</tr>
<tr>
<td>U</td>
<td>ழ</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>E</td>
<td>எ</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>E</td>
<td>ழ</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>AI</td>
<td>ஐ</td>
<td>30</td>
<td>26</td>
</tr>
<tr>
<td>AI</td>
<td>ஐ</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>AI</td>
<td>ஐ</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>AI</td>
<td>ஐ</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>AK</td>
<td>க</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>AK</td>
<td>க</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>
Table 4.5  Confusion matrix for Tamil (contd.)

<table>
<thead>
<tr>
<th>Actual symbol</th>
<th>Success #</th>
<th>Rejected #</th>
<th>Confused as</th>
</tr>
</thead>
<tbody>
<tr>
<td>code</td>
<td>sym</td>
<td></td>
<td>sym, #</td>
</tr>
<tr>
<td>K</td>
<td>5</td>
<td>266</td>
<td>239</td>
</tr>
<tr>
<td>Ñ</td>
<td>37</td>
<td>37</td>
<td>27</td>
</tr>
<tr>
<td>ĆN</td>
<td>88</td>
<td>87</td>
<td>78</td>
</tr>
<tr>
<td>Ć</td>
<td>22</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>T</td>
<td>97</td>
<td>97</td>
<td>87</td>
</tr>
<tr>
<td>ųT</td>
<td>43</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>N</td>
<td>235</td>
<td>213</td>
<td>22</td>
</tr>
<tr>
<td>P</td>
<td>82</td>
<td>70</td>
<td>6</td>
</tr>
<tr>
<td>MY</td>
<td>171</td>
<td>166</td>
<td>5</td>
</tr>
<tr>
<td>R</td>
<td>142</td>
<td>133</td>
<td>9</td>
</tr>
<tr>
<td>Y</td>
<td>110</td>
<td>96</td>
<td>9</td>
</tr>
<tr>
<td>L</td>
<td>87</td>
<td>75</td>
<td>5</td>
</tr>
<tr>
<td>V</td>
<td>94</td>
<td>85</td>
<td>9</td>
</tr>
<tr>
<td>Z</td>
<td>154</td>
<td>138</td>
<td>10</td>
</tr>
<tr>
<td>L</td>
<td>29</td>
<td>22</td>
<td>7</td>
</tr>
<tr>
<td>Ć</td>
<td>70</td>
<td>56</td>
<td>11</td>
</tr>
<tr>
<td>Ñ</td>
<td>77</td>
<td>66</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>197</td>
<td>180</td>
<td>12</td>
</tr>
<tr>
<td>Actual symbol</td>
<td>Code</td>
<td>Success #</td>
<td>Rejected #</td>
</tr>
<tr>
<td>---------------</td>
<td>------</td>
<td>-----------</td>
<td>------------</td>
</tr>
<tr>
<td>sCon</td>
<td>492</td>
<td>482</td>
<td>10</td>
</tr>
<tr>
<td>sAA</td>
<td>165</td>
<td>154</td>
<td>9</td>
</tr>
<tr>
<td>sl</td>
<td>221</td>
<td>214</td>
<td>7</td>
</tr>
<tr>
<td>sll</td>
<td>71</td>
<td>61</td>
<td>7</td>
</tr>
<tr>
<td>sU</td>
<td>37</td>
<td>37</td>
<td>0</td>
</tr>
<tr>
<td>sUU1</td>
<td>19</td>
<td>16</td>
<td>3</td>
</tr>
<tr>
<td>sUU2</td>
<td>23</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td>sUU3</td>
<td>22</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>sE</td>
<td>167</td>
<td>162</td>
<td>5</td>
</tr>
<tr>
<td>sEE</td>
<td>129</td>
<td>123</td>
<td>6</td>
</tr>
<tr>
<td>sAI1</td>
<td>95</td>
<td>79</td>
<td>7</td>
</tr>
<tr>
<td>sAI2</td>
<td>12</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>LC</td>
<td>20</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>TWO</td>
<td>20</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>TI</td>
<td>25</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>TII</td>
<td>15</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>KU</td>
<td>12</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>CU</td>
<td>15</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>NU</td>
<td>6</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>TU</td>
<td>35</td>
<td>33</td>
<td>2</td>
</tr>
<tr>
<td>N3U</td>
<td>11</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>THU</td>
<td>65</td>
<td>58</td>
<td>7</td>
</tr>
<tr>
<td>NU</td>
<td>15</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>MU</td>
<td>15</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>RU</td>
<td>53</td>
<td>45</td>
<td>4</td>
</tr>
<tr>
<td>LU</td>
<td>17</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>ZU</td>
<td>14</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>LLU</td>
<td>17</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>RRU</td>
<td>27</td>
<td>24</td>
<td>2</td>
</tr>
<tr>
<td>N2U</td>
<td>17</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>KUU</td>
<td>12</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>CUU</td>
<td>11</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>RAA</td>
<td>10</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>N3AA</td>
<td>12</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>N2AA</td>
<td>16</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>Actual symbol</td>
<td>Success #</td>
<td>Rejected #</td>
<td>Confused as</td>
</tr>
<tr>
<td>---------------</td>
<td>-----------</td>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>code</td>
<td>sym</td>
<td>#</td>
<td>sym, #</td>
</tr>
<tr>
<td>A</td>
<td>15</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>Ň</td>
<td>10</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>I</td>
<td>14</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>U</td>
<td>12</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>L</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>11</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>E′</td>
<td>4</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>O</td>
<td>11</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>AM</td>
<td>12</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>AH</td>
<td>25</td>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 4.6 Confusion matrix for Malayalam (contd.)

<table>
<thead>
<tr>
<th>Actual symbol</th>
<th>code</th>
<th>sym</th>
<th>Success #</th>
<th>Rejected #</th>
<th>Confused as</th>
<th>sym, #</th>
<th>sym, #</th>
<th>sym, #</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>45</td>
<td>66</td>
<td>59</td>
<td>7</td>
<td>V 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GH</td>
<td>40</td>
<td>39</td>
<td>32</td>
<td>7</td>
<td>PH 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>41</td>
<td>37</td>
<td>34</td>
<td>4</td>
<td>I 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>40</td>
<td>39</td>
<td>34</td>
<td>4</td>
<td>DH 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JH</td>
<td>42</td>
<td>35</td>
<td>32</td>
<td>9</td>
<td>T 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TH</td>
<td>30</td>
<td>31</td>
<td>25</td>
<td>2</td>
<td>AM 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>40</td>
<td>35</td>
<td>31</td>
<td>4</td>
<td>DH 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DH</td>
<td>54</td>
<td>44</td>
<td></td>
<td></td>
<td>NTA 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>61</td>
<td>56</td>
<td></td>
<td></td>
<td>PH 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>43</td>
<td>43</td>
<td></td>
<td></td>
<td>BH 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PH</td>
<td>43</td>
<td>39</td>
<td>34</td>
<td>4</td>
<td>R 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>39</td>
<td>30</td>
<td>34</td>
<td>3</td>
<td>V 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BH</td>
<td>39</td>
<td>32</td>
<td></td>
<td></td>
<td>TH 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>41</td>
<td>47</td>
<td></td>
<td></td>
<td>V 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>45</td>
<td>31</td>
<td>47</td>
<td>4</td>
<td>G 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>47</td>
<td>34</td>
<td></td>
<td></td>
<td>P 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>36</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>22</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>36</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>33</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>30</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>29</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>46</td>
<td>44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.6 Confusion matrix for Malayalam (contd.)

<table>
<thead>
<tr>
<th>Actual symbol</th>
<th>Success #</th>
<th>Rejected #</th>
<th>Confused as</th>
</tr>
</thead>
<tbody>
<tr>
<td>code</td>
<td>sym</td>
<td>#</td>
<td>#</td>
</tr>
<tr>
<td>sA</td>
<td>५</td>
<td>119</td>
<td>109</td>
</tr>
<tr>
<td>sl</td>
<td>७</td>
<td>125</td>
<td>123</td>
</tr>
<tr>
<td>sì</td>
<td>४</td>
<td>84</td>
<td>79</td>
</tr>
<tr>
<td>sU</td>
<td>४</td>
<td>95</td>
<td>91</td>
</tr>
<tr>
<td>sÜ</td>
<td>४</td>
<td>63</td>
<td>53</td>
</tr>
<tr>
<td>sR</td>
<td>५</td>
<td>39</td>
<td>34</td>
</tr>
<tr>
<td>sE</td>
<td>५</td>
<td>90</td>
<td>82</td>
</tr>
<tr>
<td>sE</td>
<td>४</td>
<td>81</td>
<td>76</td>
</tr>
<tr>
<td>sAU</td>
<td>४</td>
<td>75</td>
<td>70</td>
</tr>
<tr>
<td>sCon</td>
<td>४</td>
<td>105</td>
<td>96</td>
</tr>
<tr>
<td>mìY</td>
<td>१</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>mìM</td>
<td>१</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>mìL</td>
<td>१</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>mìN</td>
<td>१</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td>mìT</td>
<td>१</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>mìS</td>
<td>१</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>hC</td>
<td>१</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>hC</td>
<td>१</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>hC</td>
<td>१</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>hC</td>
<td>१</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>hC</td>
<td>१</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>KKA</td>
<td>१</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>TTA</td>
<td>१</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>NTA</td>
<td>१</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>Lc</td>
<td>१</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>One</td>
<td>१</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>
Errors in the DAG of the input image affect the computed correlation coefficients which in turn affects the recognition result. The preprocessor and the classifier work well with variations in the size and shape of the characters.

The preprocessing, feature extraction and building the DAG are common to all languages. They could be used for other Indian languages and European languages. The features used may not be directly applicable for Chinese characters since in Chinese strokes are used to form characters. However, the concept of DAG could be used to represent the Chinese characters. Stages I and II of the classifier are language dependent; State II is more language specific than State I. However, the proposed methodology and the algorithms can be used for other languages too. A separate knowledgebase and CRT must be built for each language.

4.4.4 Future Research for Improvements

The symbol matching program can be modified to compute the correlation coefficients taking into account the possible rotational transformation on the input image. Suppose we find that junctions $x_1$ and $x_2$ of symbol $\Omega$ correspond to junctions $y_1$ and $y_2$ respectively of $\Psi$ and the junction pairs $(x_1, x_2)$ and $(y_1, y_2)$ are connected by primitives. Let the primitive connecting $x_1$ to $x_2$ be $p_1$ and the primitive connecting $y_1$ and $y_2$ be $p_2$. Then by finding out the transformation $T$ needed so that the primitive $p_1$ can correspond to $p_2$, we can extend the correspondence by the following rule:
"If the junction $x_1$ of symbol $\Omega$ corresponds to the junction $y_1$ of $\Psi$, then the junction connected to $x_1$ by a primitive will correspond to a junction connected to $y_1$ by the transformed primitive $T(p)$."

This should enable us to identify characters that are rotated by 90 degrees, for instance.

To further improve the successful recognition rate, additional structural features such as loop could be used. Different schemes which are less sensitive to distortion could be used to extract curved primitives. Special or additional processing such as statistical classification, parallel processing, etc., could be applied to the rejected or all characters. Application of statistical methods will require extraction of statistical features; it will also add an order of magnitude of complexity to the recognition system. Parallel processing will improve the throughput with increased cost of the product.

The classifier assumes that the characters (and symbols where applicable) are isolated, thus avoiding the problem of segmenting the characters. However, handwritten characters sometimes touch and overlap each other. The recognizer could be enhanced to take care of segmentation.

Another enhancement that is possible is to use contextual feature such as syllables, words, syntax, etc., of the language. Again this will add different dimension
and complexity to the system.

In the case of Malayalam, more ccv characters can be included in the test data. Accordingly, the Malayalam CRT could be improved to recognize such ccv characters.
5. MULTILINGUAL TERMINAL DESIGN

DETERMINATION OF CHARACTER SIZE

Present day computers are capable of displaying and printing Latin characters in the form of dot matrix patterns. Laser printers with high resolutions are now widely used. Some efforts have also been made to enable the computers to handle non-Latin characters such as Chinese, Japanese, Russian, Indian characters (Balasubramanian [1990]), etc. Due to the graphic properties of these characters, the dot matrix type of output devices seems to be more suitable than the regular type-face. Hence, the dot matrix type output device is considered for the multilingual terminal.

The design of a multilingual (hardcopy or softcopy) terminal involves the following aspects:

- Analysis of the character sets of the languages to be supported
- Decomposition of characters into symbols
- Design of keyboard for manual text input
- Determination of dot matrix character size, if output device is dot matrix
- Determination of dot matrix character set, if output device is dot matrix
- Character generation

The analysis of scripts and the theory of symbolization have been covered in Chapter
1. More on symbolization will be covered in Chapter 7. The methodology proposed for the determination of dot matrix character size is explained in this chapter. A scheme for the determination of dot matrix character set is explained in the next chapter. Algorithms developed for character generation are described in Chapter 7.

5.1 Introduction

The parameters to be considered in designing dot matrix characters are character size, luminance, font, display area, dot size, dot shape, dot spacing, number of dots, etc. Significant research has been conducted to determine these parameters for English fonts (SID [1980]). It is yet in the infant stage for Indian characters. Certain results from the experiments conducted for English characters such as dot shape, dot size, etc., could be used in designing fonts for Indian characters. However, the 5x7 and 7x9 dot matrix size commonly used for Latin characters are not suitable for Indian characters because they are complex graphemes. Therefore, to develop dot matrix type output devices capable of handling Indian, in general non-Latin, characters, it is necessary to identify an optimal dot matrix size to code the character patterns required to generate characters of Indian languages.

Manual coding of the dot matrix patterns for each and every character of a language, assuming an arbitrary dot matrix size, is very tedious and time consuming. Above all the dot matrix size may not be optimal. To store these characters as they
are for character generation (printing/displaying) will require a large amount of storage. Therefore, graphic symbols, which require less storage, will be used to generate the characters. By suitably composing one or more symbols, any character in the language could be generated.

In this chapter, a computer-aided interactive method to determine a nearly optimal dot matrix size is proposed. A new specialized knowledge based thinning algorithm based on the techniques of pattern recognition and graph theory has been developed to skeletonize the symbols. This algorithm is different from the thinning algorithm proposed in Chapter 2. Experiments have been conducted using a graphic terminal and the symbols of the Tamil language shown in Figure 5.1.

5.2 Definitions

The definitions of a few terms used in this chapter are given below.

**Definition 5.1: Nearly Optimum Dot Matrix Size**

The dot matrix size of a character/symbol is said to be nearly optimum if the following two conditions are satisfied:

1. The character/symbol size should be as small as possible so that it will require minimum space for storage, display, and printing.
2. Each character/symbol must be legible to human eyes as a separate
<table>
<thead>
<tr>
<th>s1</th>
<th>s2</th>
<th>s3</th>
<th>s4</th>
<th>s5</th>
<th>s6</th>
<th>s7</th>
<th>s8</th>
<th>s9</th>
</tr>
</thead>
<tbody>
<tr>
<td>s10</td>
<td>s11</td>
<td>s12</td>
<td>s13</td>
<td>s14</td>
<td>s15</td>
<td>s16</td>
<td>s17</td>
<td>s18</td>
</tr>
<tr>
<td>s19</td>
<td>s20</td>
<td>s21</td>
<td>s22</td>
<td>s23</td>
<td>s24</td>
<td>s25</td>
<td>s26</td>
<td>s27</td>
</tr>
<tr>
<td>s28</td>
<td>s29</td>
<td>s30</td>
<td>s31</td>
<td>s32</td>
<td>s33</td>
<td>s34</td>
<td>s35</td>
<td>s36</td>
</tr>
<tr>
<td>s37</td>
<td>s38</td>
<td>s39</td>
<td>s40</td>
<td>s41</td>
<td>s42</td>
<td>s43</td>
<td>s44</td>
<td>s45</td>
</tr>
<tr>
<td>s46</td>
<td>s47</td>
<td>s48</td>
<td>s49</td>
<td>s50</td>
<td>s51</td>
<td>s52</td>
<td>s53</td>
<td>s54</td>
</tr>
<tr>
<td>s55</td>
<td>s56</td>
<td>s57</td>
<td>s58</td>
<td>s59</td>
<td>s60</td>
<td>s61</td>
<td>s62</td>
<td>s63</td>
</tr>
</tbody>
</table>

Figure 5.1 Set of Tamil symbols used for size computation.
entity.

What is the 'smallest' and 'legible' size depends on the individual as well as the equipment used. Hence, the 'nearly optimal size', as defined here, is to certain extent subjective.

**Definition 5.2: Character Pattern**

Let

\[ P = p_{ij}, \quad i=1 \ldots m, \ j=1 \ldots n \]

be the binary picture pattern of a symbol, where \( p_{ij} \) is a pixel in row \( i \) and column \( j \). \( p_{ij} = '.' \) (dot) when it belongs to the character and \( p_{ij} = 'b' \) when it belongs to the background, where 'b' is a blank (space).

**Definition 5.3: Component**

A component is a set of consecutive dots in a row.

\[ c_{ij} = \{p_{ik} \mid p_{ia} = p_{ib} = 'b' \text{ and } p_{ik} = '.'\}, \]

where \( c_{ij} \) is the \( j^{th} \) component in the \( i^{th} \) row and \( a<k<b \).

**Definition 5.4: Component Length**

The length of a component \( L(c_{ij}) \) is given by

\[ L(c_{ij}) = b-a-1, \]

where \( a \) and \( b \) are as in the 'component' definition 5.3.
Definition 5.5: Component Connectivity

Two components $c_{ij}$ and $c_{i+1k}$ are said to be connected if any one of the following conditions are satisfied:

1. \( \{a, a+1, \ldots, b\} \cap \{d, d+1, \ldots, e\} \neq \emptyset \),
2. \( d = b-1 \),
3. \( a = e-1 \),

where

\[
c_{ij} = \{p_{ia}, p_{ia+1}, \ldots, p_{ib}\}
\]

and

\[
c_{i+1k} = \{p_{i+1d}, p_{i+1d+1}, \ldots, p_{i+1e}\}.
\]

It is denoted as $c_{ij} \Rightarrow c_{i+1k}$.

Definition 5.6: Segment

A segment is a set of connected components satisfying the conditions specified in the 'segmentation process' described later. In other words, $c_{pq} \in S_i$, $c_{rs} \in S_i \Rightarrow c_{pq} \& c_{rs}$.

Definition 5.7: Segment Number

Every segment is assigned a unique number. The function $S(c_{pq})$ gives the segment number to which the component $c_{pq}$ is assigned.
The function $NS()$ gives the next number that could be assigned to a new segment.

5.3 Symbol Size Determination Method

The methodology for determining the optimal size is shown in Figure 5.2. This method does not involve manual coding of symbols: instead, the printed symbols of the language under study are digitized and binarized using a digital scanner and binarization technique stated in Chapter 2. (It should be pointed out that printed characters are available for Indian languages.) This method makes use of some of the pattern recognition techniques, graph theory, and a-priori defined knowledge base to get a smoothly thinned symbol.

Most of the time the binary patterns contain noise due to ink smudging, distortion, etc. To eliminate part of the noise, single gaps are filled using Algorithm 2.2 and isolated pixels are removed using Algorithm 2.3 described in Chapter 2.

A number of generalized thinning algorithms have been reported in the literature for pattern recognition (Dessimoz [1980], Zhang and Wang [1988], Xia [1988], Ogawa and Taniguchi [1982], Hilditch [1969], Stefanelli and Rosenfeld [1971]). They do not require any knowledge of the input pattern for thinning. However, they tend to give unwanted limbs (refer Figure 5.3) due to noise in the digitized input pattern. These
Figure 5.2 Automatic method of size determination.
Figure 5.3 Unwanted limbs in $\varpi$ (LA).
limbs hinder the experimental results considerably, hence they need to be eliminated. A structural knowledge of the input symbols is required to eliminate these limbs and to smooth the symbol shape. The knowledge based thinning algorithm which eliminates the unwanted noise to give a smooth pattern is described in the next section. The thinned symbols are studied using the algorithm explained later in this chapter. The new thinning algorithm is explained in the next section.

5.4 Thinning Process

The thinning process consists of three stages. In the first stage the input symbol is segmented. In the second stage the segmented input symbol is resegmented using the a-priori knowledge base and the symbol identification supplied by the experimenter. In the last stage the segments are skeletonized. These three stages are described in the following paragraphs.

5.4.1 Segmentation Process

The character pattern $P$ is scanned row by row from top to bottom. For the purpose of segmentation, the pixels $p_{i-1}$ and $p_i$ of two consecutive rows are considered at a time for processing. $i-1$ is the previous row and $i$ is the current row under processing. This approach has the advantage of less memory requirement. The components in $p_{i-1}$ and $p_i$ are identified and numbered separately as 1, 2, 3 and so on.
In order to identify the connectivity of components in two rows, a component
connectivity matrix (c-matrix) \( CC \) is constructed as shown below:

\[
CC = [cc_{pq}] \quad p=1, \ldots, m, \quad q=1, \ldots, n,
\]

where

\[
cc_{pq} = \begin{cases} 
1, & \text{if } c_{p} < c_{q} \text{ in } (i-1)\text{th row} \\
0, & \text{otherwise}
\end{cases}
\]

\( m \) and \( n \) are the number of components in the \((i-1)\text{th}\) row and \(i\text{th}\) row, respectively.

From \( CC \), two additional vectors, \( \alpha \) and \( \beta \) are computed

\[
\alpha_k = \sum_{j=1}^{n} cc_{kj} \quad k=1, 2, \ldots, m
\]

\[
\beta_k = \sum_{j=1}^{m} cc_{jk} \quad k=1, 2, \ldots, n
\]

\( \alpha_k \) indicates that the \( k\text{th} \) component in \( p_i \) is connected to \( \beta_k \) number of components
in \( p_{i-1} \). The reverse is indicated by the values of \( \beta \).

To begin with each component in the first row is assigned a new segment
number and the row is declared as the \((i-1)\text{th}\) row. Then, the components in the
current row \((i)\text{th}\) row are assigned segment numbers. The status of segments and
components are updated. In the process of assigning components to segments, any
of the following five states may arise:

1. start of the segment at the \(i\text{th}\) row,
2. continuation of a segment from the \((l-1)\)th row to the \(l\)th row,

3. termination of a segment at the \(l\)th row,

4. merging of two or more segments from \((l-1)\)th row with the \(l\)th row and,

5. splitting of a segment in the \((l-1)\)th row into two or more segments at the \(l\)th row.

In state (4), the merging segments are terminated at the \((l-1)\)th row and the components in the \(l\)th row on which the segments merge is assigned a new segment number. In state (5), the splitting segment is terminated at the \((l-1)\)th row and each of the components emerging from this segment is assigned a new segment number.

**Theorem 5.1:** There are at most five states (mentioned above) in the process of assigning components to segments.

**Proof:** The possible components appearance in row \((l-1)\) and row \(l\) are as follows:

1. No components in row \((l-1)\) and row \(l\). In this case there is no segment.

2. One or more components in row \((l-1)\) and none in row \(l\). In this case, all segments in row \((l-1)\) terminate at row \(l\) which is state 3.

3. No components in row \((l-1)\) and one or more components in row \(l\). In this case segments start at row \(l\) which is state 1.

4. One or more components in row \((l-1)\) and one or more components in row \(l\). In this case all five states: starting, continuation, termination,
merging and splitting of segments can take place. Thus there could be at most five states.

The conditions to detect the five states are stated below:

1. If \( \alpha_k = 0 \) then a segment starts with \( c_{ik} \).
2. If \( (\alpha_k = c_{kj} = \beta_j = 1) \land \left[ |L(c_{kj})-L(c_{i-1j})| \leq \tau \right] \), then \( S(c_{i-1j}) \) continues with \( c_{kj} \), where \( \tau \) is a threshold value.
3. If \( \beta_k = 0 \), then \( S(c_{i-1k}) \) terminates.
4. If \( \alpha_k > 1 \), then \( \forall c_{kj} = 1 \), \( S(c_{i-1j}) \) terminates. \( c_{ik} \) is assigned a new segment if not already assigned.
5. If \( \beta_k > 1 \), then \( S(c_{i-1k}) \) terminates. \( \forall c_{jk} = 1 \), \( c_{ij} \) is assigned a new segment if not already assigned.

The complete segmentation algorithm is given below. The result of segmenting the symbol \( \mathcal{G} \) (KA) is given in Figure 5.4.

**Algorithm 5.1: Segmentation Process**

```
segmentation_process procedure;
begin
  \( C_1 := [c_{1q}] \), \( q = 1, \ldots, n_i \);
  \( \forall c_{1q} \in C_1, S(c_{1q}) := NS(1) \);
  for \( i := 2 \) to \( m \)
  begin (* for each row *)
    \( C_i := [c_{iq}] \), \( q = 1, \ldots, n_i \);
```
Figure 5.4  Segmented 8 (KA).
CC := \{cc_{pq}\}, p=1, ... , n_i, q=1, ... , n_{-1};

\text{where } cc_{pq} = 1, \text{ if } q < p \text{, otherwise } 0.

\alpha_k = \sum_{j=1}^{n_i} cc_{kj} \quad k=1, ... , n_i;

\beta_k = \sum_{j=1}^{n_{-1}} cc_{kj} \quad k=1, ... , n_{-1};

\text{for } k := 1 \text{ to } n_i
\begin{align*}
\text{begin} & \quad (* \text{ for each component in row } l *) \\
& \text{if } \alpha_k = cc_{kl} = \beta_l = 1 \text{ then} \\
& \quad \text{if } |L(c_k) - L(c_{k-1})| > \tau \text{ then} \\
& \quad \quad \text{begin} \\
& \quad \quad \quad \text{terminate } S(c_{k-1}); \\
& \quad \quad \quad S(c_k) := \text{NS}(); \\
& \quad \quad \text{end} \\
& \quad \quad \text{else} \\
& \quad \quad \quad S(c_k) := S(c_{k-1}); \\
& \quad \quad \text{fl} \\
& \text{elseif } \alpha_k = 0 \text{ then } S(c_k) := \text{NS}(); \\
& \text{elseif } \alpha_k > 1 \text{ then} \\
& \quad \text{begin} \\
& \quad \quad S(c_k) := \text{NS}(); \\
& \quad \quad \forall cc_{kl} = 1 \text{ terminate } S(c_{k-1}); \\
& \quad \text{end} \\
& \text{fl}; \\
\end{align*}

\text{end; } (* \text{ for each component in row } l *)
\text{for } k := 1 \text{ to } n_{-1}
\begin{align*}
\text{begin} & \quad (* \text{ for each component in row } l-1 *) \\
& \text{if } \beta_k = 0 \text{ then} \\
& \quad \text{terminate } S(c_{k-1k}) \\
& \text{elseif } \beta_k > 1 \text{ then} \\
& \quad \text{begin} \\
& \quad \quad \text{terminate } S(c_{k-1k}); \\
& \quad \quad \forall cc_{kl} = 1 \text{ if } S(c_k) \text{ is undefined} \\
& \quad \quad \quad \text{then } S(c_k) := \text{NS}(); \text{ fl}; \\
\end{align*}
end
}
end; (* for each component in row i-1 *)
C_i := C_{i+1};
end;(* for each row *)
end segmentation_process; (* end of algorithm *)

Theorem 5.2: The segmentation algorithm will work correctly iff all the above five conditions are considered.

Proof: In order to prove this theorem, we have to show that the five conditions are necessary and sufficient. We could easily see that omission of any one condition will not detect one or more of the five states and therefore, all five conditions are necessary. Since the five conditions detect all the five states, they are sufficient and no additional conditions are needed, thus, proving the theorem.

Theorem 5.3: The segmentation algorithm has a time complexity of $\mathcal{O}(mn)$.

Proof: The outer $i$ loop is repeated $(m-1)$ times since there are $(m-1)$ pairs of rows out of $m$ rows to be compared. The two $k$ loops are repeated as many times as there are number of components in each row. In the worst case, there could be a maximum of $n/2$ components in each row. Therefore, the total number of times the loops are executed is $(m-1) times (n/2 + n/2)$. Thus, the complexity of the algorithm is $\mathcal{O}(mn)$. 
Theorem 5.4: The segmentation algorithm has a space complexity of $O(n(m + n/4))$.

Proof: The character pattern, $P$ requires a size of $mn$. The $cc$-matrix, $CC$ requires a worst case size of $(n/2) \times (n/2)$. The vectors $\alpha$ and $\beta$ each requires a size of $n/2$. Thus, the total space requirement is $mn + (n/2)^2 + (n/2) + (n/2)$. By ignoring the constant and linear terms of $n$, we get $mn + n^2/4 = n(m + n/4)$.

5.4.2 Knowledge Base

The knowledge base contains the segmentation details for each symbol in a language. The following assumptions are made in describing the symbols.

1. A symbol is made up of one or more primitive segments from the set $PS$ given below. The pattern corresponding to the segment is specified within square brackets.

   $$PS = \{\text{joint}[.], \text{horizontal line}[\cdot], \text{vertical line} [\|], \text{left diagonal line} [\backslash], \text{right diagonal line} [/], \text{left curve} [\{], \text{right curve} [\}], \text{cup} [\cdot], \text{cap} [\cdot] \}$$

2. Each segment except joint has three 'connectivity points' from the set
CP given below. The abbreviation for the elements of CP are specified within brackets.

\[
CP = \{ \\
\text{left end (L)}, \\
\text{right end (R)}, \\
\text{top end (T)}, \\
\text{bottom end (B)}, \\
\text{middle (M)} \\
\}
\]

2. The sets \{L, R\} and \{T, B\} are mutually exclusive. A joint which is a junction point for many segments has only one connectivity point. It could be represented by any member of CP. The connectivity points for the members of CP are shown in Figure 5.5(a).

3. One segment can be connected to another segment only at the connectivity point(s).

4. The segments of a symbol are numbered from top to bottom and left to right in the order of appearance as done in the segmentation process.

The symbol \& (KA) as represented in the knowledge base is shown in Figure 5.5(b). Note that these segments are the 'expected' segments and not the 'actual' segments (compare with Figure 5.4). It is easy to specify these segments for the symbols of a language.

Let \( S = \{ s_1, s_2, \ldots, s_k \} \) be the segments constituting the symbol \( p \) and \( T = \{ t_1, \ldots, t_m \} \).
Figure 5.5a Connectivity points of segments.

Figure 5.5b Segments of $\mathbb{S}(KA)$ as in the knowledge base.
be the set of attributes of the segments of $S$. That is, $t_i \in T$ is the attribute of the segment $s_i \in S$.

Each symbol in the language is represented as an attribute graph $AG(N,E)$. The symbol $p$ is stored in the knowledge base as (1) the c-matrix CAG of $AG(N,E)$ and (2) the node attribute set $A = \{a_1, a_2, \ldots, a_k\}$ of $N$. The set $N = \{n_1, n_2, \ldots, n_k\}$ is the set of nodes of $AG$. The node $n_i$ represents the segment $s_i$. The type of segment $s_i$ is represented as the element $a_i$ of $A$. There exists a 1:1 mapping $f:S \rightarrow N$ and $g:T \rightarrow A$. $E$ is the set of edges of $AG$: that is, the unordered pair of elements given by

$$E = \{<n_i, n_j> \mid i \neq j \wedge s_i \leftrightarrow s_j\}$$

where $1 \leq i \leq \|N\|$ and $1 \leq j \leq \|N\|$.

CAG gives the connectivity of the segments of $p$.

$$CAG = [x_{ij}], \quad 1 \leq i \leq \|N\|, \quad 1 \leq j \leq \|N\|,$$

where

$$x_{ij} = \begin{cases} <p, q>, & \text{if } n_i \leftrightarrow n_j \text{ at } p \wedge q \text{ where } p, q \in op \\ 0, & \text{otherwise} \end{cases}$$

$<p, q>$ is an ordered pair. The matrix CAG and the set $A$ for the symbol $\mathfrak{S}$ (KA) are shown in Figures 5.5(c) and 5.5(d), respectively.
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>L,T</td>
<td>M,T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>T,L</td>
<td></td>
<td></td>
<td>B,L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>T,M</td>
<td></td>
<td></td>
<td>B,R</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>T,L</td>
<td></td>
<td></td>
<td></td>
<td>B,T</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>L,B</td>
<td>R,B</td>
<td>L,T</td>
<td></td>
<td>R,T</td>
<td>R,T</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>T,B</td>
<td></td>
<td></td>
<td></td>
<td>B,L</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>T,R</td>
<td></td>
<td></td>
<td>B,R</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>T,R</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>T,B</td>
</tr>
</tbody>
</table>

Figure 5.5c Connectivity of \( \mathcal{K} \) (KA).

<table>
<thead>
<tr>
<th>H</th>
<th>V</th>
<th>V</th>
<th>RD</th>
<th>H</th>
<th>V</th>
<th>V</th>
<th>RC</th>
<th>CUP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 5.5d Attribute set of \( \mathcal{K} \) (KA).
5.4.3 Resegmentation

In this stage the segmented input symbol from the segmentation process is compared with the corresponding symbol in the knowledge base. The comparison may involve one or more of the following operations:

1. merging of two segments into one,
2. reallocation of part of the segment to another segment,
3. elimination of part of a component which is estimated to be noise due to irregular boundaries of a symbol, and
4. filling gaps larger than one pixel wide.

Comparison of symbols requires the usage of the c-matrix CAG, the attribute set A and the analysis of individual segments. The symbol κ (KA) after resegmentation is shown in Figure 5.6 as an example.

Compare the segments of κ (KA) in the knowledge base and in Figure 5.4. The segments A and B in Figure 5.4 are not the same as those in the knowledge base. The sizes of A and B are too small compared to other segments. The segment C is the same as in the knowledge base. Therefore, A and B are declared as part of C and connected. While resegmenting, the gap between A and B is filled. The segments D and E are as defined in the knowledge base. The c-matrix in the knowledge base indicates that the segments E, H, and I are connected to the right end of segment F. However, it is not so in Figure 5.4. Therefore, the pixels of F to
Figure 5.6 Resegmented $\$ (KA).
the right of $E$ and $H$ are reallocated to $I$. By similar analysis, the pixels of $F$ to the left of segment $D$ are assigned to a new right diagonal segment during resegmentation. The segments $G$, $H$, and $J$ are as indicated in the knowledge base, hence not modified.

5.4.4 Thinning of Segments

A symbol after resegmentation contains only segments of type A. Hence, the thinning process has to thin the (1) joint, (2) line, (3) diagonal, and (4) curve only. Vertical and horizontal lines will result in the same type of operations except for the direction of thinning. Therefore, they could be treated as just lines. Similarly the four different curves could be treated as just 'curves'. During the thinning process care is taken to preserve the connectivity of segments.

A joint is thinned to a single pixel. However, the connectivity criteria may force to retain more pixels from the joint. A simple way to thin a line is to take the mid points of each component in the appropriate direction. However, this may result in an uneven line. To avoid the unevenness, we analyze the line segment and identify an even line which is approximately at the middle of the segment. To preserve the connectivity, a thinned vertical line is extrapolated, if necessary, in either direction [refer to Figure 5.7(b)]. Unwanted limbs emerge at the junction during extrapolating horizontal and vertical segments [refer to Figure 5.7(c)]. Care is taken to eliminate these limbs [Figure 5.7(d)].
Figure 5.7 Extrapolation and limb removal from (a) to (d).
Methods reported in the literature (Pavlidis [1977]) can also be employed to thin the curves. Curves are approximated to polygons. The result of thinning the symbol $\mathcal{B}$ (KA) is shown in Figure 5.8.

5.5 Analysis

5.5.1 Analysis of Symbols

The thinned symbols may or may not be optimal in size. Therefore, the symbols have to be analyzed for optimum size. The images of the symbols are either reduced or enlarged as necessary and displayed. Algorithm 5.2, listed below, is used for image reduction and enlargement. The aesthetic features and distinctness of the images have been studied for different sizes.

Algorithm 5.2: Image Reduction and Enlargement

The digitized picture is treated as binary matrix $P$ of size $m$ rows and $n$ columns.

$s$: scale factor ($s < 1$ for scaling down and $s > 1$ for scaling up).

$p_{ij}$: value (dot or blank) of the pixel at the $i^{th}$ row and $j^{th}$ column in the unscaled picture.

$s p_{ki}$: value (dot or blank) of the pixel at the $k^{th}$ row and $i^{th}$ column in the
Figure 5.8 Thinned $\mathcal{B}$ (KA).
scaled picture.

Then, the pixels in the scaled picture are given by

\[ sp_{ki} = p_{lj} \]

where \( i = 1 \ldots m, \ j = 1 \ldots n, \ k = \lfloor i s \rfloor \) and \( l = \lfloor j s \rfloor \).

One may also employ functions such as \( r_i s \) and \( r_j s \) instead of \( \lfloor i s \rfloor \) and \( \lfloor j s \rfloor \).

5.5.2 Algorithm 5.3: Nearly Optimum Size Computation

For each distinct symbol \( p_i \) in a language, let \( o_i \) be the corresponding nearly optimum size. The nearly optimum size, \( OS \), required to code any symbol in the language is given by

\[ OS = o_k \mid o_k \geq o_j, \ 1 \leq j \leq m \text{ and } j \neq k \]

where \( m \) is the number of symbols in the language. The optimum dot matrix size to code any character was derived from the symbol size.

Theorem 5.5: Algorithm 5.3 has a time complexity of \( O(m) \).

Proof: To start with let us assume that \( OS = o_1 \). Compare \( OS \) with the rest of the \((m-1)\) symbol sizes. If \( OS < o_j \) then assign \( OS = o_j \) for \( 2 \leq j \leq m \). Thus, the algorithm requires \((m-1)\) comparisons and, in the worst case, \( m \) assignments. Thus, the complexity is \( O(m) \).
**Theorem 5.6:** Algorithm 5.3 has a space complexity of $O(1)$.

**Proof:** Even though the size of input is $m$, we could get (read) one value at a time and compare with $OS$ as shown below:

$$OS := get(o_1);$$

for $j := 2$ to $m$

begin

$$get(o_j);$$

compare $OS$ and $o_j$;

end

Therefore, the space requirement for the algorithm is independent of the size of $m$. Hence, its space complexity is $O(1)$.

Experiments have been conducted using the Tamil symbols in Figure 5.1. A sample output of the analysis of the symbols is shown in Figure 5.9. Figure 5.10 gives the nearly optimum size of each symbol obtained from the experiment according to Definition 5.1. As stated earlier the results are subjective. It may vary to certain extent depending on the individual and the equipment used in the experiment. For example, a high resolution graphics terminal will display a dot matrix character of certain size much clearer than a low resolution or a raster scan display. A 60 dots per inch resolution graphics terminal has been used in this experiment. The results reported are accurate to the judgement of the author and a couple of subjects used in the
Figure 5.9  Analysis of symbols.
<table>
<thead>
<tr>
<th>Symbol Size</th>
<th>Symbol Size</th>
<th>Symbol Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1 7x8</td>
<td>s2 7x10</td>
<td>s3 7x8</td>
</tr>
<tr>
<td>s4 8x9</td>
<td>s5 7x7</td>
<td>s6 7x14</td>
</tr>
<tr>
<td>s7 10x8</td>
<td>s8 7x8</td>
<td>s9 7x6</td>
</tr>
<tr>
<td>s10 7x7</td>
<td>s11 7x9</td>
<td>s12 9x5</td>
</tr>
<tr>
<td>s13 7x9</td>
<td>s14 7x9</td>
<td>s15 11x7</td>
</tr>
<tr>
<td>s16 7x9</td>
<td>s17 8x7</td>
<td>s18 7x10</td>
</tr>
<tr>
<td>s19 7x11</td>
<td>s20 11x13</td>
<td>s21 11x11</td>
</tr>
<tr>
<td>s22 7x9</td>
<td>s23 7x9</td>
<td>s24 7x14</td>
</tr>
<tr>
<td>s25 7x7</td>
<td>s26 9x7</td>
<td>s27 9x9</td>
</tr>
<tr>
<td>s28 9x9</td>
<td>s29 9x9</td>
<td>s30 6x6</td>
</tr>
<tr>
<td>s31 9x9</td>
<td>s32 7x9</td>
<td>s33 10x10</td>
</tr>
<tr>
<td>s34 7x9</td>
<td>s35 10x10</td>
<td>s36 7x7</td>
</tr>
<tr>
<td>s37 11x15</td>
<td>s38 11x10</td>
<td>s39 10x10</td>
</tr>
<tr>
<td>s40 10x11</td>
<td>s41 10x10</td>
<td>s42 11x10</td>
</tr>
<tr>
<td>s43 11x10</td>
<td>s44 11x12</td>
<td>s45 9x12</td>
</tr>
<tr>
<td>s46 11x11</td>
<td>s47 7x14</td>
<td>s48 10x12</td>
</tr>
<tr>
<td>s49 7x6</td>
<td>s50 7x4</td>
<td>s51 4x4</td>
</tr>
<tr>
<td>s52 4x6</td>
<td>s53 7x3</td>
<td>s54 3x3</td>
</tr>
<tr>
<td>s55 7x11</td>
<td>s56 9x6</td>
<td>s57 7x9</td>
</tr>
<tr>
<td>s58 10x15</td>
<td>s59 7x12</td>
<td>s60 10x11</td>
</tr>
<tr>
<td>s61 7x4</td>
<td>s62 2x1</td>
<td>s63 2x2</td>
</tr>
</tbody>
</table>

Figure 5.10 Near optimum size of Tamil symbols.
experiments.

The nearly optimum dot matrix size OS for the Tamil symbols was computed to be 11x14. The character size is larger than the symbol size since certain characters like ஼ (K), ட (PU), ன (THŪ), ட (THI), etc., are obtained by appending symbols like *, ४, ५, ६ at the top, bottom and sides. From the symbol size, the character size has been computed as 15x18.

5.5.3 Analysis of Characters

Apart from the intrafeatures of symbols which appear separately, the following intersymbol (dependency) features must also be considered in determining the size. It was mentioned earlier that symbols are to be appended to generate certain characters. For example, the symbol ந is appended to the symbol ல (KA) to obtain the character நல (KI); the symbol ஓ is appended to ஔ (MU) to get the character ஔ (MŪ). It should be noted that the smallest distinguishable size of the symbol ந as a separate entity need not necessarily make the character ந distinguishable when appended with the symbol ல (KA). It may be necessary to consider a larger size for the symbol ந than the smallest size to make the appended character distinguishable. Thus, the nearly optimal size of symbols such as ந, ஓ, etc., are influenced by the symbols to which they get appended. Another dependency feature to be taken into consideration is the degree of confusion between the most similar
symbols. For example, symbols such as $\alpha$ and $\beta$, etc. This dependency is not taken into consideration in the size determination.

5.6 Discussion

The interactive method is best suited for the determination of the dot matrix size of the characters or symbols. The actual font design needs to be done after determining the size. In this respect the thinned and scaled characters from the automatic method could be used as the final pattern whereas the method involving manual coding is difficult and time consuming. The automatic method will give better results compared to the manual method because the characters taken for analysis are the printed characters. The automatic method is convenient and faster compared to the manual method.

The knowledge base which has the structure of the symbols enables the specialized thinning algorithm produce a better skeleton compared to existing generalized thinning algorithms which do not have any knowledge about the pattern being thinned. To thin the characters of other Indian languages, it is only necessary to create the corresponding knowledge base.
6. DETERMINATION OF SYMBOL SET

6.1 Introduction

Given a dot matrix of \( m \) rows and \( n \) columns, it is possible to design dot matrix characters of different fonts. Many 'typeface' fonts are available at present. Character styles make a great difference in legibility, particularly for Indian characters due to their complex graphemes. Also, a font design needs to be evaluated for its effectiveness and ergonomic properties before production or manufacturing. Therefore, various fonts, when made available, need to be evaluated to identify the most suitable character set. An iterative method of determining the most distinct set of dot matrix symbols for output systems such as printers, displays, etc., is described in this chapter. Shiau and Suen [1980] have studied various types of English fonts that are in commercial use.

Let \( S \) be the set of symbols of a language. There are a number of fonts, called models, in each symbol to be evaluated with respect to other symbols. The principle of font evaluation is based on the distances and information content of models. Seven different quantitative measurements are made for each model of a symbol with respect to models of other symbols or the entire corpus. These measurements were obtained from the average values of the following functions:
• identity
• hamming distance
• normalized identity
• self-information content
• entropy
• nearest neighbor distance.

Depending on the outcome of these measurements, the desirability of a model is declared. The method of evaluation is an iterative process of eliminating the least desirable models from the corpus until we obtain the most distinct set of models. The measurements and evaluation procedure are explained below. To test the method, the author has hand designed three different fonts for a set of Tamil symbols. They are shown in Figure 6.1. For illustration, the three fonts for two Tamil symbols \( \text{ச} \) (KA) and \( \text{த} \) (TA) are used. The results of the evaluation of these fonts are reported.

Let \( D(ij)_{mn} \) be the dot matrix of \( i^{th} \) model of \( j^{th} \) symbol in the corpus, \( S \). \( D(ij) \) consists of dots and blanks. Let,

\[
M(ij) = [m(ij)_{pq}] \quad 1 \leq p \leq m, \quad 1 \leq q \leq n
\]

\[
m(ij)_{pq} = \begin{cases} 1, & \text{if } D(ij)_{pq} \text{ is a dot} \\ 0, & \text{otherwise} \end{cases}
\]

\[
s(i) = \{M(ij) \mid 1 \leq j \leq c_i\}
\]

\[
S = \{s(i) \mid 1 \leq i \leq c_s\}
\]
Figure 6.1 Font set 1 for Tamil symbols.
Figure 6.1 Font set 1 for Tamil symbols (contd.).
Figure 6.1 Font set 1 for Tamil symbols (contd.).
Figure 6.1: Font set 3 for Tamil symbols (cont'd.)
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\[ s'(l) = S - \{ s(l) \} \]

\[ a = \sum_{i=1}^{|S|} c_i \]

\[ a' = a - c_i \]

where \( c_i \) and \( c_s \) are the cardinalities of \( s(l) \) and \( S \) respectively. Also, \( a \) is the number of models in the corpus and \( a' \) is the count of all symbols in the corpus except the models of the symbol \( s(l) \).

### 6.2 Notations and Definitions

The following notations and definitions are used in explaining the functions and the measurements.

**Notation 6.1: k-function**

It refers to any one of the functions listed earlier. The letter 'k' will be replaced by a symbol representing that function. For example, \( \alpha \)-function stands for the identity function.

**Notation 6.2: A-function**

The A-function, denoted as \( Ak(x) \), gives the average or magnified average of the \( k \)-function.
Notation 6.3: U-function

The U-function, denoted as $Uk(m)$, gives the least desirable model $M(iu)e s(i)$ when a given condition 'CU' is satisfied for the measurement of the $k$-function.

Definition 6.1: MIN-function

For a set of values, $X$, the $MIN$-function, $MIN(X)$ is defined as,

$$MIN(X) = y \mid y \in X \land \forall z \in X, \ y \leq z$$

Definition 6.2: E-function

Given an array, $u$ of models, the $E$-function is defined as follows:

$$E(u, m, n) = \begin{cases} M(i_e) & \text{if } n \text{ occurs } n \text{ times in } u, \ m \text{ is the size of } u \text{ and } n/2 \leq \text{occurrences} \leq m \\ 0 & \text{otherwise} \end{cases}$$

6.3 Functions and Measurements

6.3.1 Identity Function

The identity function, $a()$, is a measure of 'common dots (area)' shared between two models. It is defined as follows:

$$a(ij, kr) = \sum_{p=1}^{m} \sum_{q=1}^{n} m(ij)_{pq} \land m(kr)_{pq}$$
The larger value of $\alpha(i)$ indicates a larger degree of similarity between two models.

The average identity function, $A\alpha(i)$ of $M(ij)$ is computed as

$$A\alpha(ij,kr) = \frac{1}{\alpha} \sum_{k=1}^{\alpha} \sum_{r=1}^{\alpha} \alpha(ij,kr) \quad \text{where } k \neq i$$

A larger value of $A\alpha(ij)$ indicates that the average common area shared by $M(ij)$ with all the models of $s(i)$ is greater and hence less distinguishable. The $U$-function which yields the least desirable model, $M(iu) \in s(i)$ is given by

$$U\alpha(i) = M(iu) \quad A\alpha(ij) \leq A\alpha(iu), \quad \forall M(ij) \in s(i) \text{ and } M(ij) \neq M(iu)$$

The first row in Table 6.1 gives the values of $A\alpha$ for the three models of the symbol (KA). The least desirable model is KA(1) since it has the highest $A\alpha$ value.

### 6.3.2 Hamming Distance Function

The Hamming distance function $\beta(ij,kr)$ is given by the equation

$$\beta(ij,kr) = \sum_{\rho=1}^{m} \sum_{q=1}^{n} m(ij)_{pq} \oplus m(kr)_{pq}$$

The Hamming distance is the complement of identity function. The smaller the value of $\beta(ij,kr)$, the lesser the dissimilarity between the models $M(ij)$ and $M(kr)$ and hence less desirable.
Table 6.1. Seven measurements for KA

<table>
<thead>
<tr>
<th>$A_k$</th>
<th>KA(1)</th>
<th>KA(2)</th>
<th>KA(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_\alpha$</td>
<td>9.33</td>
<td>8.33</td>
<td>4.33</td>
</tr>
<tr>
<td>$A_\beta$</td>
<td>49.00</td>
<td>44.00</td>
<td>53.00</td>
</tr>
<tr>
<td>$A_\gamma$</td>
<td>1.66</td>
<td>1.74</td>
<td>1.10</td>
</tr>
<tr>
<td>$A_\zeta$</td>
<td>0.63</td>
<td>0.67</td>
<td>0.30</td>
</tr>
<tr>
<td>$A_\psi$</td>
<td>282.8</td>
<td>229.90</td>
<td>252.00</td>
</tr>
<tr>
<td>$A_\xi$</td>
<td>3.30</td>
<td>3.00</td>
<td>2.49</td>
</tr>
<tr>
<td>$A_\phi$</td>
<td>4.42</td>
<td>3.72</td>
<td>4.40</td>
</tr>
</tbody>
</table>
The average Hamming distance measurement $A\beta(i)$ of $M(ij)$ is calculated as

$$A\beta(ij) = \frac{1}{a} \sum_{k=1}^{a} \sum_{r=1}^{a} \beta(ij, kr) \quad \text{where} \quad k \neq i$$

The least dissimilar model $M(ij)\epsilon s(i)$ is given by the $U$-function as

$$U\beta(i) = M(iu) \quad | \quad A\beta(ij) \geq A\beta(iu), \forall M(ij)\epsilon s(i) \quad \text{and} \quad M(ij)\neq M(iu)$$

The second row of Table 6.1 gives the values of $A\beta$ for the three models of the symbol $\&$ (KA). The least desirable model is KA(2) since it has the least dissimilarity among the three models.

6.3.3 Normalized Identity Functions

The identity function, $\alpha()$ does not take into account the various degrees of misalignment and stroke width variation of the models. Two normalized functions, $\gamma$ and $\zeta$ are defined to take these variations into account. Let,

$$x(ij) = \sum_{p=1}^{m} \sum_{q=1}^{n} m(ij)_{pq}$$

$$\gamma(ij, kr) = \frac{a(ij, kr)}{[x(ij) + x(kr)]^{1/2}}$$

$$= \frac{2 \cdot a(ij, kr)}{x(ij) + x(kr)}$$
An 'a' times magnified average function $A_Y(ij)$ is computed as

$$A_Y(ij) = \frac{1}{a} \sum_{k=1}^{S} \sum_{r=1}^{x(k)} \gamma(ij, kr) \ a$$

$$= \sum_{k=1}^{S} \sum_{r=1}^{x(k)} \gamma(ij, kr)$$

$$= 2 \sum_{k=1}^{S} \sum_{r=1}^{x(k)} \frac{\alpha(ij, kr)}{x(ij) + x(kr)}$$

The function, $\zeta(ij, kr)$ and the corresponding magnified average function $A\zeta(ij)$ are as follows:

$$\zeta(ij, kr) = \left(\frac{\alpha(ij, kr)}{\sqrt{x(ij) \cdot x(kr)}}\right)^2$$

$$= \frac{\alpha(ij, kr)^2}{x(ij) \cdot x(kr)}$$

$$A\zeta(ij) = \frac{1}{a} \sum_{k=1}^{S} \sum_{r=1}^{x(k)} \zeta(ij, kr) \ a$$

$$= \sum_{k=1}^{S} \sum_{r=1}^{x(k)} \zeta(ij, kr)$$

$$= \sum_{k=1}^{S} \sum_{r=1}^{x(k)} \frac{\alpha(ij, kr)^2}{x(ij) \cdot x(kr)}$$

The larger value of $A_Y(ij)$ and $A\zeta(ij)$, indicates that the normalized common dots shared by the model $M(ij)_{S}(i)$ and all the models in the corpus are larger and hence
less desirable.

The $U$-functions for the $A_Y$ and $A_Z$ measurements are given by the following equations:

$$U_Y (i) = M(iu) \mid A_Y (i) \leq A_Y (iu)$$

$$U_Z (i) = M(iu) \mid A_Z (i) \leq A_Z (iu)$$

$$\forall M(ij) \in s(i) \text{ and } M(ij) \neq M(iu) \text{ where } M(iu) \in s(i).$$

The third and fourth rows of Table 6.1 give the $A_Y$ and $A_Z$ values for the three models of $\delta$ (KA). The least desirable model is KA(2) since it has the largest $A_Y$ and $A_Z$ (normalized common area) among the three models.

6.3.4 Self-information and Entropy

The self-information of an element $d_{pq}$ of the dot matrix, $D$ is given by

$$\Psi (d_{pq}) = -\log_2 P_{pq}$$

where $P_{pq}$ is the probability of the $pq^{th}$ element being a 'dot' for all the models under consideration. The probability is computed as follows:

$$P(pq) = \frac{y(pq)}{b}$$

where

$$y(pq) = \sum_{i=1}^{[S]} \sum_{j=1}^{[K]} m(ij)_{pq}$$


\[ b = \sum_{p=1}^{m} \sum_{q=1}^{n} \gamma(pq) \]

The self-information, \( \psi(ij) \) of a model \( M(ij) \in S(i) \) is given by

\[ \psi(ij) = \sum_{p=1}^{m} \sum_{q=1}^{n} \Psi(d_{pq}) m(ij)_{pq} \]

The entropy is the mean of the self-information content of a model. For the model \( M(ij) \), it is defined as

\[ \xi(ij) = \sum_{p=1}^{m} \sum_{q=1}^{n} P_{pq} \Psi(d_{pq}) m(ij)_{pq} \]

Since \( P_{pq} \) may be zero, \( \xi(ij) \) could be indeterminate and so when \( P_{pq} = 0 \), \( \xi(ij) = 0 \). The self-information of an element increases as its uncertainty grows. Therefore, the entropy may be regarded as a measure of uncertainty. The entropy vanishes iff there is complete certainty. Thus, the smaller the value of \( \psi() \) or \( \xi() \), the better the model is. The \( A \)-functions for \( \psi() \) and \( \xi() \) are given below:

\[ A\psi(ij) = \psi(ij) \]
\[ A\xi(ij) = \xi(ij) \]

The corresponding \( U \)-functions are as follows:

\[ U\psi(i) = M(iu) \quad | \quad A\psi(ij) \leq A\psi(iu) \]
\[ U\xi(i) = M(iu) \quad | \quad A\xi(ij) \leq A\xi(iu) \]
\[ \forall M(ij) \in s(I) \text{ and } M(ij) \neq M(iu). \]

The least desirable model among the three \( \mathfrak{g} \) (KA), from Table 6.1, is KA(1), since it has the highest \( A\psi() \) and \( A\zeta() \) values.

### 6.3.5 Nearest-neighbor Distance

The 'nearest cell distance', \( \sigma(ij,kr)_{pq} \) of cell \( d_{pq} \) corresponding to \( M(ij) \) with respect to the model \( M(kr) \) is defined as follows:

\[
\sigma(ij,kr)_{pq} = \begin{cases} 
M(||(i-p)^2+(j-p)^2||) & \\
0, & \text{if } m(i)_{pq} = 0
\end{cases}
\]

such that \( m(kr)_{st} \neq 0 \) and \( m(ij)_{pq} \neq 0 \), for \( 1 \leq s \leq m, 1 \leq t \leq n \).

A larger value of \( \sigma(ij,kr) \) indicates a larger 'distance' between cell \( m(ij)_{pq} \) and the 'nearest cell' occupied by the model \( M(kr) \). For any pair of models \( M(ij) \) and \( M(kr) \), nearest-neighbor distance, \( \phi(ij,kr) \) is defined as follows:

\[
\phi(ij,kr) = \frac{1}{x(ij)} \sum_{p=1}^{m} \sum_{q=1}^{n} \sqrt{\sigma(ij,kr)_{pq}} + \frac{1}{x(kr)} \sum_{p=1}^{m} \sum_{q=1}^{n} \sqrt{\sigma(kr,ij)_{pq}}
\]

In general, it is true that \( \phi(ij,kr) \neq \phi(kr,ij) \). A larger value of \( \phi(ij,kr) \) indicates that the pair \( M(ij) \) and \( M(kr) \) is more distinct. The A-function and U-function are:

\[
U\phi(I) = M(iu) \quad \text{and} \quad A\phi(ij) \geq A\phi(iu)
\]

\[ \forall M(ij) \in s(I) \text{ and } M(ij) \neq M(iu) \]
\[ A \Phi(ij) = \frac{1}{a^i} \sum_{k=1}^{[S]} \sum_{r=1}^{[T]} \phi(ij, kr) \quad \text{where} \ k \neq i \]

Thus, the model having the smallest value of \( A \Phi() \) is the least desirable. For instance, the values in the last row of Table 6.1 indicate that \( KA(2) \) is the least desirable model among \( S \) (KA).

### 6.4 Elimination Algorithm

The elimination process is iterative. In each stage of the iteration, all seven measurements were computed and compared among different models of the same symbol. Those models rated as "undesirable" were successively eliminated by 100%, 87.5%, 75% and 62.5% elimination rules (Shiau and Suen [1980]). The elimination algorithm is given below. When the elimination algorithm as applied to the six models of \( S \) (KA) and \( L \) (TA), the models \( KA(2) \) and \( TA(1) \) were eliminated in one iteration, \( KA(1) \) in the next iteration and \( TA(3) \) in the final iteration. The most distinct models obtained after successive elimination are \( KA(3) \) and \( TA(2) \) (refer Table 6.2).

#### Algorithm 6.1: Elimination Algorithm

```plaintext
procedure elimination_algorithm;
begin
    no_of_measurements := 7;
    m, n := no_of_measurements;
```
Table 6.2. Results of Elimination of KA and TA

*******************************************************************************

Iteration #1  100.0 percent Elimination Rule

Eliminated Models: none

*******************************************************************************

Iteration #2  87.5 percent Elimination Rule

The Measurements are as follows:

<table>
<thead>
<tr>
<th>$A_k$</th>
<th>KA(1)</th>
<th>KA(2)</th>
<th>KA(3)</th>
<th>TA(1)</th>
<th>TA(2)</th>
<th>TA(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A \alpha$</td>
<td>9.33</td>
<td>8.33</td>
<td>4.33</td>
<td>6.33</td>
<td>7.00</td>
<td>8.67</td>
</tr>
<tr>
<td>$A \beta$</td>
<td>49.00</td>
<td>44.00</td>
<td>53.00</td>
<td>48.00</td>
<td>44.67</td>
<td>53.33</td>
</tr>
<tr>
<td>$A \gamma$</td>
<td>1.66</td>
<td>1.74</td>
<td>1.10</td>
<td>2.23</td>
<td>2.23</td>
<td>2.05</td>
</tr>
<tr>
<td>$A \zeta$</td>
<td>0.63</td>
<td>0.67</td>
<td>0.30</td>
<td>1.48</td>
<td>1.43</td>
<td>1.11</td>
</tr>
<tr>
<td>$A \psi$</td>
<td>282.86</td>
<td>229.87</td>
<td>251.99</td>
<td>128.14</td>
<td>114.58</td>
<td>201.67</td>
</tr>
<tr>
<td>$A \xi$</td>
<td>3.30</td>
<td>3.00</td>
<td>2.49</td>
<td>2.34</td>
<td>2.23</td>
<td>2.84</td>
</tr>
<tr>
<td>$A \phi$</td>
<td>4.42</td>
<td>3.72</td>
<td>4.40</td>
<td>4.38</td>
<td>4.51</td>
<td>3.71</td>
</tr>
</tbody>
</table>

*******************************************************************************

Eliminated Models: KA(2) TA(1)

*******************************************************************************
Table 6.2. Results of Elimination of KA and TA (contd.)

Iteration #3 87.5 percent Elimination Rule

The Measurements are as follows:

<table>
<thead>
<tr>
<th>$Ak$</th>
<th>KA(1)</th>
<th>KA(3)</th>
<th>TA(2)</th>
<th>TA(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A\alpha$</td>
<td>10.00</td>
<td>4.50</td>
<td>6.50</td>
<td>8.00</td>
</tr>
<tr>
<td>$A\beta$</td>
<td>49.00</td>
<td>54.00</td>
<td>47.00</td>
<td>56.00</td>
</tr>
<tr>
<td>$A\gamma$</td>
<td>0.88</td>
<td>0.59</td>
<td>1.04</td>
<td>1.05</td>
</tr>
<tr>
<td>$A\zeta$</td>
<td>0.27</td>
<td>0.13</td>
<td>0.52</td>
<td>0.51</td>
</tr>
<tr>
<td>$A\psi$</td>
<td>276.81</td>
<td>243.47</td>
<td>117.38</td>
<td>198.91</td>
</tr>
<tr>
<td>$A\xi$</td>
<td>3.43</td>
<td>2.72</td>
<td>2.10</td>
<td>2.85</td>
</tr>
<tr>
<td>$A\phi$</td>
<td>7.25</td>
<td>7.27</td>
<td>7.68</td>
<td>6.41</td>
</tr>
</tbody>
</table>

Eliminated Models: KA(1)
Table 6.2. Results of Elimination of KA and TA (contd.)

Iteration #4  87.5 percent Elimination Rule

Eliminated Models: none

 Iteration #5  75.0 percent Elimination Rule

The Measurements are as Follows:

<table>
<thead>
<tr>
<th>Ak</th>
<th>KA(3)</th>
<th>TA(2)</th>
<th>TA(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{xx}$</td>
<td>4.50</td>
<td>4.00</td>
<td>5.00</td>
</tr>
<tr>
<td>$A_{yy}$</td>
<td>54.00</td>
<td>49.00</td>
<td>59.00</td>
</tr>
<tr>
<td>$A_{zz}$</td>
<td>0.29</td>
<td>0.76</td>
<td>0.76</td>
</tr>
<tr>
<td>$A_{s}$</td>
<td>0.04</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>$A_{q}$</td>
<td>231.84</td>
<td>110.76</td>
<td>187.47</td>
</tr>
<tr>
<td>$A_{r}$</td>
<td>3.12</td>
<td>2.44</td>
<td>3.36</td>
</tr>
<tr>
<td>$A_{t}$</td>
<td>7.51</td>
<td>12.46</td>
<td>9.73</td>
</tr>
</tbody>
</table>

Eliminated Models: TA(3)

Optimal Models are: KA(3) TA(2)
corpus := \{ M(ij) \mid M(ij) \in S(l), 1 \leq |S(l)|, 1 \leq |S| \};
if m \mod 2 = 0 then
    limit := m \div 2 - 1
else
    limit := m \div 2;
for 0 to limit do
    begin
    if \( \forall s(i) \in S, |s(i)| = 1 \) then
        exit;
    e_list := \{ \varnothing \};
    eliminate_models;
    n := n-1
    end
end elimination_algorithm;

procedure eliminate_models;
begin
for ever do
    begin
    \( \forall s(i) \in S \text{ and } |s(i)| > 1 \) begin
    for k := 1 to no_of_measurements do
        begin
            \( \forall M(ij) \in S(l) \) do
                begin
                    compute \( k(ij,rs) \);
                    compute \( Ak(ij) \);
                end
            u(k) := U(k,l);
        end;
    if \( E(u,r) \neq 0 \) then
        begin
            e_list := e_list \cup \{ E(u,n,m) \};
        end;
    if e_list = \{ \varnothing \} then
        exit
    else
        corpus := corpus - e_list;
    end;
end eliminate_models;
Theorem 6.1: The elimination algorithm has a time complexity of $\mathcal{O}(mn(k+1)(2a-k))$
where $k$ is the number of distinct symbols in the corpus.

Proof: In the worst case, let us assume, the algorithm eliminates one model at a time.
To compute a $k$-function, the summation operation is executed $mn$ times. At each iteration, the summation for $A_k$-function is executed as many times as there are number of models in the corpus. Since at each iteration one model is eliminated, it will reduce by one for every iteration starting from $a$ until $k$. There are seven $A_k$-functions to compute at each iteration. Therefore, the number of times the operations in a $k$-function will be executed is:

$$= 7mn\{a + (a-1) + (a-2) ... (a-k)\}$$

$$= 7mn\{a(k+1) - \frac{k(k+1)}{2}\}$$

$$= \frac{7}{2} mn(k+1)(2a-k)$$

Ignoring the constant terms gives a time complexity of $\mathcal{O}(mn(k+1)(2a-k))$.

Theorem 6.2: The elimination algorithm has a space complexity of $\mathcal{O}(amn)$.

Proof: The space required to store a model is of the order of $mn$. There are a
models in the corpus. Therefore, the total space required for a model is of the order of \( amn \). Also the space required to store the \( Ak \) and \( Uk \) functions is of the order of \( 7.a \) for each. This space is considerably smaller than the space required for the model and hence, let us ignore it. Therefore, the space complexity is \( \mathcal{O}(amn) \).

The symbols in Figure 6.1 have been evaluated using the above method. Figure 6.2 shows the most distinct set of dot matrix symbols produced by the elimination algorithm.

6.5 Conclusion

Dot matrix character styles need to be evaluated for its effectiveness, legibility and ergonomic properties. In this chapter an iterative method of determining the most distinct character set, among various dot matrix character types, is described. The method is based on the distances and information content of the dot matrix characters. The examination of the seven quantitative measurements revealed that the 'desirability' of models indicated by any two measurements was not always identical. The method described is not limited to Tamil characters. It could be used to evaluate dot matrix characters of any language.
Figure 6.2 Distinct set of Tamil symbols.
7. MULTILINGUAL KEYBOARD DESIGN
AND CHARACTER GENERATION

7.1 Multilingual Keyboard Design

For most applications data entry is, and will be for the foreseeable future, through a keyboard. This is the most successful, reliable and cost effective way of entering information at this time. However, existing mechanical typewriters, peculiar to each of the Indian languages, cannot be converted into man-computer communication terminals which meet our design goals. The design of a multilingual keyboard suitable for entering text in one or more languages is described.

Let,

\[ K \quad : \text{Number of key-positions in a keyboard} \]

\[ N_i \quad : \text{Number of characters in language } i \]

\[ T \quad : \text{Total number of languages to be supported} \]

\[ \Psi \quad : \text{Number of language independent characters such as } \%, *, \text{ etc.} \]

During keyboard design, we may encounter the following cases:

Case 1: \( (\Psi + N_i) \leq K \) for any \( i, \ 1 \leq i \leq T \)

Case 2: \( (\Psi + N_i) > K \) for any \( i, \ 1 \leq i \leq T \)

Case 3: \( (\Psi + M) \leq K \) where \( M = N_1 + \ldots + N_j \)
In Case 1, a sufficient number of key-positions are available on the keyboard so that one character in a language can be assigned to one key-position. Such is the case with the existing English keyboards.

However, in Case 2, a language has more characters than key-positions. In this case, it is not possible to assign one character to one key-position. Such is the case with Indian languages, Chinese and many other languages of the world. In order to design a keyboard to support these languages it is necessary to use the principle of symbolization described in Chapter 1.

In Case 3, the union of the characters of two or more languages are assigned to the K key-positions. This is possible if the set of languages have a small number of characters or the union of the symbols of the set of languages are less than or equal to K.

7.1.1 Symbolization

In symbolization, we analyze the graphemes of the characters set as well as the linguistic characteristics of the language. By graphemes, we mean the shape of the characters. Symbolization gives us a set of symbols of the language under analysis.

Let,
\[ c_{ij} \] be the \( j \)th character in the \( i \)th language
\[ s_i \] be the set of symbols obtained through symbolization for the \( i \)th language

An important characteristic of the symbols of a language is that there exists a mapping

\[ \text{construct}_i \]
\[ f_i : c_{ij} \rightarrow s_i \quad \text{for}\ 1 \leq j \leq N_i, \ \text{and}\ 1 \leq i \leq T \]

Let, \( \{s_{i1}, s_{i2}, \ldots, s_{in}\} \) be the set of symbols constituting \( c_{ij} \). Given the sequence of symbols \( \{s_{i1}, s_{i2}, \ldots, s_{in}\} \), the \text{construct}_i will identify it as \( r_{ij} \) as well as generate it for display or printing.

The following are the constraints on the symbolization:

1. \( (\Psi + s_i) \leq K \)
2. \[ c_{ij} \rightarrow s_i \] should exist for \( 1 \leq j \leq N_i \)
3. \( s_i \) should be optimal in terms of computing time, storage requirement and complexity.

**Definition 7.1: g-symbols**

If the members of \( s_i \) correspond to (partial) graphemes of the characters of a
language, then they are called $g$-symbols.

**Definition 7.2: p-symbols**

If the members of $s_1$ are based on the phonetic characteristics of a language, then they are called $p$-symbols.

$g$-symbols are used in the existing keyboards. The characters of Tamil and Malayalam languages were analyzed to obtain the $g$-symbols. Figures 7.1 and 7.2 give the sets of $g$-symbols devised for the Tamil and Malayalam characters respectively.

The analysis of the characters of ten different Indian languages has resulted in a set of new symbols called $p$-symbols, based on the phonetic characteristics of Indian languages. Figures 7.3a and 7.3b show the $p$-symbols of Tamil and Malayalam characters respectively. Only the transliteration into Roman script (according to the Library of Congress Cataloging Bulletin) is shown in the figures for readability. Notice that the number of key-positions required to design the $p$-symbol keyboard for Tamil or Malayalam is less than the 52 $g$-symbol key-positions needed for the English language. Also observe that there are a number of $p$-symbols common between Tamil and Malayalam.

It has also been found that the cardinality of the union of the $p$-symbols of the
Figure 7.1 Set of g-symbols for Tamil characters.
Figure 7.2 Set of $g$-symbols for Malayalam characters.
(a) Set of $p$-symbols for Tamil characters.

(b) Set of $p$-symbols for Malayalam characters.

Figure 7.3 Set of $p$-symbols of Tamil and Malayalam.
ten Indian languages is not a large number like in Case (3) above. Because of the common phonetic characteristics of the Indian languages, there are several common $p$-symbols between these languages. This makes it possible to design a keyboard containing all the $p$-symbols of the ten languages. Figure 7.4 gives a set of $p$-symbols covering the character sets of ten Indian languages.

7.1.2 Assignment of Symbols

The next important step is the assignments of the symbols of $s_i$ to the key-positions. That is, finding the mapping: $f_k: s_i \rightarrow K$. We could use the $n$-gram frequencies of the symbols, the characters and frequently occurring words in the language to arrive at $f_k$. These frequencies may vary from one language to another. The frequency could be approximated as the average over all languages. A simple expression for estimating the frequency of a $p$-symbol is given below.

Let,

$\beta_{ki}$ : the character frequency of $i^{th}$ character in $k^{th}$ language where $1 \leq i \leq N_i$ and $1 \leq k \leq T$

$P$ : the set of $p$-symbols

$|P|$ : cardinality of $P$

$s_j$ : $j^{th}$ symbol in $P$

$\omega_{kj}$ : the frequency of $j^{th}$ symbol in $k^{th}$ language
Figure 7.4 Set of ρ-symbols of ten Indian languages.
\( \Omega_j \) : the average frequency of \( j^{th} \) symbol over \( T \) languages

Then,

\[
\omega_{kj} = \frac{|\mathcal{W}_j|}{\sum_{k=1}^T m_j \beta_{kj}}
\]

\[
\Omega_j = \frac{1}{T} \sum_{k=1}^T \omega_{kj}
\]

where \( m_j \) is the number of times the \( s_{kj} \) occurs in the character \( c_{kj} \).

As an illustration consider the Tamil characters. The frequencies of these characters obtained from a sample of approximately 24,000 characters taken from modern prose are given in Table 7.1. For example, the frequency of the \( p \)-symbol \( U \) is obtained by summing the values in column 5 and that of the \( p \)-symbol \( C \) is obtained by summing the values in row 4.

The above expression for \( \Omega_j \) is based on the assumption that the probability of occurrence of a text of a particular language is the same as that of the other. But this may not be true. Depending on the region where the terminal is used, the probability will differ. For example, a terminal in Tamil Nadu is likely to handle more Tamil text than text of any other language. Taking this into account, the expression could be modified as:
Table 7.1 Frequencies of Tamil Characters.

<table>
<thead>
<tr>
<th>Tamil Letters</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1053</td>
</tr>
<tr>
<td>Ā</td>
<td>154</td>
</tr>
<tr>
<td>Ī</td>
<td>16</td>
</tr>
<tr>
<td>U</td>
<td>386</td>
</tr>
<tr>
<td>Ū</td>
<td>101</td>
</tr>
<tr>
<td>E</td>
<td>434</td>
</tr>
<tr>
<td>Ė</td>
<td>17</td>
</tr>
<tr>
<td>Aī</td>
<td>201</td>
</tr>
<tr>
<td>O</td>
<td>100</td>
</tr>
<tr>
<td>Īō</td>
<td>001</td>
</tr>
<tr>
<td>AU</td>
<td>001</td>
</tr>
<tr>
<td>AK</td>
<td>010</td>
</tr>
<tr>
<td>Šhri</td>
<td>010</td>
</tr>
<tr>
<td>K</td>
<td>217</td>
</tr>
<tr>
<td>Ñ</td>
<td>003</td>
</tr>
<tr>
<td>CÑ</td>
<td>198</td>
</tr>
<tr>
<td>T</td>
<td>012</td>
</tr>
<tr>
<td>Ť</td>
<td>286</td>
</tr>
<tr>
<td>Ů</td>
<td>097</td>
</tr>
<tr>
<td>N</td>
<td>659</td>
</tr>
<tr>
<td>Ň</td>
<td>204</td>
</tr>
<tr>
<td>P</td>
<td>493</td>
</tr>
<tr>
<td>M</td>
<td>248</td>
</tr>
<tr>
<td>Y</td>
<td>426</td>
</tr>
<tr>
<td>R</td>
<td>326</td>
</tr>
<tr>
<td>L</td>
<td>217</td>
</tr>
<tr>
<td>V</td>
<td>610</td>
</tr>
<tr>
<td>Z</td>
<td>055</td>
</tr>
<tr>
<td>L</td>
<td>095</td>
</tr>
<tr>
<td>R</td>
<td>203</td>
</tr>
<tr>
<td>Š</td>
<td>258</td>
</tr>
<tr>
<td>J</td>
<td>034</td>
</tr>
<tr>
<td>SH</td>
<td>020</td>
</tr>
<tr>
<td>S</td>
<td>002</td>
</tr>
<tr>
<td>H</td>
<td>011</td>
</tr>
<tr>
<td>KS</td>
<td>000</td>
</tr>
</tbody>
</table>
\[ \omega_j = \sum_{k=1}^{T} p_k \omega_k \]

where \( p_k \) is the probability of occurrence of text of language \( k \). But this will result in non-uniformity of keyboard layout from region to region, and is not desirable from the point of view of manufacturing, portability, etc.

### 7.1.3 g-symbol and p-symbol Keyboards

Figures 7.5 and 7.6 give g-symbol keyboards for Tamil, and English respectively. The p-symbol keyboards for Tamil and Malayalam are shown in Figures 7.7 and 7.8. The keyboards shown in Figures 7.7 and 7.8 are based on the set of p-symbols shown in Figure 7.3. In these keyboards, some key positions will remain unused since there are more key positions than the p-symbols in each language.

The Tamil g-symbol keyboard is based on the modern (newer or modified) character set. Hence, it is not possible to type some of the characters in the older scheme such as \( \text{ carattere} \) (RA), \( \text{ karakter} \) (NA), \( \text{ karakter} \) (NAI), \( \text{ karakter} \) (NAI), \( \text{ karakter} \) (LAI), and \( \text{ karakter} \) (LAI) using this keyboard.

The symbols have been assigned to the key positions according to their frequencies such that the highest load is assigned to the middle finger, then to ring finger, index finger and the least to the small finger. It is assumed that middle finger is the strongest and the small finger is the weakest. It is also assumed that the right
Figure 7.6 Multilingual g-symbol keyboard for English.
Figure 7.7 Multilingual p-symbol keyboard for Tamil.
Figure 7.8  Multilingual p-symbol keyboard for Malayalam.
hand fingers are stronger than the corresponding left hand fingers. Symbols were
distributed first to the row where the fingers are normally kept, then to the row below
and then to the row above with the assumption that it is easier to move the fingers
down than up.

The $g$ and $p$-symbol frequencies for Tamil have been computed from the
character frequencies shown in Table 7.1. The $p$-symbol frequencies for Malayalam
have been computed by collecting the characters from modern Malayalam text books.
They are listed in Figure 7.9. These frequencies have been used in assigning the
symbols to key positions.

In the Tamil $g$-symbol keyboard, in order to easily remember the symbols on
the keys, related symbols (for example, Ꝋ (E) and Ꝋ (E), Ꝋ (NA) and Ꝋ (NU), etc.)
have been assigned to the lower and upper positions of the same key as much as
possible. This has affected the placement of some of the higher frequency symbols
such as Ꝋ (TU), Ꝋ (RU), Ꝋ (KU), Ꝋ (TU) and Ꝋ (RU) which may result in some loss
of efficiency. However, the advantages of easy to remember and (hence) fast learning
should more than offset the decrease in efficiency.

In a similar manner, a keyboard can be designed for the $p$-symbols shown in
Figure 7.4 (Krishnamoorthy [1981]). It could be used to enter texts of ten different
Indian languages without changing the key-top display. In this keyboard some of the
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Frequency</th>
<th>Symbol</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1061</td>
<td>t</td>
<td>179</td>
</tr>
<tr>
<td>A</td>
<td>324</td>
<td>th</td>
<td>11</td>
</tr>
<tr>
<td>I</td>
<td>406</td>
<td>dh</td>
<td>11</td>
</tr>
<tr>
<td>T</td>
<td>41</td>
<td>n</td>
<td>4</td>
</tr>
<tr>
<td>U</td>
<td>383</td>
<td>t</td>
<td>103</td>
</tr>
<tr>
<td>U</td>
<td>61</td>
<td>th</td>
<td>381</td>
</tr>
<tr>
<td>R</td>
<td>17</td>
<td>t</td>
<td>20</td>
</tr>
<tr>
<td>R</td>
<td>0</td>
<td>d</td>
<td>30</td>
</tr>
<tr>
<td>L</td>
<td>0</td>
<td>dh</td>
<td>17</td>
</tr>
<tr>
<td>E</td>
<td>106</td>
<td>n</td>
<td>411</td>
</tr>
<tr>
<td>E</td>
<td>47</td>
<td>p</td>
<td>198</td>
</tr>
<tr>
<td>Ai</td>
<td>14</td>
<td>ph</td>
<td>9</td>
</tr>
<tr>
<td>O</td>
<td>50</td>
<td>b</td>
<td>19</td>
</tr>
<tr>
<td>O</td>
<td>59</td>
<td>bh</td>
<td>31</td>
</tr>
<tr>
<td>AU</td>
<td>12</td>
<td>m</td>
<td>203</td>
</tr>
<tr>
<td>AM</td>
<td>267</td>
<td>y</td>
<td>159</td>
</tr>
<tr>
<td>AK</td>
<td>0</td>
<td>r</td>
<td>176</td>
</tr>
<tr>
<td>K</td>
<td>364</td>
<td>l</td>
<td>142</td>
</tr>
<tr>
<td>KH</td>
<td>12</td>
<td>v</td>
<td>180</td>
</tr>
<tr>
<td>G</td>
<td>35</td>
<td>s'</td>
<td>44</td>
</tr>
<tr>
<td>GH</td>
<td>10</td>
<td>s</td>
<td>51</td>
</tr>
<tr>
<td>Ň</td>
<td>0</td>
<td>h</td>
<td>71</td>
</tr>
<tr>
<td>C</td>
<td>110</td>
<td>l</td>
<td>19</td>
</tr>
<tr>
<td>CH</td>
<td>4</td>
<td>z</td>
<td>99</td>
</tr>
<tr>
<td>J</td>
<td>27</td>
<td>r</td>
<td>68</td>
</tr>
<tr>
<td>JH</td>
<td>4</td>
<td></td>
<td>157</td>
</tr>
<tr>
<td>Ň</td>
<td>31</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.9 Frequencies of Malayalam $p$-symbols.
key positions will remain unused for a particular language. An optimal placement of the symbols for this keyboard will be very difficult since what is optimal for one language may not be optimal for another language because the frequencies of the same symbol are likely to differ between languages; in addition, the p-symbol frequencies for ten different languages are not available.

Notice that there is a separate key-position for language selection code specification. Whenever text of a different language has to be entered, type language selection code key followed by the language number and then type the text of that language. To type English text, type the language selection key followed by the language code for English and then the English text like in conventional keyboard.

Since the same keyboard unit is used to enter multilingual text, it is necessary to display on the key-top the appropriate symbols of the language it currently handles. Methods such as template replacement and display panel could be used for this purpose. The former method is practical and cost effective whereas keyboards with display panel are not yet available in the market because of the need for new chips and economical considerations.

The English language keyboards in use today are not well designed for the operator's convenience and attempts are being made to produce better keyboard designs (Montgomery [1982]). The keyboard suggested by Montgomery for example,
would allow an operator to type the most common English words with *wiping motions*. The layout for the Indian language keyboards do not take into account the principles discussed in Montgomery. Mechanical typewriters based on *g-symbol keyboards are available for Indian languages. Computer terminals based on *p-symbol keyboards are being built and sold for a limited number of Indian languages in India. These terminals handle English in addition to Indian languages.

A unilingual keyboard based on the phonetic properties of Hindi and Telugu languages was proposed by Narasimham, Prasada and Rajaraman [1971], and Laturkar and Sinha [1978]. Their proposals differ from the approach outlined in this thesis in the following ways.

- In their input, it is necessary for the keyboard operator to indicate explicitly which of the elements of the *p-symbol sets are to be grouped to form composite characters.
- The keys are laid in a non-standard "V" shape.
- There are 62 keys in a single shift, which makes touch typing difficult.
- There are diacritical marks on the keyboard which implies that their design is based on a combination of *g*-symbols and *p*-symbols.

The *g-symbol keyboard proposed in this thesis closely resembles the existing mechanical typewriter keyboard for Tamil. Hence, the existing typists could easily use this keyboard without extensive training. However, it has the following differences.
The character க (NU) is obtained by one key stroke whereas mechanical typewriters need two key strokes. The character ப (HA) is provided as a separate character whereas in mechanical keyboard it is obtained by concatenating the two characters இ (U) and இ (RA). Similarly, the characters ஃ (SHA), ஃ (SA) are provided as separate characters. In the mechanical keyboard, they are obtained by using the characters ஆ (KUU), இ (U) and the symbol ண. Such usage in the electronic keyboard will be confusing while generating characters. The character ஫ (GNU) is provided, thus getting the complete Tamil character set. This character is not present in the mechanical typewriter. It is also not used by the printers. Unlike mechanical keyboard, there is no dead key in the proposed keyboard. With the proposed keyboard certain characters like ஝ (KI) can be typed in the natural order of writing like ஝ followed by ழ whereas it is typed in the mechanical keyboard as ழ followed by ஝ using the dead key containing the symbol ண.

The p-symbol keyboard proposed in this thesis has the advantage that it could be configured to be language specific or for a set of languages. We can collate the text in alphabetical order for any language. The proposed keyboard can also be used to enter non-Indian texts such as English, French, German, Sinhalese and other European and non-Roman languages. The keyboards proposed in this thesis have the advantage that we could have g-symbols on the keyboard and use p-code for internal representation as shown in Chapter 8. The p-code gives the text in collating sequence on sorting; also, with p-code we could easily transliterate texts from one
Indian language to another.

There is still room for improvements in the design of the proposed keyboards. The number of keys could be reduced by associating the special symbols such as + - * % & ' " etc., only with the English version of the keyboard. However, this will require language change for special characters and a little bit extra typing. In the placement of symbols only 1-gram frequency has been taken into consideration. The placement of symbols, in particular for p-symbols, on the keys could be further refined by considering word frequencies and n-gram frequencies. Character frequencies have yet to be obtained for several Indian languages and used successfully in the keyboard design.

7.1.4 Comparison of g-symbol and p-symbol Keyboards

- In the g-symbol keyboard there will be immediate feedback (echo) for each key depression whereas in a p-symbol keyboard, the character will appear only after typing the complete p-symbols of a character.
- A key-top symbol display is needed for the g-symbol keyboard, whereas it may be eliminated with the p-symbol keyboards using the union of p-symbols of Indian languages like in Figure 7.9.
- With the p-symbol keyboard, the operator has to learn, in addition to the graphemes, the p-symbols and the structure of the script.
- The keyboards can be compared on the basis of the average number
of key depressions required per character. This could be computed by using the following expression:

\[ \mu = \sum_{i=1}^{N} p_i d_i \]

where \( p_i \) is the probability of occurrence of character \( i \), \( d_i \) is the number of key depressions required for character \( i \). \( d_i \) will be different for g-symbol and p-symbol keyboards. Using the character frequency in Table 7.1, the average number of key depressions required using the g-symbol keyboard was found to be 1.56, and that for p-symbol keyboard 1.63. This shows that both keyboards are almost equally efficient.

- Internal machine coding (refer Chapter 8) based on the p-symbol gives the text in collating sequence on sorting, whereas g-symbol based coding may not.

### 7.2 Multilingual Text Generation System

A major task in the design of a multilingual output device is the development of a scheme for displaying, printing or plotting the multilingual texts that have graphically different scripts. The text entered from the keyboard must be echoed. As well as, output from the computer needs to be either printed or displayed in the selected language. To display (or print) the information entered, the key code must
be interpreted to generate the required characters. To display (print) the information from the computer, the internal code must be decoded. The following definitions are used in this section.

**Definition 7.3: Context Dependent Language**

A language, from text generation point of view, is said to be context dependent, if any character the language takes different graphemes depending on the preceding or succeeding character.

**Definition 7.4: Context Dependent Text Generator**

The text generator for a context dependent language is called a context dependent text generator.

### 7.2.1 Issues in Text Generation

Before going into the techniques of generation, we must note important differences between generating characters in Indian languages and in English. On the English keyboard, each symbol on the key is a complete character (alphabet, digit or special characters). Hence, the character could be displayed without the need to keep track of the preceding or succeeding characters keyed in. The generation of English characters is trivial with the present technology due to its small number of simple characters.
Such is not the case for Indian characters, Chinese characters, etc. There are many characters in each Indian language ranging from 247 in Tamil to over 2000 in Telugu. The characters are larger in size than English and are more complex in shape. The characters also vary in both height and width. The symbols in a character do not always appear side by side without touching as in English. Some symbols appear one below the other, with or without touching. In some cases the same g-symbol touches other symbols at different places; the physical distance necessary to move back to append a g-symbol, in certain cases, depends on the preceding g-symbol. Above all character generation is context dependent in certain languages like Malayalam.

7.2.2 Unified Approach

The output device of a multilingual terminal need not be restricted to one type. In other words many types of output devices such as dot matrix printer, display device, plotter, etc., could be used. Therefore, a multilingual text generator should be as device independent as possible in order to be portable between different types of devices. The analysis of the scripts of major world languages, has revealed that it is possible to develop a unified approach for multilingual text generation as a hierarchical system of software on a microcomputer that could perform (a) switching between scripts, (b) parsing the code for the input text, (c) character generation including context dependencies, (d) intercharacter spacing and (e) interline spacing. The text
generator could consist of (1) a set of device dependent primitives, (2) symbol
generator, (3) character generator, (4) text generator and (5) input decoder.

For Indian languages, a unified multilingual text generator based on the
$p$-symbol coding could be constructed. The $p$-symbols of an Indian language can be
grouped as follows:

1. set of vowels, $V = \{v_1, v_2, \ldots, v_n\}$
2. set of consonants, $C = \{c_1, c_2, \ldots, c_m\}$
3. set of special symbols, $S = \{s_1, s_2, \ldots, s_q\}$
4. set of $p$-symbols, $P = V \cup C \cup S$

A vowel, $v$ can combine with one or more consonants and make a composite
character. Such a consonant-vowel sequence for a character could be represented
as

$$K = c_1c_2\ldots c_m v$$

It is possible that in certain languages like Tamil a member of $P$ can appear as a
separate character also. Only one vowel need to be present in any given composite
character.

A state machine could be constructed to generate texts of a language from
$p$-symbol code of that language.

**Theorem 7.1:** Given that the longest sequence of consonant-vowel for a character
in a language be $c_1c_2...c_kv$. It is possible to build state machine with $k+1$ states to generate text from a string of $p$-symbols of that language assuming that each state can see the input string and each state is capable of declaring the sequence up to the current symbol as valid or invalid character sequence.

**Proof:** Let $s_0$ be the starting state. For any input $p$-symbol which is not a consonant-vowel sequence, stay in $s_0$ and output the $p$-symbol as valid or invalid character. For a consonant-vowel sequence of the form $c_1c_2...c_kv$, on $c_1$ move from state $s_0$ to state $s_1$, on $c_2$ move from state $s_1$ to state $s_2$, and so on. The transition from $c_1$ to $c_k$ needs $k$ states. On encountering $v$, declare the sequence as valid, generate the character and change state from $s_k$ to $s_0$. If the generator is context dependent then look before/ahead and then generate the character. At any state, if the sequence encountered so far is invalid, declare the sequence as invalid and change state to one of the previous states; before state transition one or more $p$-symbols can be discarded as invalid or generated as independent character. After transition, continue decoding from that state with the remaining input string. Thus, we could build a state machine with $k+1$ states.

In Indian languages, the $p$-symbols are consonants, vowels and special characters. The composite characters are formed by combining one or more consonants with a vowel. In Tamil one consonant can combine with one vowel and form a composite character with a form $cv$. In Malayalam, one or two consonants can
combine with a vowel to make a composite character; it is of the form ccv. The state
machines developed for Tamil and Malayalam are given in Figures 7.10 and 7.11
respectively.

7.2.3 Techniques For Graphemes Generation

For display purposes, the graphemes of the characters may be generated, by
one of three methods: (1) linguistic, (2) line segment and (3) dot matrix.
(Krishnamoorthy, et al [1980]). These three methods are briefly described in the
following paragraphs.

Linguistic Method: This approach is well suited to a language with a large number
of characters. It uses a set of picture primitives like straight lines, curves and loops,
from which any character of the language could be generated. Primitives could be
linked to form intermediate picture patterns, which could be linked with primitives
and/or intermediate picture patterns, until a complete character is formed.

Each primitive could be associated with a set of attributes such as length and
thickness. They and intermediate picture patterns would have in them distinguished
points called vertices, identified by ordinals 1, 2, 3, etc., at which the primitive or
intermediate patterns can be linked to form intermediate picture patterns. The vertex
set of an intermediate pattern is a specific subset of the union of the vertex sets of its
<table>
<thead>
<tr>
<th>state</th>
<th>v</th>
<th>c1</th>
<th>c2</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1</td>
<td>s1/v</td>
<td>s2</td>
<td>-</td>
<td>s1/k</td>
</tr>
<tr>
<td>s2</td>
<td>s1/c1v</td>
<td>-</td>
<td>s1/c1</td>
<td>s1/c1,k</td>
</tr>
</tbody>
</table>

s1 : Initial state  
- : Invalid input for that state  
v : Vowel  
c1, c2 : Consonant  
k : Special Character

Figure 7.10 State machine for generating Tamil characters.
<table>
<thead>
<tr>
<th>state</th>
<th>input</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>v</td>
</tr>
<tr>
<td>s1</td>
<td>s1/v</td>
</tr>
<tr>
<td>s2</td>
<td>s1/c1v</td>
</tr>
<tr>
<td>s3</td>
<td>s1/c1c2v</td>
</tr>
</tbody>
</table>

- **s1**: Initial state
- **-**: Invalid input for that state
- **c**: Output whatever consonant input so far
- **v**: Vowel
- **c1, c2, c3**: Consonant
- **k**: Special Character

Figure 7.11 State machine for generating Malayalam characters.
components.

By repeatedly applying rewriting rules, which specify the method of linking the patterns to obtain intermediate patterns, we can generate any character of the language. Just as a generative grammar can generate the sentences of the language, a generative grammar for handprinted English characters has been devised by Narasimhan [1969]. However, if this grammar model were directly applied to Indian characters, the set of rewriting rules would be very large since phrase names for all characters of the language have to be given, and because of the complexity of the characters, the number of intermediate phrases would be large. Further, such a straightforward model would not take into account the similarities in the structural derivations (Krishnamoorthy and Issac [1978]) of composite characters. The grammar model of Narasimhan and Reddy has been modified to overcome the above drawbacks and simulated using a Tektronics display as the output medium (Krishnamoorthy [1981]).

**Line Segment Method:** In this method, each symbol is represented as a set of line segments. The relative coordinates of the segments are stored in a table. By displaying the line segments of a symbol one after another, the symbol gets displayed. The difference between linguistic method and line segment method is that in the later there is no grammar involved. The line segment method is simple and straightforward as compared to the linguistic method, but requires more memory. In line segment
method diagonal lines look continuous whereas in dot matrix method the strokes are discontinuous and they look more spotted. Small dot matrix characters look much more clearer than characters made up of line segments.

**Dot matrix Method:** This method differs from the previous two methods in the sense that each symbol is represented by a matrix of dots instead of line segments. Dot matrix type displays and printers are widely used for Roman characters. In these devices a fixed size of 9x7, dot matrix for each Roman character is assumed. However, a much larger size is needed for Indian and Chinese languages. The dot matrix printers could be either column printers or line matrix printer. In the former case, a symbol is printed column by column whereas in the later case one line is printed row by row. Figure 7.12 and 7.13 give samples of Tamil and Malayalam texts generated using the state machines and the dot matrix method described above.

### 7.2.4 Storage Optimization

One of the challenges of the linguistic method is the selection of primitives. There are two extreme cases possible in the selection of picture primitives for generating a class of pictures, namely (1) select a maximum number of primitives and (2) select a minimum number of primitives. In the first case, a large amount of storage would be required to store all primitives. However, the number of rewriting rules would be small and the computation time for interconnecting the primitives to generate
Figure 7.12 Sample Tamil text.
Figure 7.13 Sample Malayalam text.
the picture elements would be small. In the second case, the storage required for primitives would be smaller, but the number of rewriting rules would be large. Also the computation time for interconnection of picture primitives would be high. The primitives should be selected such that an acceptable compromise is achieved between the storage and computation requirements. In the case where the set of primitives is the same as the $g$-symbol set to be generated, the syntactic picture generation reduces to triviality for symbol generation but not character generation. Unfortunately no formal methods are available to select the set of primitives for a specified class of pictures. Scripts must be carefully studied and then decomposed into components. The decomposition is to be done in such a way that the components are few in number and that they occur in many characters.

Storage could be minimized in the case of dot matrix method also by minimizing the storage required for the dot matrices of the symbols. For example, consider the dot matrices for the symbols NNA and NA as shown in Figure 7.14. There are ten dots in each column. These dot matrices could be represented by a string of (octal) integers as given below, where each integer represents a vertical column and is obtained by treating the dots in each column as a binary number of size 10 binary digits.

\[
\text{NNA} = \langle 0376, 0411, 1011, 1006, 1000, 1000, 1376, 1401, 1401, 1376, 1000, 1000, 1376, 1401, 1401, 1376, 1000, 1000, 1777, 1000, 1000, 1000, 1000, 1000 \rangle
\]
(a) Dot matrix of \text{ṣṭṭḥ} (NNA).

(b) Dot matrix of \text{ṭṭḥ} (NA).

Figure 7.14 Dot matrices for \text{ṣṭṭḥ} (NNA) and \text{ṭṭḥ} (NA).
\[ \text{NA} = \langle 0376, 0411, 1011, 1006, 1000, 1000, 1376, 1401, 1401, 1376, 1000, 1000, 1777, 1000, 1000, 1000 \rangle \]

Coding is done column by column, from left to right, considering the bottom-most dot as the least significant digit.

Comparison of the two strings reveals that there is a common substring which corresponds to the common graphic pattern between NNA and NA. Suppose,

\[ \psi_1 = \langle 0376, 0411, 1011, 1006, 1000, 1000, 1376, 1401, 1401, 1376, 1000, 1000 \rangle \]

\[ \psi_2 = \langle 1376, 1401, 1401, 1376, 1000, 1000, 1777, 1000, 1000, 1000 \rangle \]

\[ \psi_3 = \langle 1777, 1000, 1000, 1000 \rangle \]

now, NNA and NA could be written by the production rules:

\[ \omega_1 = \psi_1 + \psi_2 \]

\[ \omega_2 = \psi_1 + \psi_3 \]

where + is used as the linear concatenation operator. \( \psi_1, \psi_2 \) and \( \psi_3 \) are the picture primitives in the linguistic method; \( \omega_1 \) and \( \omega_2 \) are the production rules.

We could generalize this method for a class of \( m \) symbols. Suppose \( \phi_i \) denotes the sequence of integers corresponding to the symbol \( i \). We define the following sets:

\[ \Phi = \{\phi_1, \phi_2, \ldots, \phi_m\} \]

\[ \Psi = \{\psi_1, \psi_2, \ldots, \psi_n\} \]

\[ \Omega = \{\omega_1, \omega_2, \ldots, \omega_m\} \]
The set $\Psi$ is constructed such that every $\Psi_j$ is a subsequence of integers contained in at least one $\phi_i$; and every $\phi_i$ can be constructed as a linear concatenation of one or more $\Psi_j$s. Let $\omega_i$ denote the production rule for $\phi_i$ and $\alpha_\kappa$ denote the storage required for the item $\kappa$. Then,

\[
\alpha(\Phi) = \sum_{\kappa=1}^{m} \alpha(\phi_\kappa)
\]

\[
\alpha(\Psi) = \sum_{\kappa=1}^{n} \alpha(\psi_\kappa)
\]

\[
\alpha(\Omega) = \sum_{\kappa=1}^{m} \alpha(\omega_\kappa)
\]

\(\alpha(\Phi)\) is unoptimized storage requirement for the set of symbols $\Phi$. If $\alpha(\Phi) > (\alpha(\Psi) + \alpha(\Omega))$, we have reduced the storage requirement by an amount $\alpha(\Psi) + \alpha(\Omega)$. The objective is to optimize the storage requirement by minimizing $\alpha(\Psi) + \alpha(\Omega)$.

**Theorem 7.2:** The optimization of the storage requirement for the set of dot matrices of the symbols, $\Psi$ is $np$-complete.

**Proof:** The theorem will be proved by showing that this optimization problem is the same as the *external macro data compression* problem discussed in Garey and Johnson [1979] which is an $np$-complete problem. Designate the set $\Psi$ as the set of dictionary strings and the set of production rules $\Omega$ as the compressed strings. Replace each occurrences of $\Psi_j$ in $\omega_i$ by a pointer to $\Psi_j$. Represent the concatenation
operator as a null entry $\phi$ such that $\alpha(\phi) = 0$. Thus, each compressed string will contain a string of integers and a set of pointers to members of $\Psi$. Given the dictionary strings, the compressed string and a mechanism to identify pointers, we can construct the dot matrix of a symbol from the compressed string, by repeatedly replacing pointers in the compressed string by their corresponding dictionary string. Now, the original storage optimization problem is equivalent to optimizing the storage requirement for the dictionary and compressed strings. This is an external macro data compression problem which is an $NP$-complete problem (Gary and Johnson [1979]). Thus, dot matrix storage optimization problem is $NP$-complete.

**Storage Reduction:** Since optimization is $NP$-complete, we could only try to reduce the storage requirement as much as possible by using data compression techniques (Storer [1988], Held [1983]). In the above example for NNA and NA, assuming one word of memory for each integer as well as for a pointer, the uncompressed version requires 38 words of memory to represent both NNA and NA whereas the compressed version requires only 26 words which is more than 30% reduction in memory requirement. Notice that storage for $\psi_2$ and $\psi_3$ could be further minimized by treating $<1777, 1000, 1000, 1000>$ as another common string.

There is a tendency to think that memory is cheap, hence we should not worry about storage optimization for the dot matrices. However, one should remember that a terminal supports not just one but $n$ text generators; hence the overall saving will be
$n$ times. It should be realized that the terminal market is very competitive. A ten dollar saving in components results in almost a fifty dollar saving in the overall product cost. Hence, storage minimization problem should be given serious consideration.

7.3 Technical Problems

The following are the important technical problems encountered in designing a multilingual terminal:

- Changing symbol display on keyboard with change in language.
- Symbolization and construct are difficult to obtain for languages like Chinese.
- Symbolization and construct development is manual.
- No technique/method exists to verify optimality of symbol set.
- Coding of symbols should give lexical ordering of the text of a language on sorting. It is difficult for the $g$-symbol set for Indian languages.
- Assignment of symbols to key-positions needs frequency distribution. If a common set of symbols is used to represent more than one language, an allocation may result in optimum distribution for one language and not for others.
8. MULTILINGUAL COMMUNICATION SYSTEM

8.1 Introduction

The various aspects in multilingual document interchange are shown in Figure 8.1. They are:

1. accepting document
2. entering into Computing and Communication Systems (CCSs)
3. storing in the database, if needed, before transmission
4. transmitting according to a known protocol
5. receiving
6. storing in the database, if needed, before delivery
7. delivering

Suitable multilingual I/O devices described in the previous chapters are assumed to be available for entering text into CCSs. Also, multilingual programming tools explained later must be available for developing multilingual CCSs. Various communication aspects are described in the following sections.

The aim of this chapter is to address the basic issues such as document structure, character coding, etc., which are common to all data communication protocols. It is not intended to revise every communication protocol in use today. However, as an illustration, a possible way to enhance the NFS (Network File System)
Figure 8.1 Elements of multilingual data communication system.
protocol is shown later. Similarly other specific protocols could be modified.

8.2 Multilingual Document Structure

In the case of unilingual document, the text in the document belongs to one particular language, say English. If the language used in a CCS is always the same, the language information could be omitted like in the existing systems. However, a multilingual document (file) contains texts of one or more languages as illustrated in the previous chapters. In this case it is essential to indicate the linguistic information explicitly in the document.

Therefore, according to our unified document structure, every document, either unilingual or multilingual is made of two components

\[
<\text{document}> := <\alpha> <\text{texts}>
\]

where \(\alpha\) is the set of attributes of the texts component. The attributes component is further subdivided as follows:

\[
<\alpha> := <\alpha_1> <\alpha_2> \ldots <\alpha_i> \ldots <\alpha_n>
\]

where \(\alpha_i\) is a set of attributes of texts belonging to the language \(i\) in a given document.

Let,

\[
<\Omega> := <\omega_1> <\omega_2> \ldots <\omega_i> \ldots <\omega_m>
\]

where \(\Omega\) is the Universal set of document attributes such as bold, italic, underline, superscript, subscript, etc., and the set of language specific attributes. The
relationship \( \alpha \subseteq \Omega \) is true. According to this scheme non-language documents such as graphics can be easily handled by treating graphics as a language. The Braille script used by the blind people can also be stored and transmitted as long as suitable I/O devices are available with the CCSs.

8.3 Language, Character Set and Coding

A given text is associated with a language and the character set of that language. In order to code a text, it is essential to code the character set. For multilingual texts, it is essential to code the language also. In the following paragraphs, the evolution of the existing character set and its coding are reviewed. A new universal multilingual coding scheme is described.

8.3.1 Evolution of Character Set

Telex is one of the earliest computer communication systems developed for international information interchange. The telex character set contains the uppercase letters A to Z of the English language and other control and special characters such as - * , etc. Computers at this age had 6 bits per byte to accommodate the uppercase letters A to Z.

The technological advances, the decreasing cost and wide spread applications
of CCSs among the public and office environments in non-numeric computation resulted in the necessity to handle the lowercase letters a to z of the English language. Computing systems increased the byte size from 6 to 8 bits to handle the letters a to z. The data communication systems were forced to handle the lowercase letters too. Hence, CCITT improved the communication system from telex to teletex and enhanced the character set as G0 character set to handle the lowercase letters a to z as shown in Figure 8.2 [CCITT Recommendation S63].

Many European languages, in addition to the English alphabet, use diacritical marks in their character sets as shown in Chapter 1 (Gilyarevsky [1970]). The pressure and need from these nations made the CCITT and the computer manufacturers to further enhance the character set as G2 character set to include the diacritical marks as shown in Figure 8.3 [CCITT Recommendation S63].

Notice that these character set enhancements are not necessitated by technological needs; it is purely linguistic implications on CCSs.

8.3.2 Future Character Set

The existing computer and communication character set is limited to Latin script languages. It does not handle languages using Indo-Asian, Arabic and Crylic scripts shown earlier. The majority of the population of the world use Indo-Asian and Crylic
<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>SP</td>
<td>0</td>
<td>@</td>
<td>P</td>
<td>'</td>
<td>p</td>
</tr>
<tr>
<td>1</td>
<td>!</td>
<td>1</td>
<td>A</td>
<td>Q</td>
<td>a</td>
<td>q</td>
</tr>
<tr>
<td>2</td>
<td>&quot;</td>
<td>2</td>
<td>B</td>
<td>R</td>
<td>b</td>
<td>r</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>C</td>
<td>S</td>
<td>c</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>D</td>
<td>T</td>
<td>d</td>
<td>t</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>%</td>
<td>5</td>
<td>E</td>
<td>U</td>
<td>e</td>
<td>u</td>
</tr>
<tr>
<td>6</td>
<td>&amp;</td>
<td>6</td>
<td>F</td>
<td>V</td>
<td>f</td>
<td>v</td>
</tr>
<tr>
<td>7</td>
<td>,</td>
<td>7</td>
<td>G</td>
<td>W</td>
<td>g</td>
<td>w</td>
</tr>
<tr>
<td>8</td>
<td>(</td>
<td>8</td>
<td>H</td>
<td>X</td>
<td>h</td>
<td>x</td>
</tr>
<tr>
<td>9</td>
<td>)</td>
<td>9</td>
<td>I</td>
<td>Y</td>
<td>i</td>
<td>y</td>
</tr>
<tr>
<td>10</td>
<td>*</td>
<td>:</td>
<td>J</td>
<td>Z</td>
<td>j</td>
<td>z</td>
</tr>
<tr>
<td>11</td>
<td>+</td>
<td>;</td>
<td>K</td>
<td>k</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>,</td>
<td>&lt;</td>
<td>L</td>
<td>l</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>=</td>
<td>M</td>
<td>m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>.</td>
<td>&gt;</td>
<td>N</td>
<td>n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>/</td>
<td>?</td>
<td>O</td>
<td>@</td>
<td>o</td>
<td></td>
</tr>
</tbody>
</table>

Figure 8.2 CCITT G0 character set.
<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>!</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
<td>$</td>
</tr>
</tbody>
</table>

Figure 8.3 CCITT G2 character set.
scripts. The nations using these scripts are using more and more computers and communication systems for information handling and interchange. They want the world CCSs to handle their languages in addition to Latin script languages. The current techniques used by the computer manufacturers, the CCITT, and other standards making organizations to enhance the character set is not suitable to handle varying number of multiple languages of the world. Therefore, it is essential to enhance the character set and adopt a new character coding scheme like the one proposed below.

8.3.3 Language Coding

In the existing unilingual CCSs, the language is implied and not explicitly specified. That is,

\[ \text{data} := \text{text} \]

However, in a multilingual text representation, it is necessary to explicitly specify the language code. As shown in the earlier chapter, we represent any textual data as

\[ \text{data} := \langle \text{id} \rangle \langle \text{text} \rangle \]

\[ \text{id} := \langle \text{lc} \rangle \text{n} \]

where \text{id} is the language identifier and \text{text} is a set of characters represented by \text{id}. In this scheme the \text{text} belonging to a language is preceded by its language code. Thus, it is possible to represent, store and retrieve multilingual text as a sequence of bytes of information.
The language code \( /c \) can be constructed as an ESC (escape) sequence or by a unique 8 bit code. Since ESC sequences are being used for other purposes by existing hardware and software, it has been decided to use a unique 8 bit code for \( /c \). In both cases, globally unique number, \( n \), representing a language is needed to follow the \( /c \). For example, assign 0 to English, 1 for French, 2 for Tamil, etc. To make the least changes to the existing CCSs, English can be treated as the default language. International bodies such as CCITT can easily accomplish the task of assigning global number, \( n \) to each language in the world.

8.3.4 Character Coding

In 7-bits and 8-bits per byte, there are 128 and 256 character codes respectively. If one distinct code is used for \( /c \), then the remaining codes could be used for the letters, numerals and special characters of each language.

As an illustration, the coding of the Indian languages Tamil and Malayalam is shown in Figures 8.4 and 8.5 respectively. It is based on the \( p \)-symbols of the languages given in the earlier chapters. Let us call such a \( p \)-symbol based codings as \( p \)-codes. It is possible to device character codes based on \( g \)-symbols also; let us call such codings as \( g \)-codes. For Indian languages, the \( p \)-codes have the advantage of giving the text, on sorting, in collating sequence; however, the \( g \)-codes may not work for all Indian languages. The character code for Latin script languages will be
<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>@</td>
<td>N</td>
<td>'</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>!</td>
<td>1</td>
<td>A</td>
<td>C</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>*</td>
<td>2</td>
<td>A</td>
<td>ĮN</td>
<td>V</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>İ</td>
<td>T</td>
<td>Z</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>Į</td>
<td>N</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>%</td>
<td>5</td>
<td>U</td>
<td>T</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>&amp;</td>
<td>6</td>
<td>ÚN</td>
<td>N</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>.</td>
<td>7</td>
<td>E</td>
<td>P</td>
<td>J</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(</td>
<td>8</td>
<td>Ė</td>
<td>Y</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>)</td>
<td>9</td>
<td>AỊ</td>
<td>Y</td>
<td>Ş</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>*</td>
<td>:</td>
<td>O</td>
<td>R</td>
<td>H</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>+</td>
<td>;</td>
<td>O</td>
<td>KȘ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>,</td>
<td>&lt;</td>
<td>AU</td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>.</td>
<td>=</td>
<td>AKH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>&gt;</td>
<td>SHRI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>/</td>
<td>?</td>
<td>K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8.4 7-Bit p-code for Tamil.
<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>@</td>
<td>AM</td>
<td></td>
<td>M</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>I</td>
<td>A</td>
<td>AK</td>
<td>Ň</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>T</td>
<td>K</td>
<td>T</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>I</td>
<td>KH</td>
<td>TH</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Š</td>
<td>G</td>
<td>Q</td>
<td>V</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>%</td>
<td>5</td>
<td>U</td>
<td>GH</td>
<td>DH</td>
<td>S'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>&amp;</td>
<td>6</td>
<td>Ū</td>
<td>Ł</td>
<td>Ń</td>
<td>Š</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>,</td>
<td>7</td>
<td>R</td>
<td>C</td>
<td>T</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(</td>
<td>8</td>
<td>R</td>
<td>CH</td>
<td>TH</td>
<td>H</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>)</td>
<td>9</td>
<td>Ľ</td>
<td>J</td>
<td>D</td>
<td>Ľ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>*</td>
<td>:</td>
<td>E</td>
<td>JH</td>
<td>DH</td>
<td>Z</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>+</td>
<td>;</td>
<td>Ė</td>
<td>N</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>&lt;</td>
<td>AI</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>=</td>
<td>O</td>
<td>PH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>&gt;</td>
<td>Ō</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>/</td>
<td>?</td>
<td>AU</td>
<td>BH</td>
<td>Ḷ</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8.5 7-Bit p-code for Malayalam.
the same as the existing ASCII code except for $<$/c$>. As one can see, adding or deleting a new language is trivial in this scheme. It is a Universal Coding Scheme for computer and communication systems of today and tomorrow. This new character set coding scheme accommodates any variable number of languages without increasing the number of bits per byte (like going from 6-bits per byte to 8-bits per byte to accommodate lowercase letters of English) or using 16 bits per character for Chinese. In India, a coding scheme called ISCII (Indian Script Code for Information Interchange) like ASCII code has been developed (Nag [1989]). It conforms to the ISO 8-bit recommendations according to which ASCII remains in the bottom 7-bit region, while the Indian script characters are accommodated in the top 96 codes. It is similar to the $p$-code outlined in this thesis. However, ISCII code is valid only for a set of Indian languages and English. It is not general enough to handle other languages in the world like the $p$-code described in this thesis. Moreover, an ISCII code does not have provision to specify language code.

Graphics characters and Braille script could be easily accommodated by treating them as separate languages and assigning language codes for them.

8.4 Protocol Changes

Major well known data communication protocols are similar to the seven layer Open System Interconnect (OSI) model as shown in Figure 8.6 (Tanenbaum [1981]).
<table>
<thead>
<tr>
<th>Layer</th>
<th>ISO</th>
<th>ARPANET</th>
<th>SNA</th>
<th>DECNET</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Application</td>
<td>User</td>
<td>End user</td>
<td>Application</td>
</tr>
<tr>
<td>6</td>
<td>Presentation</td>
<td>Telnet, FTP</td>
<td>NAU services</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Session</td>
<td>(None)</td>
<td>Data flow control</td>
<td>(None)</td>
</tr>
<tr>
<td>4</td>
<td>Transport</td>
<td>Host-host</td>
<td>Transmission control</td>
<td>Network Services</td>
</tr>
<tr>
<td>3</td>
<td>Network</td>
<td>Source to dest. IMP</td>
<td>Path control</td>
<td>Transport</td>
</tr>
<tr>
<td>2</td>
<td>Data link</td>
<td>IMP-IMP</td>
<td>Data link control</td>
<td>Data link control</td>
</tr>
<tr>
<td>1</td>
<td>Physical</td>
<td>Physical</td>
<td>Physical</td>
<td>Physical</td>
</tr>
</tbody>
</table>

ISO : International Standards Organization  
ARPANET : Advanced Research Project Agency Network  
SNA : System Network Architecture  
DECNET : Digital Equipment Corporation Network

Figure 8.6 Layers of major protocols.
OSI is gaining grounds to become the standard international protocol for data communication. Out of the seven layers, language has profound influence on the presentation and application layers. In order for a document to be received and handled by a destination host, it should have the capability to handle the attributes of the document to be transmitted. Therefore, it is essential that before transmitting a document, the end-to-end protocol should exchange the capability list containing the attributes of that document. This exchange could be performed as part of establishing the session between hosts or by other suitable means. Currently, provisions exist in certain protocols such as telnet to exchange 'options' between hosts. This feature could be generalized to exchange options and attributes.

There are two possible cases to be considered in exchanging the capability list for document transfer:

1. for storage
2. for display/printing

In the first case, a document may be transferred from one system (host) to another for temporary or permanent storage. For example, a large host may be used as a network file server by smaller systems like personal computers and workstations. In this case, the document will not be used for display/printing purposes at the host. Hence, even if the host does not have the capability to handle the document attributes, the document can be transferred to the host, stored and retrieved. In this case, it is not necessary to exchange the capability list; the document is treated like
a binary file.

In the second case, since the receiving host will be using the document for display/printing, it is essential to exchange the capability list between the sending and receiving hosts. If the receiving host does not have the ability to handle the attributes of the document, it may not be able to display/print it properly.

In either case, the network switching elements called IMPs (Interface Message Processors in ARPANET terminology) need not have the capability to handle the document attributes since they only store the document temporarily in their databases, if necessary; also the content of the document is used as data in the packets being transferred by the network. The network never analyses the data in a packet; it is treated as either a bit or byte stream.

8.4.1 NFS Protocol Enhancement

NFS (Network File System) allows a user to extend the local host file system to a remote file system transparently by mounting the remote file system onto a local directory. Once mounted, remote files in the remote host can be accessed as if they were files on the local disk. Whenever a remote file is accessed, the NFS protocol is used to access the remote file. As an illustration consider that a user wants to edit a remote file $rf$ mounted over the directory "$remote" using a terminal. Let us say a
user types

\textit{edit /remote/rf}

on the terminal.

In this case, the terminal used to edit the file has capabilities to handle certain attributes. Let,

\[ C = \{ c_1, c_2, \ldots, c_n \} \]

be the capabilities of the terminal, where \( c_i \) is an attribute that the terminal is capable of handling. Let,

\[ F = \{ f_1, f_2, \ldots, f_n \} \]

be the attributes of the file \( rf \). If \( C \subseteq F \), the terminal will not be able to display all the characters in the file properly. Under this circumstance, the user should be notified about this fact and given a chance to either continue or terminate editing. This way unnecessary reading of the file could be avoided, thus reducing network traffic, the local resources and the user time. It also facilitates the user to know the type of file being edited and the possible effect of it.

Currently, no provision exists in the NFS protocol to get just the attributes of a file. NFS protocol could be enhanced by adding a new procedure to the list of existing NFS procedures to get the attributes of a file. Model include file, the server module and the client module needed are given in Figures 8.7 to 8.9 respectively. NFSPROG is the NFS program number as it exists today, NFSVERS is the version
/*
 * multi.h
 */

#define NFSPROG ((ulong)100003)
#define NFSVERS ((ulong)2)
#define NFSPROC_GET_ATTRIBUTES ((ulong)100)
extern char **clnt_nfsproc_get_attributes();
extern char **svc_nfsproc_get_attributes();

Figure 8.7 NFS client and server include file.
/**
 * multi_svc.c
 */

#include <stdio.h>
#include <string.h>
#include <rpc/rpc.h>
#define xdr_uint xdr_u_int
#define xdr_ushort xdr_u_short
#define xdr_ulong xdr_u_long
#define xdr_uchar xdr_u_char
#include "multi.h"

static void multprog();

main()
{
    SVCXPRT *transp;

    pmap_unset(MULTPROG, MULTVERS);

    transp = svcudp_create(RPC_ANYSOCK);
    if (transp == NULL) {
        fprintf(stderr, "cannot create udp service.\n");
        exit(1);
    }

    if (lsvc_register(transp, MULTPROG, MULTVERS,
                      multprog, IPPROTO_UDP)) {
        fprintf(stderr,
                "unable to register (MULTPROG, MULTVERS, udp).\n");
        exit(1);
    }

    svc_run();
    fprintf(stderr, "svc_run returned\n");
    exit(1);
}

Figure 8.8  NFS server module.
static void
multprog(rqstp, transp)
    struct svc_req *rqstp;
    SVCXPRT *transp;
{
    char *argument;
    char *result;
    bool_t (*xdr_argument)(), (*xdr_result);
    char *(*local)();

    switch (rqstp->rq_proc) {
    case NULLPROC:
        svc_sendreply(transp, xdr_void, NULL);
        return;

    case NFSPROC_GET_ATTRIBUTES:
        xdr_argument = xdr_wrapstring;
        xdr_result = xdr_wrapstring;
        local = (char *(*)(*))(nfsproc_get_attributes_2);
        break;

    default:
        svcerr_noproc(transp);
        return;
    }
    memset(&argument, '\0', sizeof(argument));
    if (!svc_getargs(transp, xdr_argument, &argument)) {
        svcerr_decode(transp);
        return;
    }
    result = (*local)(argument, rqstp);
    if (result != NULL &&
        !svc_sendreply(transp, xdr_result, result)) {
        svcerr_systemerr(transp);
    }
    if (!svc_freeargs(transp, xdr_argument, &argument)) {
        fprintf(stderr, "unable to free arguments\n");
        exit(1);
    }
}

Figure 8.8 NFS server module (contd.)
char **svc_nfsproc_get_attributes(argp, rqstp)
    char **argp;
    struct svc_req *rqstp;
{
    static char buffer[];
    verify_authentication;
    if(open_file(argp) == SUCCESSFUL) {
        read_attributes(buffer);
        return(&buffer[0]);
    }
    else
        return(NULL);
}

Figure 8.8 NFS server module (contd.)
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char **
clint_nfsproc_get_attributes(argin, clnt)
    char **argin;
    CLIENT *clnt;
{
    static char *res;

    memset(&res, '\0', sizeof(res));
    if (clnt_call(clnt, NFSPROCP_GET_ATTRIBUTES, xdr_wrapstring,
                    argin, xdr_wrapstring, &res, TIMEOUT) != RPC_SUCCESS) {
        return (NULL);
    }
    return (&res);
}

Figure 8.9  NFS client module (contd.).
number and NFSPROC_GET_ATTRIBUTES is the new server procedure number that will send the attributes of a given file to the client. The client invokes the procedure using the RPC (Remote Procedure Call) procedure clnt_call as shown in the clnt_nfsproc_get_attributes procedure. When the RPC request is received by the NFS server on the remote host, it executes the service procedure multiprog which in turn calls the svc_nfsproc_get_attributes procedure to read the attributes of the given file. The RPC procedure svc_sendreply sends the result (attributes, if file exist) to the client.

The client side editor program will compare the capabilities of the terminal and the attributes of the file. If the set of terminal capabilities is a super set of the set of file attributes, it will edit the file, else it will inform the user that the terminal is not capable of handling all the attributes of the file.

8.5 Multilingual Programming Interface

For developing multilingual CCSs, it is essential to provide programming language interfaces capable of handling multilingual texts. Work has been done to develop programming languages in other than English (Proc. LINCIS [1978]). However, these developments are individualistic in nature. In other words, they cannot handle multiple languages. Moreover, developing individual language processors such as compilers, etc., one for each language is expensive and time
A new scheme has been developed to specify multilingual texts in the existing English based programming languages using the coding scheme outlined earlier. In this scheme, the non-English texts are specified as string constants. The language code for the text is specified as part of the string using the language code described earlier. A sample computer print out of a PL/1 program written in English with Tamil strings is shown in Figure 8.10. The advantage of this method is that programming can be done using any existing English based programming language which has the capability to handle character strings. As long as the compiler treats a character string as a 7 or 8-bit code without looking into the linguistic aspect, the non-English texts could be specified as strings constant (by enclosing them in quotes, for example). This method, practically, needs no change in the existing compilers. It only needs the multilingual I/O devices described in the previous chapters.
PROCEDURE OPTIONS(MAIN);

    /* SAMPLE MULTILINGUAL PL/1 PROGRAM */
    /* SEARCH PROGRAM FOR THE GIVEN TAMIL NAME 'ஒரு பிரியம் ஓவ்' */
    DECLARE NAMES(10) CHARACTER(20);
    GET EDIT (NAMES)(SKIP,A(20));
    DO 1 = 1 TO 10;
        IF NAMES(1) = NLCCMP('ஒரு பிரியம் ஓவ்') THEN GOTO FOUND;
    END;

    NOT-FOUND: PUT EDIT ('ஒரு பிரியம் ஓவ் காணப்படவில்லை ஓவ்')(A);
                STOP;

    FOUND: PUT EDIT ('ஒரு பிரியம் ஓவ் காணப்பட்டது ஓவ்')(A);
                STOP;
    END;

Figure 8.10 Multilingual PL/1 program.
9. CONCLUSION AND FUTURE RESEARCH

9.1 Conclusion

The impact of Natural languages on Computing and Communication Systems (CCSs) have been pointed out. The need and the lack of a unified solution to handle and interchange information in any (variable) number of scripts and languages have been pointed out. In this research, a unified approach based on the symbolization and multilingual text representation schemes is proposed to fill this gap. This approach has the advantage of universality to handle major world languages and the flexibility to accommodate and omit languages with ease.

This research makes contributions to several areas of computer science. The design of a universal multilingual information interchange system with character reader and terminal has been described in detail. Simple line like primitives have been used as features for character recognition. The feature extractor can handle variations in size and shape of the characters. However, it is not efficient to extract curved primitives since it is sensitive to distortions. Errors in the DAG affect the recognition result. The classifier assumes that the characters are isolated and hence segmentation has been performed manually wherever needed. Testing the recognizer with Tamil and Malayalam characters gave good results.

Stage II of the two stage classifier developed for this research is language
dependent and Stage I is pattern dependent. The pattern in the knowledge base and the CRT must be changed for different languages. However, the structural feature extraction method is very general and it could also be used in other languages and applications other than character recognition.

The multilingual terminal design approach developed is systematic. The computer-aided interactive method proposed is well suited for the determination of the dot matrix size of the characters or symbols. The optimality criteria based on the smallest and legible size depends on the individual as well as the equipment used. Hence, the nearly optimal sizes computed were to certain extent subjective. It is likely that they may vary slightly under other conditions. The new specialized knowledge based thinning method developed for automatic dot matrix character fonts reduces time and labor. This method could also be used to obtain the dot matrix of any pattern.

The iterative method of determining the most distinct character set based on their distances and information content provides a scientific method to evaluate different dot matrix character styles for their effectiveness, legibility and ergonomic properties. Even though Tamil symbols were used for evaluation, the method is not limited to Tamil characters. It could be used to evaluate dot matrix characters of other languages as well as other binary patterns. The undesirable models were eliminated iteratively using the majority elimination rules because the examination of the seven
quantitative measurements revealed that the desirability of models indicated by any two measurements was not always identical.

Of the two symbol based keyboard designs, the $g$-symbol keyboards are more suitable for human interface compared to $p$-symbol keyboards since they resemble the existing keyboards displaying the graphemes of the characters. However, with the current technology, changing the display of $g$-symbols with the change of language is not simple. The $p$-symbols are better suited for internal representation than the $g$-symbols because they can collate properly on sorting. It is possible to convert valid sequences from one to the other since the character representation is unique in both cases. Hence, it is possible to use $g$-symbols for human interface and $p$-symbols for internal representation. The collection of characters to obtain $p$-symbol frequencies for Malayalam is moderate. Collection of more characters from non-text books may result in changes in frequencies of some of the symbols and better placement of the symbols. As one can see the algorithms for generating Tamil and Malayalam characters (in general Indian language characters) were more complicated than English. In certain cases, like Malayalam, the generator is context dependent. The multilingual terminal has the flexibility to handle different languages. It can be used not only for Indian languages but also for other languages.

The proposed changes in data communication such as document structure, coding scheme and appropriate protocol changes are simple but basic. Character
sets can be added and deleted easily. Braille script for the blind and even non-natural language character sets like graphics characters can be added. Practically, it can accommodate all the major languages of the world with the existing 8 bit code with each character set having 255 code combinations. Since the proposed changes have global impact, international standards committees must take cooperative efforts to make uniform changes.

When the proposed system becomes a large scale commercial reality, it will bring unification among systems and help the world community; in particular, nations like India with fifteen different languages and ten different complex scripts will benefit the most. The system can be used for various applications such as multilingual telex, producing computerized reservation lists, utility billing, telephone directories, wordprocessing, teaching scripts, etc., in regional languages which directly affect the society. The experience from this research indicated that research like this needs proficiency in the language under consideration.

Nowadays CCS developers are paying more attention to international applicability of their products with respect to linguistic content such as ability to produce messages to the users in their native languages. Upcoming and future releases of the most popular and widely used operating system UNIX, will have provision to accommodate character sets which use 16 bits per character such as Japanese and Chinese. It clearly shows the direction and the importance of CCSs to
be capable of handling multiple languages.

The future CCSs will be and must be multilingual in nature to be applicable and tradable in any part of the globe. The number of languages supported by individual CCS will depend on the place and the application; it will be, in most cases, a configurable parameter and the character set will be downloadable.

It is our contention that only multilingual CCSs, like the one proposed in this research, will be flexible, universally applicable, cost effective and globally tradable in the future; only such CCSs will cross the linguistic boundaries of the nations and bring harmony and more interaction among the information processing communities and the societies in the world.

9.2 Future Research

Several areas of computer science have been covered in this thesis. There is room for improvement in almost every area. The research reported here can be extended further in several directions:

(a) The algorithms and methodologies developed for a multilingual character reader can be realized in a special purpose parallel hardware-firmware architecture. Applicability of such architectures in pattern recognition is reviewed in (Krishnamoorthy
(b) Automatic character segmentation could be incorporated.

(c) Alternate feature extraction methodologies such as the one reported in Chapter 5 could be investigated to eliminate some of the deficiencies in extracting features from thinned patterns.

(d) More features such as loop, etc., and additional classification stages using statistical methods could be added to the classifier to improve the recognition rate.

(e) The multilingual terminal can be constructed in hardware using the algorithms developed in the research.

(f) Efforts must be devoted to coordinate with the standards organizations to incorporate the scheme proposed in this research into the standard communication protocols.

(g) Existing communication protocols and document structures have to be enhanced to incorporate the proposed scheme.

(h) Several more world languages and scripts, in particular African languages,
must be examined for symbolization, character generation and for any special needs and peculiarities.
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