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\ SR OUTLINE OF FRONT END REQUIREMENTS . o e
- ' . 7 FOR A _CDC 6400 COMPUTER . :
GEORGE YATROU ' R
,/h This paper outlines the requirements for a mini-computer

-

based front-end used to control the telecommunications lines

connecting user terminals to the CDC-6400 cqmputer system of .«
Sir George Williams University. ,The paper comprises two

. w - 9
basic parts.

a

The first part expresses the author's view regardlng

»
1

the state of, the art in computer communlcations. This-ls .

. | done by outllnlng how developments in each component of this
M

———

1ndustry contrlbute to the growth of the industry as a whole,

and finally result to benefit for users of such systems.

The second part proposee that'afDEC PDP1l would befh‘ -

- . » \ »

most suitable alternative for front—endi%g the SGWU system.-‘

To this end/‘the basic pr1nc1ples of operation and the merits

1 ]

of that system are outlined. ~Finally a method of conneo¥3ng

P «
Vs

the PDPll to the CDC byéﬁém is suggeshed.

- " © . ¢ . iii . ! . R .
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' I.  INTRODUCTION . )

'. b Y [
. A few years ago O“H{ a few computer 1nstdllat19g5~¢~/4‘
provided service to large numbeqs'df users. The stdte of :

\ ‘ '

the art in computéer, telecommunications and terminal equzpment

made direct computer access. economically unfeasible. However,
’ \

’ . . ' . '
, such direct access and use of computer complexes has now

. ‘ . ' ‘ (af ot .
overcome many obstacles, mainly because of technological

development in all major sectors Qf the user-to-computer

industry. B N

+
b
” .

. . -

The user's position has improved because. of technological -

%

advancements in the telecommunications industry. Progreds in '

-this industry has maqF possible speeds and data throughput

.

' to satisfy most subscribers. In terms of cost performance,

~ advanced technology has reéduced the cost of purchase, operation

.

[~

and maintenance of common carrier equipment and facilitie;.
Development of improved.or new methods of transmissign, made
it possible for common carriers to save on the required amount
§f equipment and‘facilitiés.' Advents"such as digital networks,
'?ime’divisibn multiplexing of large numbers of users into '
hig@'speed circuits form -the basic backbone of telecommunications

A o

eng}neering.,

14
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Developments in this area havé produced the Dataroute,
Infodat or,their USA equivalents. These deyelepments haye
chaeged the tariffs and in general thebeole subscriptioh
rate strugcture of Telecommunications companies. The net
result is that users can now‘tfansfer date, at a traction of

«

their cost as of about five years ago.

Improved line disciplines to obtain a greater and more ,

economical choice of terminal or peripheral equipment,

" contribute tangible benefits for the end user. There is a

strong trend towards the development of remote batch terminals.’
. Slnce remote batch terminal complex1ty may vany from a simple™
teletype machlneﬁgg'a substantlally large computer system,
., -+ and countless optlbns in between, the user can choose the
entry system whlch suits his neegs best in terms of economics,

v

the batch terminal user, besides doing away w1th havxng to “

. .\rave his own computer system, realizes savings from ever-

decreasing purchase costs for terminal equipment, Cost

a

- L] e

reductions 'in this Area are less than they could be, because

of lack of standardlzatlon of requirements, and consequent

“difficulﬂy to produce it in-mass for greater ‘cost reductions.

—
AEN

Co Instead, many userS«stiLl use custom madeé terminals developed

v

for‘one‘barticular use only. It is/hoped that the industry
- shall expand.so thet the most common terminals will be mass-

produced, and-~avail  to the user the, benefit og:the economics

of mass-production. °

S

N



"the guide lines for a free standing'front-end processor, which

‘ o, . R -

Sihce ghe primary objective of Computer Systems is

’

problem solving and handlfﬁg of data bases for their*usergr
many systems owners‘dnd opérators has relieved the central

. e }
computer from the burden of interfacing with™pach and every °

) . B / ®

user. Therefore, \nany systems are equipped with special
B " ' o - . 0

-

i

for . communications (processing.\ Depending on the extent of
responsibility of these.processons the user-to-computer .

interface may vary fiom Ehe 270X group to complgx front end

systems such as the IBM-3705, the Interdata type 55 or others . ,

us;ng powerful computers such as DEC s PDP~ll ’/?he Sir &edrge

Wllllams University computer, 'CDC-6400 system equlpped thh

~

the Kronos Cyber 70 qperating system, uses the CDC supplled

Peripheral Processing-Units. It is intended here tofﬁevelop

.

will control the present communications system and anticipated
. ? »

expansion more flexibly and economically.

- : ' | ¢

o\
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DESCRIPTIONYOF THE PRESENT SYSTEM

V S

1 II. . .

~ ' . »~

* ' _The CDC-6400 computer system presently installed in.

the SGWU computer centre inter faces and chntrols I/0 devices, '

a system compr:.s:.ng ten perlpheral and control

by means of j

" processors. These processors are stand-—a’lone progranmable

~

nnits, ugsed to control the mainframe peripheral devices as
well as the system I/d deVJ;.ces. "All peripheral processor"
units (PPU) communlcat'\) with externﬁ equ:.pment and each

‘other on twelve in ependent /0 channels. ﬂgta £lows between

the PPU and the ekternal I/0 device in bllocks of wOrds, ‘where—.

-

-

by each word is conveyed to the e'>cter"nal tgice’via the v

A ister of. the PPU connected to the ..,dev ce, o
< . < ] ~ ’

— - +
Flow of\?&&» between the processor and the central

"memor\y i# also’ ln bIocks of words, but in this case GO—blt

N
central.memory words aregused as the basic element instead

of 12‘-33it PPU words. , Each five' PPU- lz-ﬁnit words are assembled

.into oneé 60-bit-word, before its transfer't):o central memory,

and convers'ely,ea%h 60—bit word from central memory is dis- .

Y

assembled into flve 12-bit words prior its transfer to the

o

PPU memory. To enable all ten PPUs to transfer‘data to central

‘rﬁemory armultiplexing system, comprising a-so called 10-position

barrel is used. This allows all ten PPUs tO'brocess their
programs on a time shared basis. Aé.'a result each PPU has

access to the CPU once every major cycle, which is the time

¥

&
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A

required to go thrbugh th‘e ten program steps to §o around the

barrel. Since tv_hfyjbr cyé&e is about 1000 nsec the maximum’

-

‘transfer rate, between the PPU and the CPU is approximately

.one million words per second. .
12

| <

N s '

[y

To diredt activity associated with aata transfers‘
between the PPU and the external I/0 dev:.ces,g each PPU is
equlpped w:.th 12 instructions. These instructions are used '

to determlnetyhether a channel or external device .is available

e
and ready to transfer' data. The equlpment status is of course.

, ascertained by means of the dev:.ce s funct:.on codes. The
N,

following program shows the steps typically lnvolved to trans-

fer~ data between the PPU and any I/O dev:.ce connected to ane

t
of the channels. .

“

-
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sp-I CDC-6600 Iﬁ
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DATA TRANSFER

‘\\70
40“

10 L

" R ) .' t
INSTRUC- OP..CODE MNEMONIC. " EXPLANlﬁ‘/iON .
: TTON NO. - ) o
. . N LT
1. . 65 IJM md Jump to (funct;,n.on code)’ m if
’ o - channel d is,inactive
2. "]7 FNC_md 'Perform‘,a function m on chan-
. ¥ nel d, for .example check its
\ v status
3. .. 14 ACN d Activate channel d
4. . .2 10 IAN d Input tG: from channel a,
. : ) . information about the status
. ., of the desired I/0 device
5. 75 DCN d Disconnect ¢hannel d, pre-,
caution against PPU hanging
Q _“pn * ’ .
6. 77° . FNC md Function m on channel 4a, to
{ prepare the desired dev1ce
for data transfer. . ‘
7. '30 LDD(4d) Load A with (d), where (d)
* number of words to be trans-—
° ferre
. . . )
8. 74 ACN d . Actlvate c‘hannel d. Set)
: ' -ch@nnel active flag and
. prépare for impeding,data -
° transfer.. B
9.1 <~ IAM md Input (A) words from channel
‘d tO m. - . . °
9.2.1 _ . 73 _ OAM md,  Output (A) words from m to..
) ' channel d :
9.2.2 66 FIJM md Jump to m 1f channel d i full
) DCN 4 Disconnect channel d a

it :Lnacut:.ve

/ : . .

.

make
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. Remote gErmlnal users access the- system via the 6671—A.

Data- Set COntroller whlch ean control up to sixteen modems

i 'opérating in a full or half duplegymode. 'The DSC con@rol
N

s .disassembles and transmlts, or receJVes and assembles, 8-bit
o . . o 1

Co-, chaqacters‘fog data transfer between the desired t

_

[

the DSC ouﬁéut, or 1nput buffere reglsters respectlvely As
"~

F a wbrking ared, the DSC uses a Gn—word 28-b1ts—per—word core
. \

memory. Fig. 1 shows how this memdry is organlzed.
. B & ¢ . .« [

| . ; o )
| el ) ’ ‘ -
| DSC : ' . ]
| Memory ‘| o "
| ~ Location - 00 ol - 10 11
| P . » . € R . :
| 0000 -’ o R i N : y . . '
| 0001 * |Data Storage . . * |Memory
| 0010 for Data . - , . . |Parity
o N 0011 ° |channel . : . o character
: PN . .]0100 1 « ) ocutput b for each e
; ~|olol = ’ informdtion . modem., - - !
| 0110 . (for b
- * _|0111 - dlséysembly) * :
B ) 1000- : Input ' ?
| . 1001 - T information . '
1010 ' . °, . ] (for - '
' 1011 ) ™ assembly) . ’
1100 ° - . ] e
| . 1101 , ° & B R i -
;ﬁ! i '}.—}_iﬁ——q—"-# - [ - 2
LA 1T . . . p .
l vl * Fig. 1. "PSC Memory Partitioning o ;. : K )
o . ' ‘ t ‘ A ¢ Y ‘ 9
- Wt T e i . B °
. a‘} . X . \
' ) - L4 "00 ‘ ! bed
v . A4 /'\\ ¢
g q . . ! ’ -4
v - A ’ '’
¢ Lo \ . N (=)
"’ . s - - ) " A a
. " ) " - o
¢ l o ! - ='l -

+ -3 ’ A
.
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’ 'The activity which controls and trarsfers data between
the PPU and the DSC is' loosely summarizéa in the following

steps. ’ .
’ -
]

1. The PPU issues to the DSC a function code by which .

o

8 it—selectsthe desired werminal and essigns the

required operatin&xnode. *This function code
contains information to control the selected
equipment in the required operatimg mode and to also .

control the actual data transfers. .

* 2. In reply the DSCfissues - an Inactive indication and
. - . 2 B

L)

_enables the requested modek of operation or sets
flags- to indicate malfunctioning or other

abnorméiity. ' L .
oy, g
3.\ When the .PPU receives the DSC ready indication,

it activates the data channel and transfers and -
)

. stores a block of data in the DSC output buffer K

register (OBR) . ThQ_Dsc~then_readLes—the~termtnaif——'¢‘“_—‘

~ and transfers the stored data to the output dis—'

. ' - . assembly register (ODRkuforltnansmission to the

s N * . o ¥ 4
: ‘line. : ‘ oL

- . ° . K

/4. Data received from'the line is assembled in the

»

input assembly registers (IAR), and then it is

¥

transferred to the PPU via the input buffer

P
register - (IBR).
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\’ '
Comparison showg# that this process and the sample program

could be made identicay..’ The only difference is in that one
° . - 4

- ————reflects the operation 'from the DSC's viewpoint and the other

|
. oL ’ . . j
|

from the PPU's viewpoint. Since the terminal equipment is

connected fo4the—sys%em—viarmodéms—witﬁ—§faﬁdard‘EIA—RS—232 .

interface, there are no restrictions on the tyg% of terminals

used.

110 baud lines interface the system via the type
CDC-6676-B multiplexer; which controls up to 64 modems. The
transfer of data betwoon the data channel and this multiplexer .
‘is basioally the same as for the 6671 data set controller. .

The differences between the ‘two ‘are:

1. speed of operation,

2. the 6676-B multiplexer operates asynchronously,

as opposed to the 6671-A .

"

3. the 6676-B can control a maximum of 64 modems e .

o ifngtead of -16.

The CDC—64OO system in the SGWU computer centre bulldlng,
comprlses a type 6400 central processor, 98K words ocentral
memory (Go.plts/word) and a group of 10 PPU's. The PPU's

'? are interconnected

S
’

1. with the computer via a 10-port multiplexer and

I3
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v

with the peljipheral.eq\;'ipment, the I/0 ,eguipment':

&

.t . and each other with 12 type 6000 data channels.
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R ITTI. SYSTEM CONSIDERATIONS i
Telecommunications
’\ N ‘
. e M
. Development rand.growth of the telecommunications |

industry has enabled its users to realize cost reductions
of ebout 50%, because manufacturers have improved theif
-hanufaéturingéﬁethoas and techniques. As an example,
table 1 gives purchase cost changes for modems in the last

(1) *
flye years.

- ! e
/ TABLE 1. PURCHASE COST CHANGES FOR MODEMS . \
- " R R SINCE 1968
Type of Speed in Present l96s Reduction
Modem Baud Cost - $ . Cost ",$ % \
- 103 - 300 200 ©350 © a5 2N
' : ’ 2 : .
'202D - 1800 325 . 650 " 50
201/8 2400 . © 980 .  2900" Coed
. b ; > N N — ; T
- e T - 4BOO0T - -7 4000- 7500 45
L ' _\ ‘ . / .
j . ' . ) - “ ‘ » ; . -\ . . ‘
| ’ \ As a second example ﬂimited’distance data sets hav& t LAl

-~

made 1t possxble to replace expensive 4800 or 9600 baud modems
&é N
by unlts costlng under $l 000. With these sets error rates
-5 . o .
%ess than 1x10 can be achleved for transmlsslon of 4800 baud '

“over five miles of 24 AWG cable palr conductors.
. i ' ¢ - ‘
- ) - ) 4 '
"Represents, reference nimber : ; . .
" N ‘ . . \ ’

.
N " . . “ .
v e 4 1 N
L 3 a
. : o ’ 8
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The other sburce of-#conomic benefit in telecommunication
comes from'the telephone, company’ and its competitors.

ments in common. carrier facilities,-methods of transmission,
@

\/

Develop~’

and in facility organization have resulted to benefit for both .

the userand the communiecations—compamies.—Tariff reducrioqs
are enhanced by the creation of small epecialized companies
which compete only for porﬁlons of the market, «ané force the
major common carriers to prov1de 51m11ar services or improve
\thelr\ex1st1ng.\ Sw1tche§ data networks such as thet offered '

by DATRAN in the USA and digital networks such as Dataroute"

. ¢ s
. : 2

~

or Infodat have ﬂesulted in tariff reductions of dbozE/SQ%.

It has turned out. that the major récipienté of the Denefits

from digital networks, é&e users of low speed equxpment Thls,

along with the tremendous grow%h of the low speed terminal
[ ]

'(teletype and CRT) industry, are setting a trend in: that -

direction. ‘ N

4

-

* Interconnection.and interfacing of data terminal equip-

{

v

LN~

‘»

Jmmﬂe4&+4ﬁﬂ£eemmaﬁicattons~irnes—zs—madeib” hard’wireu“modems,

coupled d1g1ta1 to analog converters or by direct connection

The choice

of’teletype machines to telegraph grade lines.
g
w111 depend on the speed of the terminal equlpment and 1ts

distance. from the point of destlnatlon.

-

The communications lines may be leased or dialed over

A

the telecommunications company's switched network. The-

criteria for choosing leased facilities are large volume .of

’ Py

]




limitations..

\ - _13_ . o

data~ for transmis%ion, long distance tolfs, and data speed
) ) N . ' . b “

.

!
3

¢ Since the bulk, of terminal equipment used on the SGWU

_system is low speed, and-leeated—in-the Montrealareaj;there  —>— -

o . ~
is no reason for leased facilities.“?he‘5¢esent arrangement,

using 103 type modems o} acoustical couplers over Bell
Telephone dial-up lines will suffice. Highef speed modehs,
such as 2400 bgud or 4800 baud will also operate without
difficulty over, the same fgcilities. However in tﬂg case
of synchronous modems the choice of leased orldialéd facilitieg '

should be ipvestigaﬁed'for each application.’

N

- ~

\

Comﬁug}gations systems also combine, or conéentrate S .
many low speed inputs into one high speed outbuﬁ séfeam, by
using freguency division or time division multiplexers. The T
modern trendtls towards, time diyision multiplexing, and the

state of the art in this field calls fot very sophisticated
(2) ’

.
software operated-eeu

i
. - _— - ER—
— P - _— -

* Terminal Equipment

. [~
ports (10 and 30 cps) consigtinG mainly of TWX and Vucom

~

¢

The I/Oﬂequipment of the SGWU computer system comprises,
one 1200’ card per‘minute reader, tWo line printers (1200 and

[}

- >
1000 1lpm), one Tektronix 4010 graphic disﬂ&ay, 40 time sharing

terminals, and four remote batch ports connected to two 200

user terminals (one at 4800N\paud agd one at 2000 baud),‘one

°




~14--
\ ’ . . f ) ‘ ' ~
T PDP/8 computer (simulating a 200 user termlnal) ~at 4800 .baud, ‘

» ' and one 4800 baud line to Loyola.-

-

<

.

It is belleved that the system in the next three or

four years will triple. The types of terminal used is not

expected to change, but economics w1ll be the predomlnant
factor’in the choice. The basic subdivision in two types ‘with
épa yithoup hard cop§ is gxpected tb remain’ Tedhpological
. ." , ‘ improvement in either category. ‘and associade benefits are

of course expected, since the industry of rminal- .

v,

)

equlpment(3) manufacture is growxng rapidly.
, » ) \\‘j\ [ u
. - . N * - . ‘
| 2 Line Interface Requirements B )
/‘ ° ' \ . T B ¢ ~ ;

. A 'Communications lines will interface the I/0 channel

.

. o » . 'i
of the front end by some unit which can provide the channel

'wiﬁh the elemgntgiy control signals such’as:

o

z N . : . ° » . .
1. .Status'character: to indicate request for service

or if the device is in the idle, receiving or

» { —r e . - -
T TtEansmitting mode. - Other —information—such—as—

o
code used, speed of I/0 can also be incorporated

in~the status character.

ﬂ { 2. Line interface. ™is is usuaflly accomplighed by
modems’ operating in accordayce with EIA RS-232

standard redommenda . It is necessary here/to

provide spedd mpatibility with the remote €quipment.
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’

Buffeting which enables block [transfers and éfllfinces

speed‘qnd efficiency of data transfers. . In addition

.buffering reduces the prohqbiiity to lose . P

‘ [ — — 5 S
characters. It also.creates an easier environment
for the programmer, since there is no need to re-

s o oy ‘n .
quest service for K every character receiwed or

transmitted. . Co o

N LRI R
[ .

Synchroﬁizdtioﬁ.'.?he line interface can be equipped

to insert o;;deletelstart-stqp bit§ or synchronization
characters automatically. Provision must be made

to change by softwafg the sync.character, or the
length and thg-numﬁer of start-stop bits as{required

by the code of the device.

) : ¢
Clocks for timing data transfers between the modem

and the interface. The speed of the clock should

be program selsctable- : - —

*

Facility for incorporating hardware for error ,

correcting, sugh as character- echoeing for lines . *

»

using 103 types of modems, reverse channel acknow-

ledgement for lines using 202 types of modems 'and = . -

L s
full-duplex transmission for connection to four-

wire modems. C - \\
-

Facility for testin? cdmmunications lines and

associated équipment.

]




Communications Processor < -

The objective of tﬁié(project is to suggest a mini-

computer system to front-end the CDC-6400 system by connecting

it—to oneor-both-of the presenti:yLﬂrsed*?Ps ts: --Since the—— -
front end wiil.now handie most of the PPU functions one PPU

A\

- will suffice to transfer data between the front end and the

L4

host.

L]
~

To accomplish this tng following problems must be
solved: (a) develop a method qQf interconnecting rhe
. proposed processor to the data channel and associated PPU,
X kb) #select a free;sténding communications processor,
preferably a minicoﬁputer, with appropriate hardware and
software to provide a user transparent tem and (c) provide
means of lnterconnectlng the telecommunlcatlons lines to the
system wiﬁhput the need to remove any of the presently used

communications devices.

T

Qhe—eemmuneeat&eas—preeessefziaéas%£y~has-mad

for ‘users a‘'multitude of products ranglng from a 31mple

1
,

multlplexer directly connected to the computer, to IBM~270x

line controllers’ to- sophlstlcated computer systems controlling
communications networks or vast switching systems in telephone
o

or data exchangés. ~The problems in selecting a communications

processor are of two types. One type concerns the choice
¥ Sf a system mainiy designed for the proposed application, :
}‘,. . . -
or a general purpose system which can be made .to fulfill

8

D
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- the requirements; the other type concerns the size of the

processor,.in terms of capability, storage, software, and

— ]

peripheral equipment. o .
. SN
X - . ]

The ‘choice between a general purpose minicomputer and.

1

¢

v

|l

a specially designed communications cedtrollen_depende on

deciding which systen can be operated, maintained, modified

-and expanded economically and easily. "It is believeéd here

that a powerful general purpose minficomputer can be usedj;\ fﬁ
. v |
to design a superior front end system. Thé following para-— /

graphs are expected to lead to that conclusion. ’ , - '

Spec1ally de51gned7¥ystems a;e,gggglly_handJ&lne_or

lgw—level program,cpenated,__Alteratlon~and maintenance of S

such systems requires skllled personnel to perform tedious

and difficult operations. Such personnel and changes are

"
2 t b4

generally expensive. In the loné run, unaveoidably, the sys- .

tem shall require such expensive interventions, and the ('“7

halanap

21 ¥ s g i i anaca b B AT A L Ol IR ) 2ok /A Y

-~—~——"——purpDSE”t6mp“ter, and ordlnary programmers. It is accepted

~that the efficiency of a front-end system based on a general

purpose minicomputer will be lower. Using a hard-wired
instruction specially designed and insFalled for.one specific
function will ﬁe more effective than adapting and uging one
or more instructiéns in the general purpose minicompﬁter.

The obvious questien at this poiﬁt-is, how .important is

efficiency?  For this particu installation it will turn
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out that the general éurpose'minicbmﬁuter front-+tend will

s .
* have sufficient capacity. Wifh.;hisqzﬁ mind, it is decided

to prdpose a .ggneral purpose minicomputer front end, where
. \ .

efficiency, for\Whaﬁever it is worth, and initial economy

LY 4

‘ are_ tradedmoffAfot~£leXib1itty7“and"the ‘basis to “save money

and ‘effort 1nM5he long run.
_“:,.a.(—‘,,

’ R
¢,'$ <
) - In the previous paragraph 1t was decided to choose ~
C/ * flexibility instead of initial savings dnd efficiency. —The -
| . : I ) |
specific areas of the mini§omputer system which will provide g

1

- . this flexibility are: (a) hardware and software modularity

|
; *
L. s to allow expansion and modification, (b), level of software

“ P ! [

able which decides the ease of modification. If a
s T

,system_canehave—i%s—memory—increaﬁéa—ééagpm‘cally, say

$5,000/4K installed, one cpﬁld justify using high-level

o ,
programmwing for the system. Therefore, when the need arises
v .

v

a module of memory and, a software module, developed by the

system S programmers or by a software house, could prove s

et =

#e;y—&seéu&:—-‘rcd'am poss ib l% WI,M%.W&“W“ SRS S R TE

tL2loe ¢

of memory on a single printed circuit board, and one can

buy an off-the-shelf communications program for a PDP-1l1l or

Xerox Data S&stems from Informatics Systems. Ihls«type of ‘
ready availabiligy can only continue to grow'and makésit

less expensive for”users to operate and\maintain their systems.

. /
» .

e
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As it was mentn.oned above, spec:.al abpllcatlon systems

- ——— R PSS ’ _,_\ - -

e ev—-——are—har&—tc‘juetny because their actvantage in eff1c1ency . .

S— °

and low initial cost is E}ff}set by the flexibility of the

general, purpose machn.ne. Highly powerful mach:bnes such.

as the PDP-Ll or the system 55 of Interdata prov1de the _best

means of solv:.ng computer commun:x.catlons problems. In addit:.on,

1

— dealing with companles like Digital Eqﬁ:.gment Corp., Interdata,

or Data Gene,r:al practically eliminates the chance of the
{ o

- supplier'di:scontinuing operations and disrupting service and
. ® -
! support for the supplied equipment. Those companies have a
| very large product and user base, and therefore they are '
o . . . . T
7M$\,mlﬂceiyﬁe—§%seenttmte—wwifﬁougt guarantee for »
| © service of theqequipmen-t—eh?—have—so&&.— * M
| . . i i : ]
0 A .
| ‘
P - . .
2 \ (-] . o
— ) .
. y . "
WL S VL TH . iaa e, HrLLC OIS - g ioaas= 0 "J
: ¥ . 1
) ) |
- " 0
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-7 ' IV. FRONT END PROTGCOL o7
5 | g L
- General °
.. v S -
The proposed froné{;;d will be required to: T
\ . .. . »

1. Transmit and receive all data passing through

)

2

the system. | ' X X - ¢

2. Pré—and—poét—procesg the transferred data. °

3. Control the comminications network and - )

) ) ’ 0. . . .

4. Provide a fail soft capability for the commuri- o
cations portion ofs the system in case of host

, ) . . ¢
o -failure. : :
" R RY) .
Data Transfers .
5§\ Dyring data transfers from the lines to 4he computer

o

3

System ghe Iront-end WILI: = R o
LI 4y v . °
67 \ ‘ : :

Y l;[’Assemble'received data from its serial-by-bit - -
@ i . -

format into words or bytes as required.
s oy 2 7

1
L 3
—~ Ce

2.. Strip start-stop bits or synchronization characters. .
. 1 R .

‘e
N -

3. Transfer assembled characters from.the input line

[} - v
‘byiffer directly into central memory. or into mass . g "
. * 4 . N . B . " .ot
) storage. , ' . S . . ‘
T . :
[ S U - SN Y S
~
Y g ) . :
Ll & ﬁ - .
: - . . . EaN R
o ° “." & °
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v ’ character8 for asynchrénous and synchronous .
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b ’ \
4. pr@-process stored received data and'forward on

v, to tHe host computer in multiples of 12-bit
N . Re) o a, o -
words. g Y -

: 5 <

During. data transfers from the host-computer to the
lines the front-end will: i
an ™~ =

i
— e

n

1. Receive out?fing da;aﬂfrom'the PPU in multiples

\

) of l2—bit'w6rds fqﬁ.?isassembly into;bytes or

. « B N ]
front-end words and pdst-processing. ®
s @ AN ’ . - ’ . “
(] ~ Q

2. Transfer pgst-processed data to theé line outgﬁt

[
] ° - ’

puffe;s: ' © e

A - o
3. Disassemble chargcters jinto seridl-Uy-bit‘'data

‘and transmit to the line. .

o
a

- , - . Y

s

» 4. Maintain synchronization for the communications

- ~

‘. ® eqﬁi_pment &iéddi’ng start:-stop bits or sync

- transmission respectively. - .

T~
L]

. N 5 . g N ) ) . .
Because the program controlling data transfers will be

“

‘ ¢ o oo .
used ruch more often than other .programs it is desireable

0 N s Ll " ‘ - L
to “be: iy . . : .
\ Q .

- .

1. re-entrant,’ to refuce progtém/gbntrol,réquirément5

for each data transfer, ’ .

- 3
-

2. ‘as quick as possible, to increase the system's

& R . N ) T, .

-~
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thrgughpg}: * This éan be‘accomplished 5y special
inst;uctioné, microprégrammingotﬁchhigues, read-
only memory storage for data transferwlhsfructions,
by usiqé multiword buffers in the line—interface
for group transfers, direct transfér to memory
' or mass storage for CPU time economy etc. The
pfeéént system can,tr;nsfer datarat rates of about
0.25 Mbytes/sec and reqﬁires approximately 20

. 2 . . . . 7
microseconds for estab}lshxng the connection to

the required I/O device. The proposed system

<

should sat least matchfthis throughput.

2] . ‘e

Control . . . _ .

The line control finctions 6f.the”sy§tém are: . '

n« i
l.‘

. & .
' ' - - N -, «n
» . \‘ 4
o. . ' U
. N Vo s
- ., - v . .
o . . ’ .
B . . N N -
. . .

3L . . v
' . (‘ M . B
Originating calls by providing the line interface

2

equipment wiEh the proper function codes which' can

- be used to' control fhe ﬁodem §ia the EIA interface

-control leads-:

4

[

Answering calls by monitoring and)zecodinj'the ot
s H !

' line interface-status Yords which have been .- . .

set-up by signals received from the modem over the '

EIA interface control leads. . e ..
2 .

. )

- - ' 'D ’ ¥ . . 'o . '
Maintaining  the connection during transmissions o
by maintaining “request to send" or -monitoring

. ‘ A N

incpming data and until an "end of transmis%ion“

14
_ :
. N . é, L] .

>
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character is generated hy'the remotgiend or the =~ °

///> host computer.,

¢

. 4. Recognizing line control characters and reacting °
accordingly. USAS standard X3.4 ﬁ}oposes a method
. : of line control for lines using USASCIIs code.

Similar procedures sﬁould be ‘available for other

Gy . - codes, .
i . N

5. Polling, auto~dialing and other communications

- network control procedures. . o
o N~
7

Data Processing

With the view to relieve the PPU load.the front-end

]

e "~ will perform data processing functions such as: .-

1. Code conversion.\ All received data should be:.

translated from source to dbject code and trans-
mitted data shall be translated from‘obﬁect to
source. Code conversion should be program?able.

One of the simplest methods for code conversion

'
~

~

would be to equip the system.with code tablegfnx\ o j/,ﬂ

» . \\\\‘, ‘4.7 4
Whereby characters can be translated by selecting

the corresponding character from the requ;red /
{
X

'code table. The selectién algorithms can.be’(l\ v
. established by considering which codes will be * |
. . R

equipped. USASCII, five level Baudot, BCD, and ,

EBCDIC, are some of the most common codes and

o &
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must be equipped in this system.

2. Transm1551on error control features, such as perlty
checklng or other coding schemes ‘may be used to
provide the system with the capabl;lty to recognize B

| : a transmission error, and if possible-correct it.

i". . " Some gf the error control feetures which may be

| ~ equipped w?ﬁﬁ‘this syetem ar® (54 even orsodd

| o ‘ ﬁarity checking, ?b)'vertical and longitudinal

redundancy character assembly and checklng

. o (c) codlng technlques, such as cyclic or polynomlal

- \\ﬁodlng whereby errors are detected by loglcal
operations on the receive& data. When an error

.. 1is détected steps Pay be taken to correct it by

(a) transmitting a message to the originator over

Q

the receive pair of the full duplex four-wire

. lines‘(b) transmitting a message over the reverse

[N 1

channel of commpnication Iines using WE-202D modems,
and (8) by sirply feeding back the received data
on iIHES\ggipg type 103 modems. For the sake of
completeness'the system must be equipped for a full

complement of error control optlons as descrlbed
[S I

above, with the exceptlon perhaps of sophisticated

coding techniques.
~
R ¢

: ’ )
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. . ' / 3. Queuing. Data inputs from communications lines ;
/ " shall be placed in a queue of .priority for further

-

processing by the system. The prigrity of each

L]

input will be dertved from the users' identification

-

+ ' which ¢ontains such.infermation.

| 4. Editifig and formating. The received or transmitted
. f ] data will contain information fzrtaining tQJ?IOCk ﬁé

'/ ' and organization for presentatiobn to the host

- q.{‘compu{:er or the user. The front-end shall extract
thig Lnformatlcn and w111 organize the . data in
1oglca1 blocks such as programming statements eéﬁ

or physical blocks such as lines etc,

! 5. Mgmory and storage allocation. ‘Ploéks and programs

. . organized as in the preceding paragraph, shall

be stored in core or mass storage on a. per user

*8

{ : . basis, to enlee large transfers between the

front-end and the host, and thus reduce the number

'of interrupts betweén the two units.
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Fail Soft ‘ o -

v ‘.
.

In the case of host failure the users must be advi!ed

_ that'.the.system is no {longer available and that they may or

2

may not contlnue to use it durlng the down-time. While the

(\front-end provmdes for -an orderly shut-down of the system,

transmission may pe allowed to contlnue desplte host failure. .

When the host is returned to service, the fxont—end should

*

be able to orderly restart itself and place the whole -

»

AN »
' communications network in ready condition.
.

’!7‘ i ; ° . ' . : :
Application Oriented Functions . Y

N
H

The, front end should have the capability to be p&dgrammed
to perform functlons such as. message sw1tdh1ng, data con—

centration, message logging:.and traffic recording, and several
L)

other functions which may be particular to the syste@.

-, "

w

L4
VN

- * .
'y ' l§ ~

\-
!
A ) : N LI
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General

Many of the statements made in the previous section

B

i

) V. SOFTWARE REQUIREMENTS

-

B e

U o 3

will be repeated
software used to

regarded, as the

;vby the front-end, in one efficient and coherent system.

e e e oo oot v T T T

The technical parameters to ponsider in. selecting
software depend on its’abikity to\(a) manage the segding.and
,’reééiving of éaté over the network, énd at the samé timé
. constantly monitor and discipline this environment, (b) the
facility to handle a mix of terminals with varying character-

istics and disciplines, (c) to handle varying volumes of

_above present-day speed and .volume requirements. With a

view to future growth and requirements, a reliable source

-

°

.

into message control and message processing. Message control

data with relatively uniform performance, (d) to perform i

’ . A N
refers to software which defines the communications environ-

here, but from the software viewpoint. The
support the operation of tHe system can be

adhesive which binds the functions performed

. of software support should be found. .

The software requirements of thé system can be subdivided

Y

.

ment, establishes the detail of line control, and polices the

3

handling and routing of messages between the computer and the

remote terminals.

N

o

4 - ¢
-~ ‘*\. .
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'Eéch\of the major.divisi:;g can be broken down furthe

inﬁo small software moduieg..&Th%s breakdown’provides the
abilityféf'using laf?e humbers of permu?ations and combinations
gf moddiés to meet a?large vagiety of application requiremen;é.
The ;gfgr modules usually ;equired.by most systems are ' \\\¥
T~

the following paragraphs. . .
- e R T

presented in
Line- Control - e

£ A ) “ 3
: iR

Line control programs will be made up by the

. ‘ .
S ,,_,.J,:,__,Q_al_l_p_r,.iqin ion unit. 'I‘hli“uﬁit. will pfbj\‘,ia-é-—-fo-—r oo
% call origination over dial-up, dedicated point-to-

point, or multipoint networks. For tﬁe case when
¢ . ™

dial-up facilities are used, EIA standard

8 recommendatich RS - 366, provides detail of cdontrol.
¢ .

signals interchanged between—the términal equipment,

- »

in this case generated by the software of the

~front-end, anﬁ the data communications equipment,

°

such as automlitic calling gnits, modems and the -

voice/dat% sw@tching equipéént spppiied by the

. : common carrieg; In the case of dedicated ciréuits,
the signals éva}lable for establishing, connections

are in accordance with EIA standard recommendation

. RS¢232.' In addition to this the software provides

+

® » signals as required to activate the proper remote

terminals. Multipoint and multidrop circuits

[

3 [ . ) . \
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‘ -

.
- .

require addressing-and function codes to plaqe~the_'

desired terminal ié the required mode.

|

’ ) 2. To answer calls the software must alsd interpret
| signé;s which appear at the front-end interface
\

‘ \\\Yith'thedcommunicationséqu' ment For example . . )
o I, I

%
activation of the Data Carfier Detect or the

‘Ring Indicator signals between the modem and the .

front-end interface unit indicates-incoming traffic.

o

Reco%nitlon and response to these signals should

'
be provided, by software;

3

?3 ' .3, call termination procedures call for software which

£ !
-

- manipulates interchange signals from EIA R&§-232 .
} - .

" or RS-366 interfaces. , Once such signals are recog-

nized the program will be directed to disconnect

-

" the line in_an orderly fashion.

\gne important aspect in this area, which often leads to
i

: “
misunderstifdings between the data ‘terminal equipment supplier -
. or user and the common carriers, ig the agreement#op timiné_

between action and reaction to the control signals. Care

.

must be taken to agree and install hardware and software whith

eliminates such errors. One useful -method to achieve this is

DR
I -

. to\hﬁve'the communications equipment controlled totally by
p . . - < . 1
the terminal equipment. ’ ¥
n/ ) . .
.“ " o
e ' . 4
. S
4 hd
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data communications egquipment, whereas the latter acts on

Starthff Text (STX), End of Message (EOM) characters and ‘

cessed.

Link Control

a

To ensure message integrity it is necessary to.es-

tabllsh a procedure which controls the actual flow of data
)—.ﬁ/
between the front—end and the remote site or vice-versa.

The dlfference-between.the line and 1link control ‘procedures .
is in that the first places and maintains in operation the Too

Q)
L]

“the data termipal eqﬁipment. There are aregs where the two

‘overlap. The American National®Standards Insiitute has

issued its sixth draft of ANSI X3S3.4/475 "Proposed Anmerican

National<Standard for Advanced Data Communication$s Procedures

(ADCCP)". This standard defines the‘meaning of each: control

-

character and proposes sequences which make up link control .

procedures for a ‘number of‘applicqtions.,

The eoftwere'of«;he front—é;g\ehould recognize such
gontrol charecters.Ehd branch to progiams'to take action as" i |
required by the ¢ontrol character. Message control, such as
recognition of start or end of messages and blocking of data
into phy91éel blocks is also covered by L&nk control procedures.
For example the system must be able to issue or recognlze

br&nc to a program whereby the received data will be pro-

%

A



£

" while going in and out of the system.

Data Transfers

* a '

o

.The system software must have the capability to transfer

data accumulating in the I/O buffers to ‘or from remote

terminals iny an orderly fashion and at the proper speed. The

2

prime’ consideration here is to save processor time in handling
'n * .
data transfers. .Even though most communication systems are ‘

byte or character .oriented the software must provide for
transfer of data in blocks, and if possible directly to memory

- ~ :
with a minimum interrupt rate. In other words schemes based _ .

on block transfers by direct memory access appear to be the

LR

-~

most common. From what has been said so far, it is:evident =

that the most important aspects of the data tfansfer func¢tion
are (a) speed, to enhance effi¢iency and through-put, and

-

(b) message control, such as storing and organizing messages . ,

f : ;
. Rl
O° 1

, The parameters to be considered to enhance épeed are -

basically dependent on the I/0 channel linking 'the frgnﬁ—end

.
v N

. . . \
processor (or memory) with the communications interface.

/0 channels_cggﬁgghiqggﬂﬁransfer.speed'of one-million cﬁgracters

per second (cps) with commonly available eduipment., Staté{of -
: « 6 o,

the art equipment can achieve speeds of about 2.25 x 10 cps. ¢

~

<, Message control is necessary to ofganize the transferred
data in"blocks.  This will ‘enable transfers by interrupting
the CPULtd transfer large bl6cks‘of characters,'rathéf than

interrupting for the transfer of each character. The
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assembled message (or bl?cks\) shall be stored in the I/0

interface buffers for transfer in or out of the system., The
decisions to be made in this area; concern (a) the b]{.\ock. size,
which depends on the speed of th'e“ terminal equipment as com-

pared to that of other such-equipment connected to the same

buffer, (b) the buffering -schem_e, which depends on the method

‘of control most suitable to tﬁe software. Storage and message

-

transfer efflc:Lency are .the pr:.me cons:.deratn.ons here. Random
storage, douhle buffer:.ng and sequent:.al—and-random storage
‘and’ queu:.ng techniques are the three bas:.c a]fternatlves of

buffer:.ng. ’ . : ) .o v

>3

; e .

To determine the magnitude and capability of the
buffering system statistical information concerhing ‘the traf-
fic from each type of terminal st oe 'collected. Such o

~

information should include speed of teminal, and line

_occupancy in each direction of transmission when communicating

with the computer. This J.nformata.on can be used in conjunction
w:l.th the buffer control scheme to determlne the buffer size

appropriate for the system.

Data Processing

This function oLhe front end shall comprise (a) code
translation, (b) transmission error control and (c) blocking

formating and in' general organizing the data delivery to the

N

S ’

" host processor. : . i
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‘ . >

The software sgxould trar}“s";%te received data from Source
R - - 3

to object code ‘and éonversely the transmitted data from the

S . ¢
computer object code"to source code “as required. Such c%de

onversions are t\suai.ly based on a direct look-up table. For-

»

example supf:ose that a, lower case m is to be translated from
seven~level ASCII (1101101l) to e:i:ght—fevel E’IQBIC (lOOlOlOO)u.
If ASCII to EBCDIC transltation is to be made in look-up

Table A, then the contents of location 1101101 of Table A
- q, s <

should be 10010100. ’ \ “

4

-

Q

Transmission error control «can be provided by chec?king
" and .processing received data .for parity or othler error control
‘technique. If -e;rrors are found the program may branch to .
subprograms to advise the user, or alarm the system as required.
Simpléf methods such a'sldireci—: feed-back {(echoeing), reverse
channel acknowledgement in response to link control: characters,

etc. are some other methods which gan be programmed into the

kY

L
syé;f:em.

(3

. . k &
@Received characters will be blocked in.the buffers, and

brought into the system in blocks suitable to the front-end

. .
software.. It is evident that such blocks do not necessarily

corres}send with physical blocks as required by the dat'a . ' a0
‘tei‘rﬁinal equipment, or logical blocks as required by the
statem;nts of the program. The software of the front-end
.will,\ iqlock data 'to suit the data te:;:mir;al, and the user's |

T

programming needs. .

Y
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k] . . Al

Quéling, of data in terms ofipriority for transfers between *

by the front-end software. This part of the softwaxe will,

be part of the frontfend—host interface.

P s o <
. v ° . ' bt -
" _ Miscellaneous Programs - : *
\ * ©w o ]
- . .
Program whlch may add to the front—end .capabFility as \\\\\\
. . -a communication, processor may" be 1ncluded 1n the_. software

N >

package. Such an additionalgcapabllltyﬂmay be message sthch-

- ing and its associated features, or the front—end nay be

-

connected to other’ front—ends for netzgrk load balanczng or v
¥

™ ¢

computer’ to cpmputer communicatiorns 1n)genera1.‘°
~ [ . . .
Operating System ° ) N\ :

¢
. N C

3 - \

. : . The operating system of the front-end will pupervise 2
. . s [

e\\\\“¢gﬂiafunctioks performed by the front-end. it will generaté .
; N ) ,"’
sequences of subprograms to-meet the needs of the system and -

°

of the user efficiently. - Since the operatlng system programs

are resxdent it dis 1mpor%ant to deSLgn soﬁtware thh»memory

o

* conservation in mind, as well as programmlng flexlblllty and

o ease of change. 1?% mentloned—\greVLOusly these parameters

&

must be traded off against each other. However, with,a view
- . . <. . o

to accommodating the future 8f the systeﬁ, flexibil®ty and

ease of change should be favoured. . B ' . -

7 )

the front-end and the host computer should also be controiled e
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~  VI. BYSTEM PROPOSAL : .

e -~ B . P}

General . v ' -

There are several commerciaily available minicpmputer
systemg which can be proposed to be used'as frént-gndg to r\, K
the SGWU computer,system.(G) _Having evaluated several sys-

: tems on paper it was decided that only the Interdata system

55 and the DEC-PDP-11 will meet the criteria épecified so oo

e . -~
“

faf?N The former uses two minicomputers, one for performing
communications control and the other for data processing.

This system is slower and less ‘flexible than the PDP-11,

1

which by virtue of the Unibus gains advantage in speed - ' -

.

{2.25 million words per second), and in flexibility by i -

accessing and manipulating data ahywhere in the system. The

-

following paragraﬁhs oufline some of the points of consideration,

for, PDP-11 to be used to front-end the CDC-6400 system. . L
System Description s " . )
. 2 < ‘- N ‘ a . o ~ )

For the sakg,of aqmpleteneés.‘and at the expemse of

| accurate detailed information’ a briéf description of the

.- . ) v -
PDP-11 system and the compoqenté used to make up a front-end - -
_wili be presented here. S

The PDP-1ll fémily”includes seévéral "types of processors,

A

a large nunber’. of peripheral devices and options, and extensive
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/
software. The PDP~11 machines are powprful 16-bit computers

which can be cycled at speeds as low as 300 nanoseconds. J
. The CPU .contains multiple hlgh-speed general-purpose reglsters ~—
' which can be used to control the Unibus, and to pexrform
\arlthmgylc and logic opgratlons.. The memory can be expanded
from the basic 4,696 words to 126,976 words in increments of
e 4,096'word§.* The memory may also contain.up to 32,768 words

of solid state memory.

The Unibus is a single, common path that connects the
CPU, 'memory and all peripherals. The Unibus has 56 lines
., which are used as follows: (a) 16 for data transfers, (b)

18 to contain the address of the transferred daEa, (e) two

ro—

SUR - - » lines to -control-the direction- of‘transm1531on, TH).one
€ * [

' each for mastéf sync, slave sync, parity bit low and parity ¢
v . o -
bit high, (e) 13 priority transfer lines and (f) three

miscellaneous contrél lines. The functlons performed by , .
,signals on® each 11ne are adequately descrlb;d in the pDP-11

J "Peripherals and InterfaCLng Handbook": , The descrlptlons here

will-be limited to the point required to demonstrate how the

PDP-11 will apted to the existing system. ‘
3 -~

- ) The main modules of telecommunications equipment ‘used
© in¥er-connect the data communications equipment to the

-~

ﬁ& N ront- nd and ‘their specification sheets are as follows:-
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i Asynchronous Line Interfaces Type DCll. o

n. The DCll series of character-buffered® 1nterfaces are

1
' used between the PDP-1ll and a serlal asynchronous 11ﬂe. They

can be used to connect the PDP-1ll to a variety of asynchronous
-terminals, or to another computer throﬁgh a common carrier. & |
coﬁmunicabions facility. The DCll has the flex1b111ty to

handle many different. types of termlnals. The line speed, -
character size, stop-code length, and the data set control

l%nes may be set under program control. Input and o?tput

]

{ line speeds can be varied independently. ‘ ‘ .

Automatic Calling Unit Interface, DN11,

\

With the DN1l and a Bell 80l Automatic Calling Unit

s

et et e e i < e e v m = ey e e & e e

(AcCuU) or equlvalent any PDP—ll can dial any telephone number
1 in the Direct Distance Dial Network and establish a data
link. The DN1ll is a dlglt-buffered 1nterface, and dlglts to
be dialed are presented as four-bit blnary numbers. The
interface drives the ACU w1th;EIA —366-C volLages and 1s

connected via a’standard 25-pin plug.

Synchronous Interface, DPll. _ . i / .

Il

The DP11l prov1des a double-buffered program- 1nterrupt

NI
1nterface between PDP-11 and a serlal synchronous‘llne.

‘ /> The DPll interface offers flexibility. It hahdles a

wide variety of terminhals and line disciplines (iwe(,‘liqexfﬁz

-




‘can vary sync character, character size, and modem control
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. ’ N
control procedures and error control techniques). A programmexr

leads. Automatic sync character stripping and automatic idling -
are also program selectable. While idling, the DPll transmits

the contents of the sync buffer.

The DP11l desién provides individual interrupt vectors
and hardware interrupt priority; assignments for the transmitter
and receiver. Interrupt priority' is jumper selectable. This
feature, coupled with the automatic transmit idle capability,
enables dynamic system adjustment to peak message activity,

1

For example, the programmer can temporarily ignore the trans-

et e e
e e

mitter if receive activity is high.

°

- The DPll is a fully character-buffered synchronous
serial line interface capable of two-way simultaneous communi-
cations. The DPll translates between serial data and parallel

data. Output characters are transferred in parallel from the

computer to a buffer registgr\ where they are serially shifted
to the communication line. 1Inpuyt characters from the modem
are shifted J':nto a register, transferred to a buffer register,
and made available to the PDP-11l on an inFermpt basis.

Both the receiver and the transmitter are double-buffered.

This allows a full character time ip which to service trans-

mitter and receiver interrupts.
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Asynchrongis 16-Line Single Speed Multiplexer, DM1ll.

The DM1l is a full or half-duplex 16-line asynchronous

.multiplexer.' All lines operate at a common code length and

Baud rate. The unit will operate at speeds up t

1200 Baud

for the full 16 lines. The DMLl uses the PDP-}¥1 NPR(DMA)

facility to assemble and to transmit characteds directly to

or from core memory.

of -
Full Duplex 8~Bit Asynchronous Line Interface, KLl

The KL1l will connect the PDP-1ll with full-duplex 8-bit

asynchronous serial lines and is used with Teletyp

other terminals. The standard interface provides -

£

1.

®

es or

a 20

m“.millianmu—cﬁr;eatfiaop~output_§ha”é éélﬁ l“zlosure input

for interfacing. to standard Teletype c?

can be modified to interface to local EX¥rminal

the DE1l1lA,

)

Line Programmable Asynchronous Serial Line Multipl

exer DH11l.

This unit has program controllablg speeds, character

size, and parity generation and checking. Each of the 16 lines

——

has a double-buffered receiver whose contents, when full,

Y

are scanned into a .64-word (16Lbits/word) buffer.l

&

operates on a first-in-first~out basis with the o

the Uriibus made via the Next Received Character Register (NRCR).

The DH11l is restricted to one character per microﬁ
because each character requires one microseconj to

position in the buffer. '\

The buffer

tput to

econd

shift one

.



i

The transmitter is loaded directly from core under NPR
control. When the’ transmitter is loéded and properly con-
ditionéd it will generate a start pulse within one sixteenth

«of a bit length. The start pulse and subsequent ‘data bits
which make up the transmitted characﬁe; are a full bit-time

-

each. ' ’
Al

- Description of Operation

[N

Theﬂdesigh of the PDP~11l as a whole and'especially that
of the Unibus allows tremendous flexibility and power with
regard to the role of the PDP-1l1l as a communicétions 1iné
controller or as front-end. ?he power and flexibility of
the system stem from the fact that data transfers-on the
Unibus‘aré made in an interYocked mode, i.e. any £wo devﬁces
on-the Unibus may communicate with or without processor
sagé;;ision: Tﬂé interface which connectsldevices into the

Unibus is ﬁsually equipped with hardware and software controlled
functions, which enable the two devices to assume a master
or slave position with respéﬁt to each.other. When this is '
done the interlocked control signals which supervise the
‘communicatioq of the two devices- require that a signal in 0
a slave device is generated in response to a signal from the
i

. master device and conversely the master signal is dropped

in response to a slave signal.




.4. Data is placed on the data lines of the Unibus and

-2

Ji
L4

There are four types of bus data transfer transa¥tighs:

1. Data from slave to master (DATI).

24,
2. Same as (a) but inhibits the restore cycle when :
data is removed from destructive read-out devices
(DAT1P), .

3. Daﬁa transferred from master to slave (DATO) in

words.
v . . B - é v

-

4., Same as (¢) but data is transferred in bytes

' (paToB). 1

For an input data transaction (DATI or DATIP) the .
following will take place in the Uni , and device inter- '

faces: .

n v

1. fThe master sets the control lines to octal zero
. N W

©

. for DATI and the appropriate slave address.

2. About 150 nsec after it is determined that the,
bus is inactive the master device issues a

master sync.

3. The selected slaye at this point, pré;ares data

for transmission to the master.

a slave sync -is issued on the slave sync line of

‘a

" the Unibus. g
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5. 75 nsec after receipt of the slave sync the master
probes the data lines of the Utiibus. When the
\\\\ data is accepted the master sync line of the

Unibus is dropped.
- L Y

6. The master at this point may repeat the process.
if more data is to be transferred or may drop the

.3 control lines and relinquish bus control.

L

A
7. If bus control is relinquished the master sync line

is negated: This causes the slave to drop the

data lines and negate the slave sync line.

" This dperation (bATI) as well as all bus transactions
» require a minimum of 450 nandseconds or the Unibus.has a
maximum transfer rate of 2.2 million words per second.
DATIP, DATO and DATOB bus transactlons are sxmllar as far
as the basic prlnc1ple is concerned and each of these trans-

_ -~

actions also requires 450 nanoseconds. .

©

L}

a2

In summary, the fifst strong. point in the operation of
the system is the ability of any kwo devices (mostly communi-
cations line interface and memory) to seize the Unibus and
communicate wiph each other asynchronously. In addition the
speed of operation, 450 nanoééconds per word o;ibyte transfer,

is far above and beyond of transfers possible in other systems.

Thé’ablllty of each device to seize the Unibus in an

-~~~ 7 efficient manner is due to the power of the PDP-~1ll priority
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f

‘processor.
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0 .
Transfer of bus control from ohe device to another
is determined by arbitration logic, which is part of the

Requests for-control of the bus can be miade at +

Q , . .
any time (asynchronously) on the bus request (BR) and on

the non-processor réquest (NPR) lines. . °

N ~ °
- . o

The signal sequence by which a device becomes selected

as next bus master is the priority transfer (PTR) bus

|
operation. This operation does not actually transfer bus A
. . |
control; it only selects a device as next bus master. The ‘
sequence of events is as follows: _ 0 o

The device that needs control of the bus asserts

the BR (or NPR) line assigned to it.

o

1.

The processor. receives one-or-more-BR-signals.—
These signals>enter a priority arbitration éystem,‘
which compires‘BR levels wiéﬁ the proceséor 0
priority levels and against the NPR. If a request
has the highest priority entering the arbitration
.system, and the selection acknowledge‘(SACK) line
is clear, the processor asserts the corresponding
BG (or NPG) line, to .indicate that BR or NPR
requésts for control of the Unibus were granted.

NPG is asserted during the current bus transaction,

while BG is asserted only at the end of the current

B 7

instruction.
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3. Each device on the asserted BG line passes the .

°

' BG signal, unless it is requesting bus control.

4., The first device on the line which has BR asserted
responds to the BG by asserﬁing SACK, blocking the

BG signal f?h@\;ollowing devices, and clearing BR.

5. The processor receives the SACK sign*l and clears
BG, (IfGSACK is not received within io usec,
- - in!

time out occurs ané the bus grant is cleéa¥ed auto-

matically by the processor.) .

6. The current bus master completes a data transfer and

clears bus-busy (BBSY) at the same time it clears

the Address and Control lines.

7.- The seletted deﬁiée, which is the new bus master,

asserts BBSY when BBSY, BG, and SSYN are clear at

v

the end of the previous data transfer. Interrupt
Transactiaon (INTR) may be asserted at this time, e

if the new bus master isg interrupting.

]

8. SACK is dropped at the same time INTR is asserted

if the device is interrﬁpting; If the device is
to transfer data first, the SACK signa; is droppeq
prior to the start of the last bus cycle that the

device uses.

9. When the new bus master has completed its last data

s

transfer, it clears BBSY. A new bus master then '

@ i
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° o

takes control of the bus. If ﬁo device ié selected
(SACK is clear), the'processorxasserts BBSY and
continues procegéing. If, instead of\clearing
BBSY in a passive release, the device aésérts INTR,

the processor conducts an INTR bus transaction. °

This is called active release of the bus.

To signify the end of the transaction°§29 to relinquish

bus control the bus-mdster interrupts the processor.

-

O

A device may cause the interrupt operation to occur

" any time it gains bus control with one of the BR levels.

© It is usually accomplished immediately on becoming bus master;
bt . '

e

however, it may follow one or more data transactions on the

bus. o I

. . e e

Py X

1. If immediate interrupt operation is’ to be initiated,
a device which has been selected as bus ﬁaster .
ésserts INTR and a vector address on the D lines,
at the same time that it clears SACK and asserts
‘BBSY. If data transfers occur_prior to interrupt

» then SACK must remain assérted until INT& is ’ -
asserted. If the device has been making data

3

transfers prior to the ~interrupt, it should assert
{

: through the last cycle.

4

2. The processor g&geiggglghewlumnfsignalrﬂvatﬁ§”ﬂ§?ﬁ§§?*~

¥,

— e —————

for deskew to ensure that all bits of the interrupt



»

\ -47-
. . . i

vector address are available, énd agsserts SSYN .

<

when the data is read in.

3. The bus master (interrupting device) receives
SSYN ahd clears INTR, the D lines, and BBSY. This

constitutes active releaseidf the bus to the

o

processor.
[-3

4. The:processor clears SSYN when INTR is cleared,

andlenters the interrupt sequence to store'ghe
&

contents of the current PC and PS registers and

k3

replace them with the contents of the location

¢ . *
— - —————————gpecified-—by the-vector address. "

Programming and Software

it

The PDP-1ll has an instruction repertoire of over 400

hgfd—wired instructidhs.‘ This large Eepertoire in addition
to thé)system's ability to manipulate datd in core or peri-
pheral deéice registers mike the PDP-1l one of the e?siest
systems to pfogram. Ho&éver, ﬁigital EquipmentOCorporation
have dgvelgped and offer to DEC equipment users software fbr
most applications inc}uding'a communications package called

. COMTEX-11.

o

) . : ' — n o .
" COMTEX-1l comprises modules used to control the'transfer

and proaessing of data from the variety of terminals attached '

)

“to the system, as’ well as modules which-:tontain routines .for

servicing interrupt reQuests from the various types of

<

Wiy
o



- - v : - Ny
‘ : ' . ’ ' ,3 ..48'- - ﬁ;//
N ¢
) ) L

‘equipment~connected to the Unibus, ‘.-

0
<

g ¢ .
_When a terminal reguires service, to transmlt oxr

Al

recelve data from the system, it w111 request bus-mastershlp.
.00
This creates an 1nte%rupt which can be programmed to access

<

an Iﬁterrupt Service Routine (ISR). Cnbe the ‘interrupt has
been acknowledged the Terminal Appllcatlon Program (TAP)

\fe approprlate for the calling device Y}ll be called in by

o L

System Control Interface Package (SCIP). These Terminal

%

Application Programs (TAP) provide for the actual data o

transfers, and processrng of data (code converSLOn, formatting,

o @ error correction etc.). .If ISRs gre requlredxln any trans-

lll_w_--~ﬂwm--act:on“—SCIP"”lll 11nk the active program w1th “the called

ISR. - " d - . .

i d
s me,mmﬂﬁmwnw~—wwa0winitiate Iine programs the user program is linked
+ e . ’ -~ (

with' COMTEX-11 via the PDP-1L EMT (Emulate Trap) instructione;
3 ' y |

o -

»

Ana1v51s of Capacltv Requirements -

»
«

system is: ) -

°

5 /g D . N . K
- 1 Card-rea ers. 1200 oards per mlnute or 20 cards
Eer second, at 80 characters per ‘card. Card
o- . . reader trqfflc 13\1600 characters{per second (cps).

The maximum traffic that can be generatéd by the present h

2, Llne prlnters. 1200 and QQQ_llnes~perﬁmiﬁﬁf§“_T

32 lines per secpnd.’ AtAlBS characters per line,
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| line pginter traffic’is 900Q cps. . ’ . '

, o
3. Time sharing ports;\u40 termina.s operating at a .
) maximum speed ®f 30 cps. Low speed‘tnaffie isg-
(% 4 . .

. ) 4

y o E 1200 cps. i” , . .

™ w i P ’-- hd ot h Y

4, Synchronous 4800 baud llnesl Three llnes (with

&br-‘i‘ J 8 blts/character) generate 600 cps each if operatlng‘
A a%f duplex, or 1200 cps each if operatlng f@ll— a
) '“ x. . Total synthronous full- duplex line traffic
. —(” expected: 3600“cps: ’f*' T . ‘%%g"
e g > . . o . , gﬁi;
' 5. - Miscellangous traffic ‘from terminéls such -as graphic o
a ‘ dlsplays, 200. user terminals can be expected to be
. of. the order of lOOO cps.
< . . fa
i . “If all terminals conﬁected'toatﬁe sYstem?operétedvét o )
~ once at their highest speed Wlth 109% line oc;upancy ﬁurlng o
\ . ) .
ﬁ% transmisslons and in full- duplex mode when p0591b%e, the ,Q
maximum expected trafflb'would be 16,400 cps. If«the system
. ls'to trlple in the next few,years, the maxlmué expedted °
[ traffic load for the sysgem w1ll be about 30~000 cps. ' -y J‘
’ ARG ' ) o
. ' In actual worklng condltlons, 1t is highly 1mprdbab1e :
"that_all -equipment is: actlve and transmlttlng or rece1v1ng :
simultaneously. To allo& for slow—typlng students ;ack . i
.of volume etg¢, one could safely assume thit the traffic at ] e

S

[éuy trme never exceeds 50%, of «the theoretlcalﬁmaxlmum. In

“other words 1t is contended here that it, will be safe to

» ' - . . 12
, L N . o N n -
.. . Ca . Lo . .
.

. ‘
» >
-

V-
4
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‘modem cohtrol, Unibus coptrol, interrupt haﬁaling to initiate -

50~ -

design the system for a total traffic of 25,?00\cps.u L @

~—

' ¢

¥

\ -
This traffic al the front-end about 40 usec/

\

character. This time will be used for (a) transferfing the

‘ é
character between the line and the front-end core, (b) checking

its parity'an;~traﬁslating it to the host's object code
(c) format ané‘organize received data into programming en-
qﬁtﬁes-spita51e for use by the host computer (d) transfer
each assemb;ed“énti%y into the host computer &nd (é) per—

forming control function associated with each of these steps.® -

The PDP-11 is so organized that items (a) to (d) in-
clusive, require one instruction each. Item (e) comprises
¢ .

ldrge and comﬁiicated programs such as line interface and ‘/

h
» -

or _términate &sach of these control functions, and recognizing
A Y

.characters for link control and/ér terminal control.

y k4
A

The percent usage time of the system is then estimated

o
» . -

on a per second basis as follows: A%\}n .
- ) . : \ )
1. 'For’ items (a) to (d)" inclusive there will be four
~ P . ' .
// o instruction per. character. “The average instrpction

time, on the slower PDP-1ll's, is about.2.5 usec.

Therefore items (a) to (q) gequire/lo usec per -

v

character or about 1/4“sécon§§, or 25%.

\ N R

,,

T.3m
L dal wln §

d

interface and modem control programs may be up

S to 100 instruction or 250 usec.xper line routine.

- . ) [ 4 , ¥y . g

' A ©
1 . . <, N
(I ‘@ . N q'?:):;?' * < 2 a ‘ r *
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If there are ten call origination or termination
' ’ routines per minute, this task adds only about

40 usec to the overall operation.

-

AV
w
.

Unibus control .and associated interrupt handling

3

timing requifeménts can vary'depénding on the - .
» ’ ’ .
number of characters handled each time. If DHI1

[

multiplexérs are used, such routines will be required

once each\time it is requiréd Eo.empty the 64
ch%racter receive buffer, or to”fiil the 16 output
registers. Assuming that receivin; buffer alarms
are set for 'about 80% fili, receiving buffers will
be emptied each time 50 character; are received.

A . If of the 25,000 cps*l0,000 gre inbound traffic,

200 unibus control and interrupt service routines

C will be created per second. If the transmitted

traffic is 15000 éps, and there are only 5 lines

: - receiving in each multiplexer at any time the trans-

mitted traffic will be in groups of five characters,

’

or there will be 3000 routines per second. Each

4

such routine requires about ten instructions, for

. a total of 32,006 instructions or 80 milliseconds

. .
) I\\ . per second. -
& ) T ' . -

- 4, Link control and or terminal control routines are

ad .
generated in recognition of special characters, ———F——

N o ‘It is expected that an average of five such characters

Q
L)

. o
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shall be received for each block of data. If the
average block size is about 40 characters, thgre

S will be 625 blocks/second of 3125 control characteks
per second. If there are aiout ten instructipns
required to service each character and 2.5 usec

per instruction about 80 milliseconds/second will

o be required to perform this function.

Perférmance of functions directly associated with data
transfers require a total of 410 msec/sec or about 41% of
the front-end power. This figure is rounééd-off to 50% t
allow for handling EMT commands and system houséhold functions.
It i§\emphasized that this figure was calculated 6ﬁ the basis
of .using DH1l multiplexers for connecting the front-end to
Eﬁe telgcommunications }ines.L Fu{thermore, the ngbervof

lines ' for which the estimate is made is assgumed to be

| 120 low-speed and 18 high-speed. _ N @

Hardware Requirements

\

Digital Equipment Corporation literature containsg block

)
&’

diagrams for several typical equipment configurations used . .

© N

in computer-coritrolled communications systems. The basic '
hardware components in each of these suggested systems are

the PDP-1ll processor, the core memory, the ¥Wnibus and the ‘
. LY
vﬂ

M . B

line interface units.

-

[y
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. . ' A}
| systems: ) : '

1 ’ 1. One PDP-11/30 or PDP-11/45 processor., -

2. One Uniﬁﬁswsystem equipped with one DBll-B Bus

" Buffer for extension beyond 20 unit loads‘if /
required. ', ©
¢ \ ( '

.

3. <Eight DH1l-AA Asyncﬁronous 16~1line Programmable

’wymltiplexefs equipped as required with DM11-DX

: £}§e§eQaptérs. - ;

4, Twelve DUll-DA synchronous line interfaces.

5. Core memory of 32,000 16-bit words. ‘The core:

memory shall 'be made up by eight MM1l-F (4K) mo&ules.;

This will provide inter-leaving facilities re- -

sulting te‘possible access and cycle times of \
b

f ’ b 400 and 490 nsec respgetively. (For, transfer of
l N .
data out of memory 800 nsec memory cycle time
, N 2

will be required).

!
6. PDP—ll to CDC-6400 data chanpel lnterface to connect
the CDC data channel to the Unibus. This will
.-allow the front-end to access and use the host-

computer and ltS pérlpherals wia the CDC-PPU.
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‘. Software and Core Requirements
[) .

The software required to support the operation of the
front-end will be resident in the PDP-1ll core. In this

section, the core requirements'  for software and data in

\4

o transit - through the front-end is estimated.

aw

SCIP Module for Controlling 120 Lines

- )

This will require 2500 words of core to accommodate the
basic SCIP (for 1l-TAP and 1-ISR) a;d SCIP for an additional

$20 ISR and TAP modules for an additional 120 lines. x
- ' :

| Tfermjnal Application Programs .
| ! ) ‘ }

° 120 teletype terminals. This requires. 1,350 woidé of

memory - for the first module and 3,000 for the remainder.

Synchronous lines. Nine 4800 baud lines and three

/ 2400 baud lines simulating type 200 terminal units, will :
require 2,000 wor@s gor the first TAP, and"approximateiy

©100 words for each added line, for a total of 2800 wérds of

core.

L]
e d

The program which will handle communications with the

\
A

PPU will require 600 words of core memory.

Interrupt Service Routines

T The ISR for the first DH1L multiélexer shall require

!

|

I

|

!

: ' ' about 600 words of core for its own control program and
| o .
|

|

|

|

|

|

|



‘for the first unit and 200 for each additjional unit. for a

v -The ISR fox communication with the -host computer is = = -

* p— This will have the largest core requirement especially

N \ )
if the sysﬁe{n is loaded with features such as several types

-55~

»

approximately 300 words for modem control., The ISR for the.
control program of each additional DH1l and associated modem
control will require about 200 words of core. The total core

requirement for DH1l ISRs is 2300 words. - K

ISRs for DUll i}nterfaces will require about 1300 words

total of 2700 words. . N

1

estimated to require approximately 500 words.

User Programs

~»

of polling, automatic cilling and automatic answer, ‘selectable
rates, special mgdem control sequences etc. 10,66_0 wqrds of

core will be allowed for user programs.

Assembler

If the system is program::ned using the'PALll-S’re];ocatable
assémbler and LINK1l1l-S loader, 8,000 words of core me}nory
will be required. It will be assumed here that the front-end
will have access to the host assefnbler and only 1,000 words

s

will be allowed to call it. s s .



Traffic Data . : \

If the lines were operating at their maximum rates,

simultaneousiy and if the front-end were to format data in

.
Al

blocks, at any time‘ the front-end would have in core approxi-
matelyo‘180 blocks. . Since the system'has been assumed to =
operate at 50% of the theoretical maximum £he number of data\t .
blocks in core is assumed to be 90." If each block is assumed
.to cc;ntain an average 60 ,charact%rs, some 2,700 l6-bit words
" of core will be required to accommodate the data in transit S

through the system. o,

In summary the core requirements will be as follows:

. .
23 . ¢

1. COMTEX-1l

sCIP , 2,500
v TAP 7,750

ISR : . 5,500 15,750 ) )

2. User Application Programs

§ vap o . 10,000 10,000

3. Assembler Facility s(Loader) .

PALll—S.and LINKl1l-Ss 1,000 1,000
\ 4. Traff;i.c Data ~ ‘ , )
’ _ 42,700 . 2,700
| . TOTAL CORE REQUIREMENTS
— . 6 o 29,450
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VII. INTERFACE WITH THE HOST.

_ The PDP-11l will interface with the PPU by connecting the‘"

6000 data‘channel to the Unibus. This will be done by means
of a special interface. The following paragraphs outline -
. owiig pard

some of the desired characteristics of "that interface.

Hardware Reqpiieﬁents
Signal Line Alignment R o

" To match the CDC type 6000 data channel to the Unibus,.

the interface will be required to: K o

1. Activate the propef lines in the channel and the
U;ibus to control the direction of transmission.
- This is necessary because the channel operates
full-duplex and the Unibus half-duplex. The
o . Unibus®transmission control lines are set to
positions 00 and 01 for‘data ino(DATI) gnd
positions 10 and .11 for data out (DATO). These
~settings correspond to the data channel being

3

in the output or input mode respectively.

2. . Set Unibus data lines 12-15 to logic 0. Through-

P " connect Unibus data lines 0-1ll inclusive to the

corresponding iines of the input and output paths

‘%pflthe_data—ehaﬁﬁeirﬂ*&?”"

o

<

o‘ ' . (_}

el
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3. Connect the active flag for both.the input and
output sections of the data channel to one of the
bus request lines. Activation of these lines will
iﬂitiate ;'bus request. When the request is granted,) '
the BG line may be connected through the interface ~

: £o set an interrupt on the data channel and proz}de

the PPU with a status word indicating that the

interface if now bus master. Acknowledging this

_ integrupt~the interface .sends SAC% signé; to’the

S

. PDP-11, and sets the BBSY line.

4; Connéct the Master syné and ﬁhe slave sync lines
of the Unibdg to the full and empty flags respective-
l ly'ior the inéut'section of the channel, and to )
the empty and full flags respectivglxjfor the

i
output sec¢tion.

5. Connect the master clegar (MC) line to the initiali-
_zation control line of the Unibus. This will
clear the Unibus side\éf the interface when MC

occurs, . °

The preceding Unibus-6000 data channel line alignment
was decided on the basis of having the PPU assume mastership

of the Unibus in all cases.

Time Base Alignment ™

. . The basic time element in the PPU is one minor cycle
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°

Ll 3

(100 nsec). The clock raéés available to the channel are ’
1MHz and 10MHz. The width of| the clock éuLSe, and of the

data and control signals is ZLnsec. (The MC is a 1 usec
pulse repeated every 4096 usec while the DEAD START sthch
.is on). Each data channel can handle a maximum rate of one

word per microsecond. |

To allow for data transfer skews all signals travelling

on the Unibus must have a minimum duration of 75 nsec. Since

transfers on the Unibus are asynchronous, the maximum duration
of these signals is determined by the rate at which they are

sampled.

To ensure proper timing coordlnatlon, signals in the %*
PPU to PDP-1l1l dlrectlon must set fllp-flops at the interface,

|

\

|

|

|

|

|

| :

| ,

which will be cleared by strobbing SLgnals on the Unibus.
, Conversely signals in the Unibus to PPU direction ‘will operate

|

|

single-shot circuits whose ouﬁput will be a pulse of 25 msec,

‘when sampled. .
> Since the Unibus-is capable' of transfer rates of 2.25
million words per second and the data channel one million -
| .. ; ‘ -
| words per second, the actual transfer rate will be determined

by programming which is expected to be sloyef.
Electrical ALignment

g

o

the logic 1 = 0.8 volts and the switching threshold is 2v.

.
o

- e The Unibus signal levels are: logic 0 = 3.4 volts,
a



-\

""60'- Y

.
« 0 \ . k]

The CDC-6000 data channé]. signals are 8V pulses of 25 nsec

2]

duration. Circuitry to ensure electrical compatibility will

be required.

Programming ) c } 0

3

,Seciuence Description

-~

To incorporate the front-end to the system without

many changes, it is necessary to retain the instructions, .
. N il o . -
) : . function codes and basic data transfer programs for the CDC }

data’® channel aind the PDP~1% Unibus. To achieve tfxis, it

3

v;rill be necessary to equip ‘the PDP-11 and the PPU g ith pro-:

gramming modules; which will be used. to interpret ch other's

function codes in a manner similar to that employed by

oo peripheral devices under the present system. The recommended

a

P procedure for data transfers between the PPU and the.PDP-11

2 B *

. L is as follows:

e

1. The PPU waits for the channel which is connected

®

to the front-end to become inactive (AJM), and

then issues a function code (FAN or FNC) to

e

select ghe interfack. This sets the channel

MR

° active flag, which is transmitted through the
- interface to actiwvate the BR line assigned to
, | A /
, the interface.’ When BG is asserted in reply to

BR, the interface will interrupt the PPU to prowvide

a status reply, and will signal the PDP-1I to

A * ¢

¢ ®




- JYe converted to MSYN at the interface and %vili start ~

~

“a
?
1
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acknowledge receipt of the.BG signal. If the

status reply is affirmative, the PPU will proceed .

with its handshaking procedures with the PDP-11.

)

When the link between the PPU and the PDP-1l is
established, a function code may be transmitted to.
the PDP-11l to ~act:i.va.te the proper control line |
for either input or ouépuﬁ, i.e. condition the

Unibus for DATI or DATOB transactie_:ms. When this

is done the front-end via the interface shall provale

the PPU with’the appropriate status word.

¢

If the status word is affirmative, the pDP-11 is
placed in the desired mode and it is ready for .data
transfers. When the PDP-1l is transmitting’ (bATOB)
to the PiJU, it wi)ll {ssi;e a SSYN wi -each byte

tég activate the channel full flag t roxfxgh the inter-‘
face. The PPU will ‘remo"ve the chanacter' and 'de-:
activate the channel full flag by fctivating the

channel empty flag.. The channel empty ﬁlaf:; will

the next DATOB cycle. When the PDP-1l is receiving,
its SSYN pulses set the_ channel empty flag of the

output section of the data channel, and the channel

flag of the channel appéagrs. as a MSYN an, 'ti_ge Unibus. - -

i

——The corresponding instructions executed by the PPU°

!
are IAN or IAM for DATOB and OAN or OAM for DATI.

o
7
2

?
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4, When the data has been transferred, more function
- codes will be transmitted by the PPU fo release
the PDP-11, to’ cause the interface to relinguish”

0 the Unibus, and release the data.channel. 1In : '

¢

> the case of DA?Q 7 the PDP-11l must provide as the
- “ =) -
last character the transmitted block & special

© e character to caus& the PPU to start the disconnect
i ' r
o .
R , ~, sequence. Alternately the A register is loaded

with the number of words to bé transferred Before
execution of IAM. When this number becomes %ero,

the patB control is relinquished. .
i ’ N
Timing.

' ?
. a
P Y ol d .

The programming sequence to establish, maintain and -
'J ’ A\ . e .
%felinquish the link betyeen the PPU and the front—end"

: requlres about 40 PPU instructions 6:\?pprox1mately 80 usec
per block. If the average block sxze Ls\about 50 characters,

\‘ - the IAM or OAM instruction will be executed once per character.

L 4
> o
.
N

. The IAM and DATOB or OAM and'DATI ‘instructions are sequential,

and thé&ir execution consumes a minimum of 1.45 usec® > Since

~ . - ™~

. , . . N '
the operations on the channel are synchronous, (once every. .
w r hEN
o . ' major cycle during one minor cycle) IAM 1nstructlons must M

be placed 2.0 usec appart. For a block of 50 characpers, BN

- and additional 100 usec will be required per block, fof a

, total of. 180 usec per block or 3.6 usec ‘ers T -

- results to an average- transfer rate.of 278‘chs? R

Pl
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& o~ t In brder for the front—end to iriterface with the PPU

and the host,\ several modlflcat;(ons must be made to the PPU N

'progran_ts. 'I'he reason fo‘r ‘this modlflcatlon is that the

k4

-

Py
Ry

°\f'ront@end‘)vull take ovef several functlons of' thm PPU programs. &
Therefore the PPU should retain. subprog;r:ams requxred to 1ntler—

'@WLth 'I‘ELEX and IMPbRT—EXPORT in the host, or with the

front-end for :.zontrol of. the" l:\.nk arfd :Lnterface betwqen the
.9
- p ~ data ch\énnel and Unibus., For exarnple the multlplexer dr:.vgr

(l’I'D overlayed w:th 2‘TD) will have to be relocated from the .

B J‘PPU"tt) the . pDP-11. On the other hand overlay 11a, (TELEX,
I

+

L AUXILIARY ROUTINE) th.ch processes ~TELEX fuhctions requiring <+
y ¢ - N v
‘ &’L‘ : PPU-actJ.on, will have to be retained in the PPU. - ;.

t -
e . f £e . .. ¢
‘ e ) J N ™Y . o

~ Realizability »

i . s ’ o
£

The preceding: paragraphs outline some of. the major points /’/

of cp\nside’ra’tion,o if the.data ‘channel—Uni'bus interface weréﬂ

to be ;iésign‘ed However.,, lt“is beln.eved here, that ex:.stlng, .
§ :
ﬁ/ provern systems shou,].d be preferred. if there-is a pOSS.‘Lblllty‘

]
of l,ada‘ptlng them. with” ease. To th.l.s end J.t is recommended N
X Ty 9 ‘ ‘ .

to seek the’ cc?x'sultatlén of people w:.th experlence in the
ﬂi
des:.gn of elmlar systems. The Um.vers:.ty of Montreq;. ’

Y

3

Department Qu. Calt:u.; have developed a9 lnterface for front— .

I
-

end:.né theim CDC System, operatlng under=~ Scope, to a PDP-—ll

[} -

< computer. For a e they will, des:.gn the :Lnterface, -and
_‘ g ]

reorganlze the  system to accept this ’h‘ont—end




' 'VYIII. COSTS . .

LY - . - - "’ - {7 ‘ N
«“ ° The cost to purchase and install a PDP—ll camputer to '
" fr}t end the SGWU CDC-64OO system 1n rts present state is ;.
- " estimated as follows: .
. . ‘ . \ :
> o , o b 2 < ' -
. . " - t = / . 3
. Hardware for: Present . ) .
. . . . . ] ‘ . . e N - w° v
3 B ' AT ' ot ‘ o
y ) PDP-11 compu;;:er equlpped with 24K of core }°$ 22,000 ' ‘.
- , Q .. 4
. , . g { - ° ] . *
— ~ DH-11l multlplexer for asynchronous llnes ..
Y " 7, - (3 unl‘tS) , ) . Y N . * ' ' 28",500 . o,
) 'DU—ll Synchronous line 1nterface (4 units) ‘m f 4,000 ..
. ’ , . r Nt kS . )
L | y o . U
Y =3 - r ~ . - - '
R . Miscellaneous, cabljng, connectors; etc. . 3,000
N ) . . . . Q“. . ‘ . ' ‘ B
7 © UNIBUS ~ Data channel interface, ins®alled, -~ = =
. o testqd and equipped with software for \
Cot ' , ope-r ion, ma:.ntenance and testJ.ng . 11,000
. . . ° ]
N oL <nﬂﬁdware \nstallatlons (Labour) .. "~ 6,500 -
: X \ :
~ [} "
: ’ o > T¢tal Hardware Cost. S y $ 75,000 - . -
‘ . * > / )
1§ . 4' Lo // ] . \ B IS
Softwafe for Presént . / o T v o
- '\ . v s N N : o .
e - o - PDP-11 Communicatiohs Pacl&age, COMTEX-11 .
¥ . . or Equivalent gnd’ Modlflcatlons to o )
| - Existing Software R . : . $ 45,000
o , , - ) . * . ...
- . ¢ e ) ‘ s fa 2 ) .- K C
“\‘ , Ty GRAND TOTAL PR ‘ .. .. . $l20,000.
. [ Y o - - @ ' g EFA?T
. R ) ) _ Yoot T\,
¢ , P Y ’(, . o . - / * . o
n ' = ) - 3 . “. »
] B . ' . , ‘ I &
A' ) A ¢ - °$ * <« -
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o

/ N
Cﬁfts to Expand to Full Capacity

v
i

Purchase and installation of equipment to expand the
front end systeﬁ to the level probi@ed for in this paper

will incur the following additional-costs: 2 !

. T ) Y ' "
Memory '~ f ’ T . .$ 17,000
1" ) :o‘l 2 . ‘ 4
y DH1l1 Multiplexers (5 units)k” .$ 49,500

¢ : .
. DUll Syn hronous‘linq,coqtrolleri

(10 unitg) y . " $ 10,000
° Miscellaneous Cableg, Connectors, etc. $ 5,000
JInstallation Labour. .and Contingencies $ 8{600
v P , . - ~N. .
. : ‘. PY . :
Total for r:\x%fnsion . e . $ 79,500
3 * “; . . ) l «
"GRAND "TOTAL FOR MAXIMUM SIZE ' ~  $199,500

-

. . AN - .°~ , \
"To appréciate the fully .expanded,system layout' with

-6

~respedt to the aforementioned costs; refereqce'should‘be made:§=

. —

to figure“é. Fof'domparfsén purposes the presént system

. . . . . : A
- layout 13 shown 1%}gure 2. , T
* . - C L\ - ;
Fil { W -
. ° T
@ v ; T
- ’ ‘?, ) e [ - ,
;.. ' -
] - N s
‘ #
: . .
. o
L Y & f > +
Y.
~ ! ° * J
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"power and the basis for expansion more economically than
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i

_ } IX. CONCLUSION

¥
-

The benefits to be derived from the installation of

a front-end system to the CDC computer systeﬁ are flexibility,

w

with the present arrangement... These reasons, even &hough . .

they appear intangiblé; should more tﬁan justify the
$120,000 estimated cost to upgrade the present system, and
the additional'$80,000 required'io develop the system to

theé maximum expected capacity. .

a N
<
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