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Abstract

Perceptron-Based Algorithms and Analysis

Hongfeng Yin, Ph.D.
Concordia University, 1996

An unsupervised Perceptron algorithm and several of its generalizations are proposed in this thesis. Under some conditions, it is proved that the unsupervised Perceptrons converge to the first principal component of the input data. Also, the convergence speed, robustness, bias and variance of a neural network learning algorithm are defined and analyzed. The learning performances of the unsupervised Perceptron algorithms, the Oja learning algorithms and the Widrow-Hoff learning algorithm are analyzed. Some simulation results and comparisons are provided. A tree classifier based on the unsupervised Perceptrons is given and applied to Chinese character recognition. In addition, an asymmetric associative memory network is proposed using the Perceptron learning algorithm. A deepening impression method is given to enhance the performance of the associative memory. Moreover, the back-propagation algorithm is improved for pruning the hidden neurons in a three layered neural network.
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Chapter 0

Introduction

Artificial neural networks, commonly referred to as "neural networks", have been widely researched in recent years as a new information storing and processing tool [45, 58, 29, 52, 8, 88, 5]. Already, neural network models have been applied in pattern recognition, expert system, automatic control, image and signal processing and many other fields [6, 20, 21, 27, 75, 86, 87, 92].

Research on neural networks has been motivated by the recognition that the brain computes in an entirely different way from the conventional computer. The human brain contains billions of neurons. A typical neuron has a number of ramifying branches called the dendrites; these comprise a major part of the input surface of the neuron. Axons are the transmission lines of a neuron. An axon has a smoother surface, fewer branches, and greater length. Many neurons contact thousands of other cells at sites called synapses. A typical artificial neuron or a node usually forms a weighted sum of some inputs and passes the result through a nonlinear function as shown in Fig. 1. Therefore, a neural network, which is composed of a number of connected nonlinear nodes, is a nonlinear dynamic system or a nonlinear function. The output of an artificial neuron is of the form

\[ y = f\left(\sum_{i=0}^{N-1} w_i x_i + \theta\right), \]
where $w_i$ is a weight component, $x_i$ is an input component and $\theta$ is a threshold. The nonlinear function $f$ is usually a hard limiter or a sigmoid function as shown in Fig. 1.

As an information processing tool, neural networks distribute information among the weighted connections and the information can be processed in a massively parallel way. Such structure provides a great degree of robustness because local damage does not impair overall performance significantly. Also, neural networks can process distorted or noise information with high performance.

From a mathematical point of view, neural networks are a new kind of nonlinear function representation method and can approximate a large class of functions. Thus, neural networks can be widely used in various fields.

In contrast to von Neumann sequential computers in which the operations and
knowledge are encoded by programs, the operations of a neural network usually follow some physical or biological rules. Neural networks can improve their own performance by self-organization, self-learning and self-adaptation.

Early research on neural networks began in the 1940s by McCulloch and Pitts [49]. They combined neurophysiology and mathematical logic using the all-or-none property of neuron firing to model the neuron as a binary discrete-time element. The McCulloch-Pitts neuron was the first model to tie the study of neural nets to the idea of computation. In the 1960s, Rosenblatt proposed a Perceptron algorithm which attracted a great number of researchers [62]. Minsky and Papert analyzed the Perceptron in detail and showed its limitations [51]. Research in neural networks came to a virtual halt in the 1970s. Recently, there has been a resurgence of interest in neural networks due to the work of Hopfield [31, 32], Rumelhart and McClelland [65], and many others [18, 39, 73]. There are several reasons for this, including the appearance of faster digital computers on which to simulate larger networks, interest in building massively parallel computers, and the discovery of powerful networks and learning algorithms.

Most neural network models have self-learning algorithms. Like the brain, a neural network can acquire knowledge through a learning process in which the weights are updated once for each sample. The neural network learning is different from the traditional statistical learning in which samples are treated as a batch.

The general neural network learning problem can be described as follows:

Let $X$ denote a sample vector and $W$ be the weight vector of a neural network. The ultimate purpose of a neural network learning algorithm is to optimize the expected value of a criterion $J(W, X)$. Using the hill-climbing method, the neural network
learning equation is derived as

$$W'(k + 1) = W(k) + \gamma_k \left. \frac{\partial J(W, X_k)}{\partial W} \right|_{W=W(k)}.$$  \hspace{1cm} (1)

### 0.1 Perceptron and Linear Classifiers

The motivation of research on the Perceptron was to develop brainlike systems [62]. The Perceptron was the first neural network model which provided an automatic learning algorithm. The simplest Perceptron can be considered as a training model for a single neuron.

Assume that there are $M$ $N$-dimensional sample vectors arranged as an infinite periodic sequence with period $M$ and each sample vector is augmented into a $(N + 1)$-dimensional vector with last component 1.

$$X_0, X_1, ..., X_k, ...$$

Let $Y_k$ denote the desired or the target output corresponding to $X_k$ with binary value $+1$ or $-1$. Then, the Perceptron learning algorithm is summarized in the following steps:

1. Initialize the weight vector of the neuron $W_0$ randomly.

2. Present a new sample $X_k$ with its desired output $Y_k$.

3. Modify the weight vector as:

$$W_{k+1} = \begin{cases} 
W_k + X_k & \text{if } W_k^T X_k \leq 0 \text{ and } Y_k \geq 0, \\
W_k - X_k & \text{if } W_k^T X_k > 0 \text{ and } Y_k < 0, \\
W_k & \text{otherwise.}
\end{cases} \hspace{1cm} (2)$$

4. If the weight vector stays the same for $M$ steps, the learning ends. Otherwise, go to step 2.
Rosenblatt proved that the Perceptron learning algorithm is convergent for linearly separable samples [63].

The Perceptron can be derived from the following criterion function:

$$J(W, X) = \frac{1}{2}W^TX[f_a(W^TX) - Y].$$

Also, a linear classifier can be constructed using traditional statistical methods.

Since the classification hyperplane of the Perceptron is linear in nature, the standard Perceptron algorithm cannot solve the nonlinear classification problems. However, the Perceptron remains one of the most important neural network models. These are the following main reasons:

1. The convergence is proven for linearly separable samples. This makes the analyses of the system behavior easy and explicit.

2. The Perceptron provides an important tool to explore the behavior of biological neurons.

3. The main limitation of the Perceptron is that linearly nonseparable problems cannot be directly solved. The problem can be solved by adding new nonlinear terms or new features. However, these methods are empirical and depend on the applications. The learning algorithm for growth network which can solve this problem for binary samples and for continuous samples have been proposed [85, 50, 48].

4. Baum showed that the Perceptron learning algorithm is fast for nonmalicious distributions [3]. The fast learning makes real-time and dynamic development of a system possible.

5. The samples are presented one by one and the weights are updated only according to the current sample.
6. The outputs are binary. Therefore, it is easy to represent the symbolic knowledge in the Perceptron based neural networks.

7. For binary samples, only integer operations are needed for training. As a result, all weights are integer numbers. All connection weights are initially set to zero. Only connections that are incremented during training become nonzero.

0.2 Widrow-Hoff Model

The Widrow-Hoff model is another important supervised linear neural network model which is widely used in adaptive signal processing and pattern classification. The Widrow-Hoff algorithm [79, 80], based on the least-mean-square criterion, is also called the LMS algorithm.

Fig. 2 shows the structure of a linear network. The input-output relation of the neural network is described by

\[ y = \sum_{i=1}^{N} w_i x_i = W^T X, \]

where \( x_N = 1 \) is an augmented component for the input vector.

Let \( d \) denote the desired response or target output. The error signal is defined by

\[ e = d - y. \]

As a performance measure, we introduce the mean-squared error

\[ E(W) = \frac{1}{2} E_X(e^2). \]

For the input sample \( X \), the squared-error is

\[ J(W, X) = \frac{1}{2} (d - W^T X)^2. \]
Figure 2: The structure of a linear network
Since \( \frac{\partial J(W,X)}{\partial W} = (d - W^T X)X = c X \), the LMS learning equation for the constant learning rate can be derived as following based on (1):

\[
W_{k+1} = W_k + \gamma (d_k - W_k^T X_k) X_k.
\]

(3)

There are two distinct aspects of the convergence problem in the LMS algorithm:

1. The LMS algorithm is said to be convergent in the mean if the mean value of the weight vector \( W_k \) approaches the optimum solution \( \bar{W} \) as \( k \) tends to infinity; that is

\[
\lim_{k \to \infty} E(W_k) = \bar{W}.
\]

2. The LMS algorithm is said to be convergent in the mean square if

\[
\lim_{k \to \infty} E(e_k) = \text{constant}.
\]

Widrow and Stearns [81] proved that the LMS algorithm is convergent in the mean if the learning-rate parameter satisfies the following condition:

\[
0 < \gamma < \frac{2}{\lambda_{\text{max}}},
\]

where \( \lambda_{\text{max}} \) is the largest eigenvalue of the autocorrelation matrix \( C = E(X X^T) \).

And, the LMS algorithm is convergent in the mean square if the learning-rate parameter satisfies the following condition:

\[
0 < \gamma < \frac{2}{\text{tr}(C)},
\]

where \( \text{tr}(C) \) is the trace of \( C \).

For the non-constant learning-rate, the convergence of the LMS algorithm will be analyzed in Chapter 3.
0.3 Hopfield Networks and Boltzmann machine

Hopfield rekindled the interest in neural nets by his extensive work on different versions of the Hopfield net \([31, 32]\). The Hopfield net can be used as an associative memory model. Also, the Hopfield network has been applied to solve optimization problems. The Hopfield net is a dynamic system with symmetric weights \((w_{ij} = w_{ji})\) as shown in Fig. 3. The evolution equation is of the form

\[
s_i(t + 1) = f\left( \sum_{j} w_{ij}s_j(t) + \theta_i \right), \quad 0 \leq i \leq N - 1,
\]

where \(s_i(t)\) is the \(i\)th state of the network. \(f\) is a hard limiter or a sigmoid function.

Hopfield's contribution was to associate with such a net a measure called energy,

\[
E = -\frac{1}{2} \sum_{ij} s_is_jw_{ij} - \sum_i s_i\theta_i.
\]

This is not the physical energy of the neural net; it is rather a mathematical quantity. If we pick a unit and the above firing rule does not change its \(s_i\), it will not change \(E\). However, if \(s_i\) initially equals 0 and \(\sum w_{ij}s_j + \theta_i \geq 0\), then \(s_i\) goes from 0 to 1 with other \(s_j\) constant, and the energy change in \(E\), is given by

\[
\Delta E = -\sum w_{ij}s_j - \theta_i \leq 0.
\]

Similarly, if \(s_i\) initially equals 1, and \(\sum w_{ij}s_j + \theta_i < 0\), then \(s_i\) goes from 1 to 0 with other \(s_j\) constant, and the energy gap is given by

\[
\Delta E = -\sum w_{ij}s_j - \theta_i < 0.
\]

In other word, on every updating we have \(\Delta E \leq 0\). Hence the dynamics of the net is to move to a minimum. The updating rule of (4) may not yield a passage to minimum energy for a network with asymmetric weights, but might instead yield a limit cycle, which will be discussed in Chapter 5.
Figure 3: The structure of the Hopfield network
The Hopfield net can be used to approximately solve the famous traveling salesman problem and other optimization problems. Unfortunately, there is no guarantee to find a global minimum.

Kirkpatrick et al. [37] developed a simulated annealing method for making an optimal algorithm capable of escaping from local optima. Hinton, Sejnowski, and Ackley [30] applied simulated annealing to the Hopfield nets by modifying the rule for state transition as follows:

\[ \Delta E = \sum s_j w_{ij} + \theta_i. \]

Set \( s_i \) to 1 with probability \( p_i(\Delta E) = \frac{1}{1+e^{-\Delta E/T}}. \)

Annealing is a process whereby this passage to equilibrium is repeated to successively lower \( T \). The resulting system is called a Boltzmann machine. It is proven that the system passes to its global minimum if the process is slow enough [24].

On the other hand, when a Hopfield net is used as an associative memory model, it may take the advantages of local minima. For associative memory with binary samples, the weights of the network are assigned as

\[
    w_{ij} = \begin{cases} 
        \sum_{i=0}^{M-1} x_i^t x_j^t & i \neq j \\
        0 & i = j.
    \end{cases}
\]  

The samples may happen to be the local minima of the network with the above weights. When a corrupted input pattern is presented at iteration zero, as the net iterates, the output becomes more and more like the correct sample pattern.

The Hopfield net has two major limitations when used as a content addressable memory. First, the number of patterns that can be stored and accurately recalled is severely limited. If too many patterns are stored, the net may converge to novel spurious pattern different from all samples. Hopfield [31] showed that this occurs infrequently when samples are generated randomly and the number of samples is
less than .15 times the number of input elements or nodes in the net. The second limitation of the Hopfield net is that there is no guarantee that all samples are made to be the attractors of the network. Some improvements and applications of the Hopfield model were given in [85, 86, 72, 34].

0.4 Back-Propagation Network

We know that the main limitation of the standard Perceptron algorithm is that it can only solve linear classification problems. Also, it is well known that a three-layer Perceptron with hard limiting nonlinearity can form arbitrarily complex decision regions and a three-layer network with sigmoid nonlinearity can approximate any continuous function. The main problem in the past was that there were no effective training algorithms. This was changed by the introduction of the Back-Propagation (BP) algorithm by Rumelhart et al. The back-propagation algorithm has become the most commonly used neural network learning algorithm and is used in many applications.

The BP model is a multi-layer network with hidden layers as shown in Fig. 4. The BP training algorithm is an iterative gradient algorithm designed to minimize the mean square error between the actual output of the network and desired output. The following criterion is used:

\[ E = -\sum_{k}(t_k - o_k)^2. \]

where \( k \) ranges over designated output units. \( t_k \) is the desired output and \( o_k \) is the actual output of node \( k \) elicited by the current input pattern.

The following sigmoid function can be used for each node:

\[ f_s(x) = \frac{1}{1 + e^{-x}}. \]
Figure 4: The neural network structure of the Back-propagation model
The back-propagation learning algorithm is summarized by the following equations. The forward propagation algorithm is defined as

$$net_{pj} = \sum_i w_{pi} o_{pi}$$  \hspace{1cm} (6)

and

$$o_{pj} = f_s(net_{pj}).$$  \hspace{1cm} (7)

The back-propagation algorithm is

$$\Delta_p w_{ni} = \eta \delta_{pj} o_{pi}.$$  \hspace{1cm} (8)

The error signal is given by

$$\delta_p = \begin{cases} (t_{pj} - o_{pj}) f'_s(net_{pj}) & \text{if the neuron is an output unit} \\ f'_s(net_{pj}) \sum_k \delta_{pk} w_{kj} & \text{if the neuron is not an output unit.} \end{cases}$$  \hspace{1cm} (9)

The BP algorithm has three main limitations. Firstly, the energy surface may have many local minima, so the algorithm cannot always be guaranteed to converge to the optimal solution. The second problem is that it is difficult to analyze the behavior of hidden units in a multilayered network. It is not easy to estimate the exact number of hidden units required for a given problem before the network is trained. The third problem is that the back-propagation algorithm is often slow. Extensive surveys of the literature concerning the B-P algorithm are available in [83, 28].

### 0.5 Oja Models and PCA

Principal Component Analysis (abbreviated PCA) is a well-known, widely used technique, because it provides optimal linear solutions to information representation, feature extraction and data compression. The statistical PCA is perhaps the oldest and best-known technique in multivariate analysis.
There is a close correspondence between the behavior of self-organized neural networks and the statistical methods of principal component analysis. Oja first showed that a single linear neuron with a Hebbian-type adaptation rule for its synaptic weights can evolve into a filter for the first principal component of the input data [54]. Since then, various neural algorithms have been proposed to do principal component learning [55, 69, 41, 57, 36, 89, 91]. Specifically, Oja’s learning equation of the stochastic gradient ascent (SGA) algorithm is of the form

$$W'_{k+1} = W_k + \gamma_k X_k X_k^T W_k,$$  \hspace{1cm} (10)$$

$$W_{k+1} = W'_{k+1}/||W'_{k+1}||,$$  \hspace{1cm} (11)$$

where $X_k$ is the input vector and $W_k$ is the weight vector. Under certain conditions, Oja proved that $W_k$ tends almost surely to a unit eigenvector of $C = E(X_k X_k^T)$ corresponding to the largest eigenvalue.

Also, Oja and Karhunen have given the following linearized SGA algorithm to extract principal components:

$$W_{k+1} = W_k + \gamma_k[X_k X_k^T W_k - (W_k^T X_k X_k^T W_k)W_k].$$  \hspace{1cm} (12)$$

The local asymptotical properties of the ordinary differential equation corresponding to (12) were discussed in [84].

Oja’s algorithms correspond to the following quadratic optimal problem: maximization of the output variance $E\{|W^T X|^2\}$ under the constraint $W^T W = 1$. Since quadratic criteria weigh heavily large values that may be due to noise or outliers, the quadratic criteria are less robust than more linear criteria, such as the absolute criterion $E\{|W^T X|\}$ under the constraint that $W^T W = 1$. In papers [35, 82], the robust
PCA learning algorithms were discussed. In Chapter 1, an unsupervised Perceptron algorithm is proposed and can be used for principal component analysis. Also, we will show that the unsupervised Perceptron algorithm is more robust than Oja's algorithms in the presence of outliers.

The neural network PCA methods can also be extended to extract the \( m \)th principal component. Sanger [69, 70] gave a self-organizing network consisting of a feed-forward structure with a single layer of neurons, which extracts all the principal components. Another neural network model with lateral inhibitions, proposed by Kung and Diamantartas [41], can compute the \((j + 1)\)th principal component in an iterative manner if the first \( j \) principal components are given.

### 0.6 Kohonen Self-Organizing Model

Another kind of unsupervised neural network algorithms is represented by the self-organizing models based on competitive learning. The idea of competitive learning may be traced back to the works of von der Malsburg on the self-organization of orientation sensitive nerve cells in the striate cortex [77], Fukushima's cognitron [19], Grossberg on adaptive pattern classification [25], Kohonen's self-organizing feature mapping algorithm [39, 40]. For these kinds of unsupervised learning algorithms, the output neurons of the network compete among themselves to be activated or fired, with the result that only one output neuron is on at any one time. The output neurons that win the competition are called winner-take-all neurons.

The principal goal of the self-organizing feature-mapping (SOFM) algorithm is to transform a high dimensional pattern into a one- or two-dimensional discrete map as shown in Fig. 5, and to perform this transformation adaptively in a topological ordered fashion. The algorithm that forms feature maps requires a neighborhood to
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Figure 5: Kohonen’s model
Figure 6: The neighborhood of the winning neuron $j$
be defined around each node as shown in Fig. 6. This neighborhood slowly decreases in size. There are three basic steps involved in the application of the algorithm after initialization, namely, sampling, similarity matching, and updating. The algorithm is given as follows:

1. Initialization

For \( j = 0, 1, \ldots, M \), initialize weight vector \( W_j(0) \), which is the connections from inputs to output node \( j \). Set the initial radius of the neighborhood.

2. Sampling

Draw a sample \( X \) from the input distribution with a certain probability.

3. Similarity Matching

Find the best-matching (winning) neuron \( i(X) \) at time \( n \). Compute each (Euclidean) distance \( d_j \) between input and each output node \( j \)

\[
    d_j = ||X(n) - W_j(n)||, \quad j = 1, 2, \ldots, N.
\]

Denote by \( i(X) \) the node at which \( d_{i(X)} \) has minimum value.

4. Updating

Adjust the weight vectors of neurons, using the following formula

\[
    W_j(n+1) = \begin{cases} 
        W_j(n) + \gamma_n [X(n) - W_j(n)], & j \in NE_{i(x)}(n), \\
        W_j(n), & \text{otherwise}.
    \end{cases}
\]

5. Repeat  Go to step 2.

The performance of the SOFM algorithm is critically dependent on the selection of the main parameters, namely, the learning-rate \( \gamma_n \) and the radius of the neighborhood.
of $N_{E_i(v)}(n)$. Unfortunately, there is no theoretical basis for the selection of these parameters. They are usually determined by a process of trial and error.

The SOMF algorithm is simple to implement. The asymptotic convergence of the SOMF algorithm to a unique solution for the special case of a one-dimensional lattice was proven by Lo et al. [47] using a step by step constructive approach.

0.7 Organization of the Thesis

The purpose of this thesis is to develop some new efficient neural network models, to provide some deep theoretical analyses and to solve real application problems using these models. The Perceptron is still a very important and useful model because of its simplicity, proven convergency and extensibility. Several Perceptron based algorithms are given and analyzed in the thesis.

In Chapter 1, we present an unsupervised Perceptron algorithm and several generalizations. The convergence of the unsupervised Perceptron is proven. The idea of the unsupervised Perceptron was elicited when we developed a Chinese character recognition system using a binary tree classifier. The traditional statistical PCA method was first used to construct a hyperplane to split samples into two subsets at each node of the tree. Then, we tried to use a simple neural network algorithm to construct the hyperplane. The algorithm is the unsupervised form of the Perceptron algorithm. Therefore, it is called the unsupervised Perceptron. Next, the simulation results on 50-dimensional Chinese character samples showed that the algorithm is convergent.

Further simulations showed that the performances of the learning algorithms can be very different for different parameters, such as the learning rate, the eigenvalues
of input samples. However, there are few theoretical analyses on the learning performance in the literature. We found that the stochastic approximation theory can also be extended to analyze the learning performances. Therefore, convergence speed and robustness of learning algorithms were defined and analyzed. Also, it was demonstrated that convergence speed and robustness are highly related. The convergence speed and robustness can only measure the global performances of an algorithm. However, learning error cannot be estimated by them for a given number of learning steps. The learning error is composed of the bias and variance. The approximation of learning errors for a learning algorithm can be derived by bias and variance analysis. Therefore, an optimal learning rate can be chosen by minimizing the learning error. These analyses and formulas can provide some theoretical basis in neural network system designs and the learning parameter selections. Also, the theoretical analysis can help us understanding the deep mechanism of the neural network learning. These definitions and general analysis are described in Chapter 2.

In Chapter 3, we apply the general definitions and analyses of Chapter 2 to several single neuron based algorithms. First, convergence of the generalized and the normalized unsupervised Perceptrons is proven. The learning performance formulas for the unsupervised Perceptrons, the Oja’s models and the Widrow-Hoff algorithm are explicitly derived. In the presence of outliers, both the experimental results and the theoretical analyses are presented and compared for the unsupervised Perceptrons and the Oja algorithms.

In Chapter 4, a binary tree classifier is constructed using PCA algorithms. The tree is well balanced. At each node, it is shown that the hyperplane can minimize the partitioning error. When the classifier is used for Chinese character recognition, high recognition speed and recognition rate are achieved. Also, the tree classifier is successfully applied to waveform recognition.
In Chapter 5, an asymmetric associative memory model is given using the Perceptron learning algorithm. Under some conditions, it is proven that the number of samples that can be stored in such a network is the same as the number of nodes in the network. In addition, a deepening impression method is given to enhance the performance of the associative memory.

One of the limitations of the back-propagation model is that the number of necessary hidden neurons is difficult to estimate before a network is trained. If less hidden neurons are used, the learning algorithm cannot converge or has underfitting problem. On the other hand, if more hidden neurons are given, it wastes resources and may have overfitting problem. In Chapter 6, by setting different learning rates and initial strengths of the learning weights, we obtained an improved B-P algorithm. After training, there is a big gap between the weight values of useful hidden neurons and unimportant hidden neurons. We proved that only a small error was introduced after pruning the unimportant neurons. Therefore, the algorithm can automatically find the number of useful hidden neurons. Also, the improved B-P algorithms can decrease the probability of the learning algorithms entering local minima.
Chapter 1

Unsupervised Perceptron Algorithms

1.1 Introduction

Neural network learning algorithms can be classified as being supervised or unsupervised according to the availability of an external teacher. The training patterns are a set of input-output examples for supervised learning algorithms. The teacher is able to provide a desired or target response for a training pattern. The error signal can be defined as the difference between the actual response and desired response. The learning is to adjust the weight vector to minimize the error signal in a step-by-step fashion. The criterion of the error signal usually corresponds to an absolute function or a quadratic function.

There is no external teacher in unsupervised learning algorithms. That is, the training samples do not have desired outputs. Unsupervised learning is usually based on some self-organization rules, such as the Hebbian and competitive learning rules. Like supervised learning algorithms, some unsupervised learning algorithms have also the corresponding criterion functions. Unsupervised learning algorithms are usually used to extract features and structures and to represent distributions.
For a two-layered neural network with a single output neuron, there may be four classes of learning algorithms according to the type of criterion and the availability of a teacher as shown in Table 1. They are the supervised learning algorithms with quadratic criterion (the Widrow-Hoff algorithm), the supervised learning algorithms with absolute value criterion (the Perceptron), the unsupervised learning algorithms with quadratic criterion (the Oja algorithms), and the unsupervised learning algorithms with absolute value criterion. The first three classes of learning algorithms are well known and widely used. In [89, 90, 91], we proposed and analyzed the last kind of learning algorithms: the unsupervised Perceptron algorithms. These four classes of learning algorithms are called the single neuron based learning algorithms in this thesis.

<table>
<thead>
<tr>
<th>Supervised</th>
<th>Quadratic Criterion</th>
<th>Absolute Value Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Widrow-Hoff Algorithm</td>
<td>Perceptron</td>
</tr>
<tr>
<td>Unsupervised</td>
<td>Oja Algorithms</td>
<td>Unsupervised Perceptrons</td>
</tr>
</tbody>
</table>

Table 1: The learning algorithms for a single neuron

1.2 The Unsupervised Perceptron and Generalizations

The unsupervised Perceptron (UP) has the same structure as that of the standard Perceptron [62, 51]. But, there are no desired outputs for the input samples. The weight vector of the network can be initialized randomly. For an input sample \( X_k \), the weight vector is modified as follows:

\[
W_{k+1} = \begin{cases} 
W_k + X_k & \text{if } W_k^T X_k > 0, \\
W_k - X_k & \text{otherwise,}
\end{cases}
\]  

(13)
Figure 7: Geometrical interpretation of the unsupervised Perceptron algorithm

where $W_k$ is the weight vector after $k$th step of learning and $X_k$ is the $k$th input sample.

The geometric structure of the unsupervised Perceptron learning algorithm is shown in Figure 7.

Let

\[
Y_k = \begin{cases} 
  X_k & \text{if } W_k^T X_k > 0, \\
  -X_k & \text{otherwise.}
\end{cases} 
\]  

Equation (13) may be written as

\[
W_{k+1} = W_k + Y_k. 
\]  

Let $W_k = \frac{w_k}{k-1}$. Substituting it in (15), we can easily get the following:
\[ \hat{W}_{k+1} = \hat{W}_k + \frac{1}{k} (Y_k - \hat{W}_k). \] 

Replacing \( \frac{1}{k} \) by the general learning rate \( \gamma_k \), we have the following generalized unsupervised Perceptron (GUP) learning algorithm:

\[ W_{k+1} = W_k + \gamma_k (Y_k - W_k). \] 

Another generalization of the UP algorithm is the following normalized unsupervised Perceptron (NUP) algorithm:

\[ \hat{W}_{k+1} = W_k + \gamma_k Y_k, \] 

\[ W_{k+1} = \frac{\hat{W}_{k+1}}{||\hat{W}_{k+1}||}. \]

The norm of the weight vector is always normalized as 1 in the NUP algorithm.

### 1.3 The Relationships Between Unsupervised Perceptrons and Competitive Learning Algorithms

The unsupervised Perceptron algorithms are closely related to competitive learning algorithms based on the winner-take-all rule. Competitive learning rules are widely used in unsupervised learning algorithms, such as the self-organizing feature map (SOFM) model developed by Kohonen [39], the competitive learning neural network given by Rumelhart and Zipser [67] and Grossberg's adaptive pattern classification model [25]. The winner-take-all rule permits neurons to compete for the right to respond to a given input pattern, such that only one output neuron is active at a time. Let \( W_j \) denote the weights connecting input nodes to output node \( j \). According to the standard competitive learning rule, for an input \( X \), the change \( \Delta W_j \) applied to \( W_j \) is defined by
\[ \Delta W_j = \begin{cases} \eta(X - W_j) & \text{if neuron } j \text{ wins the competition}, \\ 0 & \text{if neuron } j \text{ loses the competition.} \end{cases} \quad (20) \]

We see that the learning equation of the GUP algorithm (17) is similar to the competitive learning rule described by (20). Since the unsupervised Perceptron algorithms have only one output neuron, there is no competition for the output neuron. But, there is some competition for the direction to optimize the criterion.

We construct a competitive learning neural network with two output neurons using the following competitive rule: the neuron 1 wins if \( W_1^TX > W_0^TX \); otherwise, the neuron 0 wins.

The change of the weights is defined by

\[ \Delta W_j = \begin{cases} X & \text{if neuron } j \text{ wins the competition,} \\ 0 & \text{if neuron } j \text{ loses the competition.} \end{cases} \quad (21) \]

The learning equation can be obtained as

\[ W_j(k+1) = \begin{cases} W_j(k) + X_k & \text{if neuron } j \text{ wins the competition,} \\ 0 & \text{if neuron } j \text{ loses the competition.} \end{cases} \quad (22) \]

Thus,

\[ W_1(k+1) - W_0(k+1) = W_1(k) - W_0(k) + Y_k, \]

where

\[ Y_k = \begin{cases} X_k & \text{if } (W_1(k) - W_0(k))^T X_k > 0, \\ -X_k & \text{otherwise.} \end{cases} \]

Let \( W_k = W_1(k) - W_0(k) \), then

\[ W_{k+1} = W_k + Y_k. \]

Therefore, this competitive learning algorithm with two output neurons is equivalent to the unsupervised Perceptron algorithm. We can consider the UP learning algorithms as special competitive learning algorithms. On the other hand, the
competitive learning algorithms can be considered as the generalized unsupervised Perceptron algorithms. Hence, the analysis of the UP algorithms can provide some basic understanding of competitive learning algorithms and give us some guidance for designing a competitive learning algorithm.

1.4 Convergence Proofs for the Unsupervised Perceptron Algorithm

In this section, we present the convergence proofs for the UP learning algorithm. The convergence analysis for the GUP and NUP learning algorithms will be given in Chapter 3.

For the unsupervised Perceptron learning algorithms, we have

**Lemma 1.1** For normally distributed samples with a covariance $C$ and mean zero vector, assume that

$$E(Y_k|W_k, W_{k-1}, ..., W_0) = E(Y_k|W_k),$$

where $W_k$ is the weight vector defined by (15), or (17) or (19), and $Y_k$ is the modification vector defined by (14). Then,

$$E(Y_k|W_k) = \rho \frac{CW_k}{\sqrt{W_k^TCW_k}},$$

where $\rho = \sqrt{\frac{2}{\pi}}$.

**Proof:** According to (14), it is easy to verify

$$E(Y_k^T W_k|W_k) = E(X_k^T W_k|X_k^T W_k > 0).$$

Since $X_k$ is a random vector with multivariate normal distribution, $X_k^T W_k$ is a normally distributed random variable with variance $W_k^TCW_k$. So,
\[ E(X_k^T W_k | X_k^T W_k > 0) = \frac{1}{\sqrt{2\pi W_k^T CW_k}} \int_0^\infty e^{-\frac{x^2}{2W_k^T CW_k}} dx = \rho \sqrt{W_k^T CW_k}. \]

(24)

Then, it follows that

\[ E(Y_k | W_k) = \frac{\partial E(Y_k^T W_k | W_k)}{\partial W_k} = \frac{\partial E(X_k^T W_k | X_k^T W_k > 0)}{\partial W_k} = \rho \frac{CW_k}{\sqrt{W_k^T CW_k}}. \]

Q. E. D.

Since \( C \) is positive definite, there exists an orthogonal transform matrix \( B \), such that

\[ B^T C B = D, \]

(25)

and

\[ D = \begin{pmatrix} \lambda_1 & 0 & \ldots & 0 \\ 0 & \lambda_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \lambda_n \end{pmatrix}, \]

where \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n \geq 0 \) are the eigenvalues of \( C \). Let \( B = (B_1, B_2, \ldots, B_n) \). \( B_i \) is the \( i \)th unit eigenvector of \( C \). \( B_1 \) is the unit eigenvector of \( C \) corresponding to the largest eigenvalue. It is easy to verify that vector \( E(Y_k | W_k) \) and \( E(W_k + Y_k | W_k) \) are closer to \( B_1 \) than \( W_k \). Therefore, it is expected that the weight vector converges to the first eigenvector using the unsupervised Perceptron learning algorithm. Actually, we have the following theorem.

**Theorem 1.1** In algorithm (13), assume that the samples are normally distributed random vectors with a covariance matrix \( C \) and mean zero vector, and \( \lambda_1 > \lambda_2 \). Then, for any initial weight vector \( W_0 \), \( \frac{W_k}{\lambda} \) converges almost surely to \( \rho \sqrt{\lambda_1} B_1 \) or \( -\rho \sqrt{\lambda_1} B_1 \).
To prove Theorem 1.1, we use the stochastic approximation theory given by Kushner and Clark that we put in Appendix. Analogous to Oja’s proofs of SGA [56], first, three lemmas are proved.

**Lemma 1.2** Let the assumptions in Theorem 1.1 hold and $\overline{Z}$ be a locally asymptotically stable (in the sense of Liapunov) solution to the differential equation

$$\frac{dZ}{dt} = \rho \frac{CZ}{\sqrt{Z^T A Z}} - Z, \tag{26}$$

with domain of attraction $D(\overline{Z})$. If there is a compact set $A \subset D(\overline{Z})$ such that the solution of (13) satisfies $P(\frac{W_k}{k} \in A \text{ infinitely often}) = 1$, then $\frac{W_k}{k}$ tends to $\overline{Z}$ almost surely.

**Proof:** Let $\overline{W}_k = \frac{W_k}{k} (k = 1, 2, ...)$, the equation (13) can be written as:

$$\overline{W}_{k+1} = \overline{W}_k + \frac{1}{k+1} (Y_k - \overline{W}_k). \tag{27}$$

Since $E(Y_k|\overline{W}_k) = \rho \frac{\overline{C W}_k}{\sqrt{\overline{W}_k^T C \overline{W}_k}}$, (27) can be rewritten as:

$$\overline{W}_{k+1} = \overline{W}_k + \frac{1}{k+1} \left[ \rho \frac{\overline{C W}_k}{\sqrt{\overline{W}_k^T C \overline{W}_k}} - \overline{W}_k \right] + \frac{1}{k+1} [Y_k - \rho \frac{\overline{C W}_k}{\sqrt{\overline{W}_k^T C \overline{W}_k}}]. \tag{28}$$

Consider the assumptions in Appendix. The condition i) follows with

$$h(Z) = \rho \frac{CZ}{\sqrt{Z^T C Z}} - Z.$$ 

Since $A_k = 0$, the condition ii) is satisfied. $\gamma_k = \frac{1}{k+1}$ implies condition iii).

Condition iv) in Appendix is verified as follows:

Let $D_k = Y_k - \rho \frac{\overline{C W}_k}{\sqrt{\overline{W}_k^T C \overline{W}_k}}$. $Y_k$ is a function of $\overline{W}_k$, $X_k$. We have

$$E(D_k|D_{k-1}, D_{k-2}, ...) = 0.$$
Also,
\[ E(||D_k||^2) = E(D_k^T D_k) \leq 2[E(Y_k^T Y_k) + \rho^2 E(\frac{W^T_k C^T C W_k}{W^T_k C W_k})] \leq 2(\lambda_1 + \lambda_2 + \ldots + \lambda_N + \rho^2 \lambda_1). \]

Thus, \( \sum_{i=k}^{n} \frac{1}{i+1} D_i \) is a martingale sequence. If \( \{G_m\} \) is a martingale sequence, then there is an important martingale inequality of Doob [16] which states that

\[ P(\sup_{m \geq 0} |G_m| \geq \epsilon) \leq \lim_{m \to \infty} E|G_m|^2/\epsilon^2. \]

Applying this to our problem yields

\[ P(\sup_{m \geq n} |\sum_{i=k}^{m} \frac{1}{i+1} D_i| \geq \epsilon) \leq \text{constant} \sum_{i=k}^{\infty} \frac{1}{(i+1)^2}/\epsilon^2, \]

whose right side goes to zero as \( k \to \infty \). Therefore, condition iv) in Appendix holds.

Lemma 1.2 follows directly from Theorem .1 of Appendix.

Then, we show that \( \rho \sqrt{\lambda_1} B_1 \) and \( -\rho \sqrt{\lambda_1} B_1 \) are asymptotically stable points of (26).

**Lemma 1.3** Let \( B_1 \) be one of the two unit eigenvectors corresponding to the largest eigenvector of matrix \( C \). Then, the points \( \rho \sqrt{\lambda_1} B_1 \) and \( -\rho \sqrt{\lambda_1} B_1 \) are locally asymptotically stable to (25). The domain of attraction of the two points are respectively \( D(B_1) = \{ X \in \mathbb{R}^N | X^T B_1 > 0 \} \) and \( D(-B_1) = \{ X \in \mathbb{R}^N | X^T B_1 < 0 \} \).

**Proof:** According to (25), \( B^T C B = D \). Let \( Z = BY \), the equation (26) can be written as

\[ \frac{dY}{dt} = \rho \frac{DY}{\sqrt{Y^T DY}} - Y. \]

That is, for \( i = 1, \ldots, n \)

\[ \frac{dy_i}{dt} = \rho \frac{\lambda_i y_i}{\sqrt{Y^T DY}} - y_i. \]
It follows that
\[ \frac{dy_1}{dt} + y_1 = \frac{\lambda_i y_i}{\lambda_1 y_1}. \]
which can be rewritten as
\[ \lambda_1 \frac{dy_i}{y_i} - \lambda_i \frac{dy_1}{y_1} = (\lambda_i - \lambda_1) dt, \]
whose solution under \( y_1(0) \neq 0 \) is
\[ \frac{y_i^{\lambda_i}(t)}{y_i^{\lambda_i}(0)} = e^{(\lambda_i - \lambda_1)t} \frac{y_i^{\lambda_i}(0)}{y_i^{\lambda_i}(0)}. \tag{29} \]

For \( i \neq 1 \), it is easy to verify
\[ \lim_{t \to -\infty} y_i(t) = 0. \tag{30} \]

Consider the equation
\[ \frac{dy_1}{dt} = \rho \frac{\lambda_1 y_1}{\sqrt{Y^T D Y}} - y_1. \]
For \( y_1(0) > 0 \), it follows that
\[ \frac{dy_1}{dt} = \rho \sqrt{\lambda_1} - y_1 - m(t), \tag{31} \]
where \( m(t) = \rho \frac{\lambda_1 y_1(t)}{\sqrt{Y^T D Y}} - \rho \sqrt{\lambda_1} \). According to (30), it is not difficult to verify that \( \lim_{t \to -\infty} m(t) = 0 \). The solution to (31) is
\[ y_1(t) = \rho \sqrt{\lambda_1} + e^{-t}(y_1(0) - \int_0^t e^x m(x) dx). \]

Since
\[ \lim_{t \to -\infty} e^{-t} \int_0^t e^x m(x) dx = 0, \]
it implies that
\[ \lim_{t \to -\infty} y_1(t) = \rho \sqrt{\lambda_1}. \tag{32} \]
Similarly, for \( y_1(0) < 0 \), we have
\[ \lim_{t \to -\infty} y_1(t) = -\rho \sqrt{\lambda_1}. \tag{33} \]
For \( r \neq 1 \), according to (30)
\[
\lim_{t \to \infty} y_i(t) = 0.
\]
Therefore, the proof is completed.

**Remark:** according to (29), we have

\[
y_i(t) = \left[ y_i^{\lambda_i}(t) e^{(\lambda_i - \lambda_i^*) t} \frac{y_i^{\lambda_i}(0)}{y_i^{\lambda_i}(0)} \right]^{\lambda_i^*}.
\]  
(34)

Considering (32) and (34), we obtain

\[
y_i(t) = O(e^{\frac{\lambda_i}{2} t}) = O(e^{(\eta - 1) t}).
\]  
(35)

where \( \eta_i = \frac{\lambda_i}{\lambda_i^*} \). Therefore, the convergence speed of \( y_i(t) \) is \( O(e^{(\eta - 1) t}) \) which mainly depends on \( \eta_i \). According to (32) and (34), we also have

\[
y_i(t) \approx y_i(0) \left( \frac{\rho \sqrt{\lambda_i}}{y_i(0)} \right)^{\frac{\lambda_i}{\lambda_i^*}} e^{(\eta - 1) t} = B_i^T Z(0) \left( \frac{\rho \sqrt{\lambda_i}}{B_i^T Z(0)} \right)^{\frac{\lambda_i}{\lambda_i^*}} e^{(\eta - 1) t},
\]  
(36)

where \( Z(0) \) is the initial vector of \( Z(t) \).

Then, we show that \( \overline{W}_k \) visits infinitely often a compact subset of the domain of attraction of one of the asymptotically stable solutions to (26).

**Lemma 1.4** Let the assumptions in Theorem 1.1 hold. Then, there exists \( a \), such that in the stochastic process defined by (27), the event \( ||\overline{W}_k|| \leq a \) occurs infinitely often almost surely.

**Proof:** For an \( a > 0 \), the set \( A = \{ X : ||X|| \leq a \} \) is a compact subset of \( D(S) \). It is easy to show that \( \lim_{k \to \infty} E(||\overline{W}_k||) \) is bounded by a number \( b \). Let \( a \) be sufficiently large so that \( a > b \). Then, \( \{ \overline{W}_k \} \) enters \( A \) infinitely often. This result can be
verified as following: if it is not true, \( \{ \overline{W}_k \} \) enters \( A \) a finite number of times. Then, 
\[
\lim_{k \to \infty} E(||\overline{W}_k||) > a,\text{ which is a contradiction.}
\]

Therefore, the region \( A \) is reached by the process \( \overline{W}_k \) infinitely often with probability one.

Consequently, Theorem 1.1 is proved directly according to the above three lemmas.

**Proof of Theorem 1.1:** According to Lemma 1.3, \( \rho \sqrt{\lambda_1} B_1 \) and \( -\rho \sqrt{\lambda_1} B_1 \) are locally asymptotically stable solutions to (26). According to Lemma 1.4, \( \overline{W}_k \) visits almost surely a compact subset of the domain of attraction of point \( \rho \sqrt{\lambda_1} B_1 \) or \( -\rho \sqrt{\lambda_1} B_1 \). Then, according to Lemma 1.2, \( \overline{W}_k \) converges almost surely to either \( \rho \sqrt{\lambda_1} B_1 \) or \( -\rho \sqrt{\lambda_1} B_1 \).

Theorem 1.1 shows that the trained weight vector converges to the first principal component for normally distributed samples. According to the proof of the above theorem, the convergence speed of the learning algorithm mainly depends on \( \eta = \frac{\alpha^2}{\lambda_1} \).

In Chapter 3, the performance of UP algorithm will be further analyzed.

According to Theorem 1.1, the largest eigenvalue can also be learned using (13). Let \( \hat{B}_1 \) and \( \hat{\lambda}_1 \) be the estimations of \( B_1 \) and \( \lambda_1 \), respectively. We have
\[
\frac{W_k}{k} = \rho \sqrt{\hat{\lambda}_1} \hat{B}_1
\]
Since \( \hat{B}_1 \) is a unit vector, \( \hat{B}_1 = W_k / ||W_k|| \). Therefore,
\[
\hat{\lambda}_1 = \frac{||W_k||^2}{(k\rho)^2}.
\]

### 1.5 Learning Difference Equation Analysis

According to (28), the UP algorithm corresponds to the following difference equation:
\[ V_{k+1} = V_k + \frac{1}{k+1} \left[ \rho \frac{CV_k}{\sqrt{V_k^T CV_k}} - V_k \right]. \tag{37} \]

Let \( \gamma_k = \frac{1}{k+1} \) and \( \overline{T}_k = \Lambda V_k \). Then, equation (37) can be rewritten as

\[ U_{k+1} = U_k + \gamma_k \left( \rho \frac{DU_k}{\sqrt{U_k^T DU_k}} - U_k \right), \tag{38} \]

where \( D = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n) \). \( U_k = (u_1^k, u_2^k, \ldots, u_n^k) \) is a \( N \)-dimensional vector. Equation (38) can be written as

\[ u_{k+1}^i = (1 - \gamma_k + \gamma_k \rho \frac{\lambda_i}{\sqrt{U_k^T DU_k}}) u_k^i \quad (i = 1, 2, \ldots, N). \tag{39} \]

Using (39) recursively, we have

\[ u_{k+1}^i = u_0^i \prod_{m=1}^{k} (1 - \gamma_m + \gamma_m \rho \frac{\lambda_i}{\sqrt{U_m^T DU_m}}). \tag{40} \]

Applying the logarithm operator to both sides of (40), we obtain

\[ \ln u_{k+1}^i = \sum_{m=1}^{k} \ln(1 - \gamma_m + \gamma_m \rho \frac{\lambda_i}{\sqrt{U_m^T DU_m}}) + \ln u_0^i. \tag{41} \]

For \( i > 1 \), let \( S_{k+1} = \ln u_{k+1}^i, a_m = \ln(1 - \gamma_m + \gamma_m \rho \frac{\lambda_i}{\sqrt{U_m^T DU_m}}) \) and \( a_0 = \ln u_0^i \). We rewrite (41) as

\[ S_{k+1} = \sum_{m=0}^{k} a_m. \]

Since \( u_m \to \rho \sqrt{\lambda_1} B_1 \) or \( u_m \to -\rho \sqrt{\lambda_1} B_1 \), it is obvious that \( U_m^T DU_m \to (\rho \lambda_1)^2 \). Let us consider the limit

\[ \lim_{m \to \infty} \frac{a_m}{\gamma_m} = \lim_{m \to \infty} \frac{\ln(1 - \gamma_m + \gamma_m \rho \frac{\lambda_i}{\sqrt{U_m^T DU_m}})}{\gamma_m} = \lim_{m \to \infty} \frac{-\gamma_m + \gamma_m \rho \frac{\lambda_i}{\sqrt{U_m^T DU_m}}}{\gamma_m} \]

\[ = \lim_{m \to \infty} \left( -1 + \rho \frac{\lambda_i}{\sqrt{U_m^T DU_m}} \right) = -1 + \frac{\lambda_i}{\lambda_1} = -1 + \eta_i, \]

\[ \eta_i = \frac{\lambda_i}{\lambda_1} - 1 \]
where \( \eta_i = \frac{\lambda_i}{\lambda_1} < 1 \). Since \( \sum_{n=1}^{\infty} \gamma_n = \infty \), it is not difficult to prove

\[
\lim_{n \to \infty} \frac{S_n}{\sum_{m=1}^{n} \gamma_m} = \lim_{n \to \infty} \frac{a_m}{\gamma_m} = -1 + \eta_i.
\]

Since \( \gamma_k = \frac{1}{k+1} \), it is known that

\[
\lim_{n \to \infty} \frac{\ln n}{\sum_{m=1}^{n} \gamma_m} = 1.
\]

So, we have

\[
\lim_{n \to \infty} \frac{\ln u_n'_{i+1}}{\ln n} = \lim_{n \to \infty} \frac{S_n}{\ln n} = \lim_{n \to \infty} \frac{S_n}{\sum_{m=1}^{n} \gamma_m} = -1 + \eta_i. \tag{42}
\]

Equation (42) means that the convergence speed of \( \{U_k\} \) at \( i \)th eigenvector direction is

\[
u_n' = O(n^{n-1}) \quad (i = 2, 3, ... N). \tag{43}
\]

Comparing (35) with (43), we see that the convergence speed of \( y_i(t) \) and the convergence speed of \( u_n' \) are not the same, but are highly related. The more detailed analysis about their relationship will be provided in the next chapter.

### 1.6 Summary

In this chapter, an unsupervised Perceptron learning algorithm (UP) and several generalized UP algorithms have been proposed. For the normally distributed input patterns, we proved that the UP algorithm converges to the first principal component. Also, we analyzed the corresponding ordinary differential equation and difference equation of the UP algorithm and show that the convergence speeds of the solutions to these equations depend only on the eigenvalues of the input patterns. More definitions and detailed analysis will be presented in the next two chapters.
Chapter 2

Convergence and Learning Performance Analysis of Neural Network Algorithms

2.1 Introduction

The asymptotic behavior analysis for neural network based learning algorithms is very important and usually quite difficult to undertake, due to the fact that these algorithms are not only stochastic but also nonlinear. The stochastic approximation method, originally proposed by Robbins and Monro [61], provides a general tool for analyzing a great variety of neural network learning algorithms. By associating an ordinary differential equation to a stochastic approximation algorithm, Ljung [46] and Kushner and Clark [42] extended the results for Robbins-Monro-like methods considerably. It has been used to prove the convergency of several unsupervised learning algorithms for principal component analysis [53, 69]. In Chapter 1, we analyzed the convergence of the UP algorithm using stochastic approximation theory. However, most of these analyses focus on the convergency of the algorithms. Little attention is paid to the other important features of the learning performance, such as learning
speed, robustness, learning error, etc.

In this chapter, first, we analyzed the convergence of single-neuron-based learning algorithms. Then, the convergence speed, robustness, bias and variance of stochastic approximation algorithms are defined and analyzed. The formulae of these performances are derived for single-neuron-based learning algorithms. The analysis provides a theoretical basis for selecting the learning parameters.

2.2 Convergence Analysis of Neural Network Learning Algorithms

In the Appendix, Theorem 2.1 (Theorem 2.3.1 in [42]) is presented. It provides a powerful and convenient tool for analyzing the convergence of stochastic learning algorithms. Neural network learning algorithms can be considered as a special type of stochastic approximation algorithms. Based on Theorem 2.1, we can analyze the asymptotic behaviors of neural network learning algorithms.

Most of neural network learning algorithms can be derived from a criterion $J(W, X)$, where $W$ is the weight vector and $X$ is the input vector. If we take the partial derivative of $J(W, X)$ with respect to $W$, we obtain

$$\hat{h}(W_k, X_k) = \left. \frac{\partial J(W, X_k)}{\partial W} \right|_{W = W_k}. \tag{44}$$

$h()$ is a vector function. Using the hill-climbing method, the neural network learning equation is derived as

$$W(k + 1) = W(k) + \gamma_k \hat{h}(W_k, X_k). \tag{45}$$

For neural network learning algorithms, since the modification of weight vector usually only depends on the current weight vector, we can assume that
\[ E_X[h(W_k, X_k)|W_k] = E_X[h(W_k, X_k)|W_0, ..., W_k, X_0, ..., X_{k-1}] \]

Also, we assume that \( \{X_k\} \) is stationary.

Let \( h(W_k) = E_X[h(W_k, X_k)|W_k] \). Equation (45) can also be written in the form

\[ W_{k+1} = W_k + \gamma_k (h(W_k) + D_k), \quad (46) \]

where \( D_k = h(W_k, X_k) - h(W_k) \). Without ambiguity, we may simply use \( E[h(W_k, X_k)] \) to represent \( E_X[h(W_k, X_k)|W_k] \).

The equations (45) and (46) are called the learning difference equation (LDE) of learning algorithms. The corresponding ordinary differential equation (ODE) of the learning algorithm is

\[ \frac{dZ}{dt} = h(Z). \quad (47) \]

The convergence of \( W_k \) is described in Theorem 1.

For a criterion based algorithm, let \( V(Z) = E_X(J(Z, X)) \), thus

\[ \frac{d}{dt} V(Z) = E_X \left( \frac{\partial J(Z, X)}{\partial Z} \right) \frac{dZ}{dt} = h(Z)^T h(Z) = ||h(Z)||^2, \quad (48) \]

which means \( \frac{d}{dt} V(Z) \) is a positive semidefinite function. \( V(Z) \) is a Liapunov function of (47). Thus, the stationary points of (47), together with the point \((\infty)\), form an invariant set \( S \) with a global domain of attraction \( D(s) = \mathbb{R}^N \).

For \( a > 0 \), the set \( A = \{ X : ||X|| \leq a \} \) is a compact subset of \( D(S) \). Assume that \( E(||W_k||) \) is bounded by \( b \). Let \( a \) be sufficiently large so that \( a > b \). Then, \( \{W_k\} \) enters \( A \) infinitely often. This result can be verified as following: if it is not true, \( \{W_k\} \) enters \( A \) a finite number of times. Then, \( \lim_{k \to \infty} E(||W_k||) > a \). There is a contradiction.

Also, \( W_k \) cannot tend to infinity if \( E(||W_k||) \) is bounded.
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Therefore, similar to Corollary 2 in [16], we have the following corollary to the convergence Theorem 1 for criterion based neural network algorithms.

**Corollary 2.1** Suppose that the attraction basin \( D(S) = \mathbb{R}^N \) and that \( h(Z) \) and \( V(Z) \) have isolated stationary points. Assume that \( F(||W_k||) \) is bounded. Then, \( W_k \) tends to a local maximum of \( V(Z) \) almost surely.

For single neuron based learning algorithms, the global behaviors are similar to the local behaviors in the neighborhood of stable states. The local properties of (47) can be described by a linear system \( \frac{dX}{dt} = HX \), where \( H = \frac{\partial h(Z)}{\partial Z} \bigg|_{Z = \bar{Z}} \). If \( H \) is negative definite, the convergence speed of the solution to the linear system \( \frac{dX}{dt} = HX \) is determined by its largest eigenvalue \( \lambda_h \), such as \( O(e^{\lambda_h t}) \). For linear systems, the local convergence speed is also the global convergence speed. Usually, the ordinary differential equation (ODE) of a single neuron based learning algorithm is a kind of nearly-linear equation.

### 2.3 Definitions of Learning Speed and Robustness

Equation (46) also corresponds to the following difference equation:

\[
U_{k+1} = U_k + \gamma_k h(U_k),
\]

which is called the difference equation (DE) of a learning algorithm. In the following analysis, assume that \( \bar{Z} \in S \) is the limit of \( W_k \). By viewing the DE as the LDE with \( D_k = 0 \), we also have \( U_k \to \bar{Z} \) as \( k \to \infty \). That is, \( (W_k - U_k) \to 0 \) as \( k \to \infty \) almost surely. The solutions of LDE (46) and DE (49) are highly related. The total variance introduced in learning is
\[ V = \sum_{k=1}^{\infty} \gamma_k^2 E(||D_k||^2). \]

If the modified conditions iii) and iv) of Theorem 1.1 hold, \( V \) is bounded. For a small \( V \), the solutions of the two equations are very close. The solutions to LDE and DE are the same if \( V = 0 \). Therefore, the convergence speed of a stochastic learning algorithm is defined as the convergence speed of the solution of its DE to an asymptotically stable state, and the robustness is defined as

\[ R = \frac{||\overline{Z}||^2}{V} = \frac{||\overline{Z}||^2}{\sum_{k=1}^{\infty} \gamma_k^2 E(||D_k||^2)}, \]

where \( \overline{Z} \) is a locally asymptotically stable state to the ODE.

If the modified conditions iii) and iv) of Theorem 1.1 hold, \( R > 0 \).

If \( ||Z(t) - \overline{Z}|| = O(\ell(t)), O(\ell(t)) \) is defined as the convergence speed for the ODE (47).

In Chapter 1, we derived the convergence speed of the solution to the DE of the UP algorithm. We see that the convergence speed of the solution to the ODE is much faster than the convergence speed of the solution to the DE. Besides, the learning rate is one of the important parameters which determine the learning speed. However, the ODE does not include this parameter. It seems that the convergence speed for the ODE is not equivalent to the convergence speed for the DE.

By further analyzing and comparing the solutions to the DE and ODE, we found that the convergence speeds of \( U_k \rightarrow \overline{Z} \) and \( Z(t) \rightarrow \overline{Z} \) are also highly related.

Let us assume that \( \{\gamma_k\} \) satisfies (153). For a one dimensional ODE and DE, we obtain

**Theorem 2.1** Suppose that the assumptions of Theorem 1.1 hold. Assume that \( ||h(Z(t))|| \) is a monotonically decreasing function, and \( ||\frac{\partial M(Z)}{\partial Z}|| \) is bounded. \( Z(t) \) and \( U_n \) are the
solutions to the ODE (47) and the DE (49), respectively. We have \( ||Z(t) - \bar{Z}|| = O(f(t)) \) is equivalent to \( ||U_n - \bar{Z}|| = O(f(t_n)) \), where \( t_{n+1} = \sum_{i=1}^{n} \gamma_i \).

**Proof:** For a one dimensional function, using the truncated Taylor’s series expansion, we have

\[
Z(t_{k+1}) = Z(t_k) + (t_{k+1} - t_k) \frac{dZ(t)}{dt} \bigg|_{t=t_k} + \frac{(t_{k+1} - t_k)^2}{2} \frac{d^2Z}{dt^2} \bigg|_{t=t_k} + \frac{\gamma_k^2}{2} h'(t_k + s_k). \tag{50}
\]

where \(0 \leq s_k \leq \gamma_k\). Note that \( \gamma_k = t_{k+1} - t_k \) and apply the ODE to (50), we obtain

\[
Z(t_{k+1}) = Z(t_k) + \gamma_k h(Z(t_k)) + \frac{\gamma_k^2}{2} h'(t_k + s_k). \tag{51}
\]

Let \( Z_k = Z(t_k) \). Equation (51) can be rewritten as the following difference equation:

\[
Z_{k+1} = Z_k + \gamma_k h(Z_k) + \frac{\gamma_k^2}{2} h'(t_k + s_k). \tag{52}
\]

Note that \( h'(t) = \frac{dh(Z)}{dZ} \frac{dZ}{dt} = \frac{dh(Z)}{dZ} h(t) \). Let \( h(t_k + s_k) = G_k h(t_k) = G_k h(Z_k) \), and \( M_k = \frac{dh(Z)}{dZ} \bigg|_{Z=Z_k} \). Equation (52) is rewritten as

\[
Z_{k+1} = Z_k + (\gamma_k + \frac{\gamma_k^2}{2} G_k M_k) h(Z_k). \tag{53}
\]

If \( ||Z(t) - \bar{Z}|| = O(f(t)) \), the convergence speed of \( Z_n \) is \( O(f(t_n)) \). Comparing (53) with the DE (49), we have that the convergence speed of \( U_n \) is \( O(f(t_n) - p_n) \), where \( p_n = \sum_{k=1}^{n} \frac{\gamma_k^2}{2} G_k M_k \). Since \( G_k \) and \( M_k \) are bounded, then \( p_n \) is also bounded. Therefore, the convergence speed of \( U_n \) is also \( O(f(t_n)) \).

Similarly, it can be verified that if the convergence speed of \( U_n \) is \( O(f(t_n)) \), then \( ||Z(t) - \bar{Z}|| = O(f(t)) \).

Without special claim, all the learning rates in the thesis are assumed with the form \( \gamma_k = \frac{c}{k+K} \), where \( c \) is a constant and \( K \) is a large constant.
Usually, $O(f(t))$ is an exponential function with the form $f(t) = e^{-t^j}$. Then,

$$t_n = \sum_{k=1}^n \gamma_k = c \ln n + O(1).$$

The convergence speed of $t_n$ is

$$O(f(t_n)) = O(f(c \ln n)) = O(e^{-c^j \ln n}) = O(n^{-c^j}).$$

Generally, the conclusions of Theorem 2.1 also hold for the learning algorithms in $N$-dimensional space. The conditions and the proofs are remain to be explored.

### 2.4 Definitions of Bias and Variance

The convergence speed and robustness analysis can show the global performances of a learning algorithm. Also, we need to estimate the learning error for a given number of learning steps, so that the learning error can be minimized by choosing an optimal learning parameter.

In [23], the definitions of bias and variance were given and discussed based on criteria and approximating functions of learning algorithms. Here, we give some definitions and analyses based on the stochastic approximation learning equation and the learning weight vectors.

First, the learning error of an algorithm is defined as the mean square error between the weight vector $W_k$ and its limit $\overline{W}$, as shown by

$$E_X(||W_k - \overline{W}||^2 \mid X_0, X_1, ..., X_{k-1}).$$

Without ambiguity, the learning error is simply written as $E(||W_k - \overline{W}||^2)$. We have

$$E(||W_k - \overline{W}||^2) = E(||W_k - EW_k + EW_k - \overline{W}||^2)$$

$$= E(||W_k - EW_k||^2) + 2E[(W_k - EW_k)^T(EW_k - \overline{W})] + E(||EW_k - \overline{W}||^2). \quad (54)$$
Since
\[ E[(W_k - EW_k)^T(EW_k - \overline{W})] = [E(W_k - EW_k)^T] \cdot [E(W_k - \overline{W})] = 0 \]
and
\[ E(||EW_k - \overline{W}||^2) = ||EW_k - \overline{W}||^2. \]

Eq. (54) is written as
\[ E(||W_k - \overline{W}||^2) = E(||W_k - EW_k||^2) + ||EW_k - \overline{W}||^2. \] (55)

Therefore, the learning error of an algorithm are composed of two parts. The mean square error between the learning weight vector and its expectation, the first term of the right hand side of (55), is defined as the \textit{variance} of the learning algorithm at the \( k \)-th step. That is,
\[ Var_k = E(||W_k - EW_k||^2). \] (56)

The difference between the expectation of the weight vector at the \( s \)-th step and the limit of the weight vector is defined as the \textit{bias} of the learning algorithm at the \( k \)-th step. Specifically,
\[ Bias_k = ||EW_k - \overline{W}||. \] (57)

The diagram interpretation of the bias and variance is shown in Fig. 8.

It is difficult to derive an exact expression for the variance. For the learning rate
\[ \gamma_k = \frac{\epsilon}{k+\kappa}, \]
through simulations and some analyses, we found that:
If \( E[||D_s||^2] \approx d \), the variance of the learning algorithm can be approximated by
\[ Var_k \approx \frac{dc^2}{k+K}. \] (58)

The detailed analysis about the variance are remains for the further exploration.
Figure 8: The relation of the learning error, the bias and the variance
2.4.1 Bias Analysis of Single Neuron Based Learning Algorithms

According to (46), we have

$$EW_{k+1} = EW_k + \gamma_k E(h(W_k)).$$  \hspace{1cm} (59)

For single neuron based algorithms, \(h()\) is a linear or a nearly linear vector function. So, \(E(h(W_k)) \approx h(EW_k)\). Therefore, \(EW_k\) can be approximated by \(U_k\) under \(U_0 = W_0\), where \(\{U_k\}\) is a sequence defined by the DE (49).

If \(\{W_k\}\) converges to \(W\). Then, \(\{U_k\}\) is also convergent. Let \(\overline{U} = \lim_{k \to \infty} U_k\). Thus, \(\overline{U} = \overline{W}\).

According to the DE (49), we have

$$U_{k+1} - \overline{U} = -\sum_{i=k}^{\infty} \gamma_i h(U_i)$$  \hspace{1cm} (60)

and

$$U_{k+1} - \overline{U} = U_k + \gamma_k h(U_k) - \overline{U}.$$  \hspace{1cm} (61)

Since \(h(\overline{U}) = 0\), (61) can be rewritten as

$$U_{k+1} - \overline{U} = U_k - \overline{U} + \gamma_k [h(U_k) - h(\overline{U})].$$  \hspace{1cm} (62)

For single neuron based learning algorithms, \(h()\) is usually a linear or a nearly linear function. We have

$$h(U_k) - h(\overline{U}) \approx H(U_k - \overline{U}),$$  \hspace{1cm} (63)

where \(H = \frac{\partial h(U)}{\partial U} \bigg|_{U=\overline{U}}\). Substituting (63) in (62), we obtain

$$U_{k+1} - \overline{U} \approx U_k - \overline{U} + \gamma_k H(U_k - \overline{U}) = (I + \gamma_k H)(U_k - \overline{U}),$$  \hspace{1cm} (64)

where \(I\) is the identity matrix. Using the approximation (64) recursively, we get

$$U_{k+1} - \overline{U} \approx (U_0 - \overline{U}) \prod_{i=1}^{k} (I + \gamma_i H).$$  \hspace{1cm} (65)
For single neuron based learning algorithms, $H$ is a symmetric negative semidefinite matrix. If $H$ is negative definite, its eigenvalues are all negative. Without loss of generality, let $H = \text{diag}(\lambda_{h1}, \lambda_{h2}, ..., \lambda_{hN})$, where $\lambda_{hN} \leq \lambda_{hN-1} \leq ... \leq \lambda_{h2} \leq \lambda_{h1} < 0$.

For the $j$th component of $U_{k+1}$, equation (65) is written as

$$u_{j,k+1} - \bar{u}_j \approx (u_{j0} - \bar{u}_j) \prod_{i=1}^{k}(1 + \gamma_i \lambda_{jH}),$$

(66)

where $\bar{u}_j$ is the $j$th component of $\bar{U}$. Let $a_k = \prod_{i=1}^{k}(1 + \gamma_i \lambda_{jH})$ and take the logarithm of $a_k$ to obtain

$$\ln a_k = \sum_{i=1}^{k} \ln (1 + \gamma_i \lambda_{jH}).$$

(67)

For small $\gamma_i \lambda_{jH}$, we have the following approximation:

$$\ln (1 + \gamma_i \lambda_{jH}) \approx \gamma_i \lambda_{jH}.$$  

Replacing it in (67), we have

$$\ln a_k \approx \sum_{i=1}^{k} \gamma_i \lambda_{jH} = \lambda_{jH} \sum_{i=1}^{k} \gamma_i = \lambda_{jH} t_k,$$

(68)

where $t_k = \sum_{i=1}^{k} \gamma_i$. Thus $a_k \approx e^{\lambda_{jH} t_k}$. Substituting $a_k$ in (66), we get

$$u_{j,k+1} - \bar{u}_j \approx (u_{j0} - \bar{u}_j) e^{\lambda_{jH} t_k}.$$  

(69)

Therefore,

$$||U_{k+1} - \bar{U}|| = \sqrt{\sum_{i=1}^{N} (u_{j,k+1} - \bar{u}_j)^2} \approx \sqrt{\sum_{j=1}^{N} (u_{j0} - \bar{u}_j)^2 e^{2 \lambda_{jH} t_k}}.$$  

(70)

Since $\lambda_{1H}$ is the largest eigenvalue, the error is mainly contributed by the first component of $U_{k+1} - \bar{U}$. The other components can be ignored. Hence,

$$||U_{k+1} - \bar{U}|| \approx |u_{10} - \bar{u}_1| e^{\lambda_{1H} t_k}.$$  

(71)
If we let $\lambda_h = \lambda_{1h}$ and according to (57) and (71), we obtain the following approximation of the bias for single neuron based learning algorithms

$$B_{ias} \approx |u_{10} - \bar{u}_1|e^{\lambda_{1h}t} = |w_{10} - \bar{w}_1|e^{\lambda_{1h}t} = |w_{10} - \bar{w}_1|e^{\lambda_{h}t},$$

(72)

where $w_{10}$ and $\bar{w}_1$ are the first components of initial weights $W_0$ and $\bar{W}$, respectively.

2.5 The Learning Rate Analysis

For single neuron based learning algorithms, the convergence speed of $Z(t)$ in the neighborhood of $\bar{Z}$ is determined by

$$H = \left. \frac{\partial h(Z)}{\partial Z} \right|_{Z=\bar{Z}}. \quad (73)$$

$$||Z(t) - \bar{Z}|| = O(e^{\lambda_h t}),$$

where $\lambda_h$ is the largest eigenvalue of $H$. The convergence speed for the solution to the DE is

$$||U_n - \bar{Z}|| = O(e^{\lambda_h t_n}).$$

(74)

Let $d \approx E(||D_k||^2)$. The robustness can be approximated by

$$R \approx \frac{||\bar{Z}||^2}{d \sum_{k=1}^{\infty} \gamma_k^2}. \quad (75)$$

We see that the convergence speed depends on $t_n = \sum_{i=1}^{n-1} \gamma_i$ and the robustness depends on $r = \sum_{k=1}^{\infty} \gamma_k^2$. According to (153), $t_n \to \infty$ and $r < \infty$.

Let us assume that the learning rate has the form $\gamma_k = \frac{c}{(k+K)^s}$, where $c$ is a constant and $K$ is a large constant. The condition (153) is satisfied if $\frac{1}{2} < s \leq 1$. For this learning rate, we obtain

$$r = \sum_{k=1}^{\infty} \gamma_k^2 = \sum_{k=1}^{\infty} \frac{c^2}{(k+K)^{2s}} = c^2 \sum_{k=K+1}^{\infty} \frac{1}{k^{2s}} \approx (2s - 1) K^{1-2s}.$$
Substituting this in (75), we have

\[ R \approx \frac{|\mathcal{Z}|^2 K^{2s-1}}{c^2d(2s-1)}. \]  

(76)

Thus, for a small \( s \), a large \( K \) should be used to have the same robustness.

For the learning rate \( \gamma_k = \frac{c}{(k+K)} \), the convergence speed of single neuron based learning algorithms is different for the following three cases:

**Case I: \( s = 1 \)**

\[ \gamma_k = \frac{c}{K+k} \] is the most commonly used learning rate. We obtain

\[ t_n = \sum_{i=1}^{n-1} \gamma_n = \sum_{i=1}^{n-1} \frac{c}{K+i} = c(\ln(K+n) - \ln K) + O(1) = c \ln n + O(1). \]

According to (74), the convergence speed is

\[ O(e^{\lambda_h t_n}) = O(e^{\lambda_h c \ln n}) = O(n^{c\lambda_h}). \]  

(77)

Thus, single neuron based learning algorithms are polynomially convergent for the learning rate \( \frac{c}{K+k} \).

**Case II: \( \frac{1}{2} < s < 1 \)**

For \( \frac{1}{2} < s < 1 \), it is easy to verify

\[ t_n = \sum_{i=1}^{n-1} \gamma_n = \sum_{i=1}^{n-1} \frac{c}{(K+i)^s} = \frac{c(1-s)}{(n+K)^{s-1}} + o(n^{1-s}) = \frac{c(1-s)}{n^{s-1}} + o(n^{1-s}). \]

According to (74), the convergence speed is obtained as

\[ O(e^{\lambda_h t_n}) = O(e^{\lambda_h c(1-s)n^{1-s}}). \]  

(78)
We see that single neuron based learning algorithms are exponentially convergent for the learning rate with $0 < s < 1$.

**Case III: $s = 0, \gamma_k = c$**

In this case, the learning rate is a constant. Then, the robustness of the learning algorithm is 0. The learning algorithm is not convergent in the sense of stochastic approximation.

The conclusion of Theorem 2.1 does not hold for this learning rate. However, $U_k$ may be still convergent. The convergence speed of the learning algorithm in the neighborhood of $Z$ can be obtained approximately by the following difference equation:

$$U_{k+1} = U_k + cHU_k,$$  \hspace{1cm} (79)

where $H$ is given in (73). Using (79) iteratively, we get

$$U_{k+1} = (I + cH)^kU_1.$$

Without loss of generality, let $H = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_N)$, where $\lambda_1 < 0$ is the largest eigenvalue of $H$. Hence, the convergence speed of the first component of $U_{k+1}$ is

$$O((1 + c\lambda_1)^n),$$

which can be considered as the convergence speed of the learning algorithm. For a small $c\lambda_1$, we have $(1 + c\lambda_1)^n \approx e^{c\lambda_1 n}$. Approximately, the convergence speed of the learning algorithm is

$$O(e^{c\lambda_1 n}).$$  \hspace{1cm} (80)

Thus, in this case, the algorithm is exponentially convergent and is faster than the algorithm with the learning rate of case II.
The convergence speed of $Z(t)$ is independent of the learning rate. Since
\[ \sum_{k=1}^{\infty} \gamma_i' = \infty. \]
the assumption for Theorem 2.1 is not satisfied. Suppose that we can use Theorem 2.1, then $t_n = cn$ and the convergence speed of the learning algorithm is
\[ O(c \lambda t^n) = O(c \lambda h^n). \]
Hence, for a small $c\lambda_h$, Theorem 2.1 can provide an approximation of the convergence speed for a single neuron based learning algorithm with a constant learning rate.

### 2.5.1 Optimal Learning Rate Selection

We can see that the learning rate is one of the important parameters that determine the performance of learning algorithms. For a stochastic approximation learning algorithm, it is required that both the bias and the variance tend to 0 as $k \to \infty$.

For the learning rate $\gamma_k$, it is usually assumed that:
\[ t_\infty = \sum_{i=1}^{\infty} \gamma_i = \infty \quad (81) \]
and
\[ s_1 = \sum_{i=1}^{\infty} \gamma_i^2 < \infty. \quad (82) \]

If we choose the learning rate with the form $\gamma_k = \frac{c}{(k+K)^s}$, the conditions (81) and (82) are satisfied for $\frac{1}{2} < s \leq 1$.

For $s = 1$,
\[ t_k = \sum_{i=1}^{k} \gamma_i = \sum_{i=1}^{k} \frac{c}{K + i} = c \sum_{i=1}^{k+1} \frac{1}{i} - c \sum_{i=1}^{k} \frac{1}{i} \approx c(\ln(k+K) - \ln K), \quad (83) \]
and
\[ s_k = \sum_{i=k}^{\infty} \gamma_i = \sum_{i=k}^{\infty} \frac{c^i}{(i+K)^2} \approx c^k \frac{1}{k+K}. \]
According to (72), the bias of the learning algorithm is

\[ \text{Bias}_k \approx |w_{10} - \bar{w}_1|e^{\lambda k} \approx |w_{10} - \bar{w}_1|e^{\lambda \ln(k + \lambda k - \lambda k)} = |w_{10} - \bar{w}_1|\left(\frac{k + \lambda k}{k}\right)^{\lambda h}. \]  

(84)

Correspondingly, according to (58), the variance of the learning algorithm is

\[ \text{Var}_k \approx dc^2 \frac{1}{k + \lambda h}. \]  

(85)

The total learning error is

\[ E[||\bar{W} - W_k||^2] = \text{Bias}_k^2 + \text{Var}_k \approx |w_{10} - \bar{w}_1|^2\left(\frac{k + \lambda k}{k}\right)^{2\lambda h} + dc^2 \frac{1}{k + \lambda h}. \]  

(86)

Let \( J(c) = |w_{10} - \bar{w}_1|\left(\frac{k + \lambda k}{k}\right)^{\lambda h} + dc^2 \frac{1}{k + \lambda h} \). If all the parameters except \( c \) in (86) are fixed, we can find a \( c_0 \) that minimizes \( J(c) \). Then, the learning rate \( \frac{c_0}{k + \lambda h} \) is a nearly optimal learning rate which minimizes the learning error \( E[||\bar{W} - W_k||^2] \).

For the learning rate with the form \( \frac{c}{(k + \lambda h)^s} \) (\( \frac{1}{2} < s < 1 \)), it is not difficult to verify that the bias of single neuron based learning algorithms decreases exponentially. However, the variance usually decreases polynomially. There are no obvious differences between the learning performance with \( s = 1 \) and the learning performance with \( s \neq 1 \). Therefore, we can usually choose the learning rate with the form \( \frac{c}{k + \lambda h} \).

### 2.6 Summary

In this chapter, the convergence speed, robustness, bias and variance of a neural network learning algorithm have been defined and analyzed. It is shown that the performances of single neuron based learning algorithms are mainly dependent on the learning rate and the eigenvalues of the learning samples. Based on the bias and variance analysis, an optimal learning rate can be selected. In the next chapter, we will present some detailed analysis and comparisons about the performances of the UP algorithms, the Oja algorithms and the Widrow-Hoff rule based algorithms.
Chapter 3

Analyses and Comparisons of Single Neuron Based Algorithms

3.1 Introduction

Using the definitions and the general analyses of stochastic approximation algorithms given in Chapter 2, we analyze the unsupervised Perceptron algorithms, Widrow-Hoff rule based algorithms and Oja learning algorithms in this chapter. The performance formulas of these learning algorithms are derived. Outliers are the noise samples or the samples with extreme values. In the presence of outliers, the robustness of learning algorithms can be largely reduced. We provide some theoretical and experimental analysis of outliers and show that the absolute criterion based learning algorithms are more robust than the square criterion based learning algorithms. In addition, some simulation results and comparisons are presented.

3.2 The NUP Algorithm Analysis

In Chapter 1, the normalized unsupervised Perceptron algorithm (NUP) was proposed. The norm of weight vector is always normalized as 1 in the NUP algorithm.
Like the UP algorithm, the NUP algorithm can also extract the first principal component of the input data. First, we analyze the convergence of the NUP algorithm.

### 3.2.1 Convergence of the NUP Algorithm

Substituting (18) in (19), we write the NUP learning equation as

$$W_{k+1} = \frac{W_k + \gamma_k Y_k}{||W_k + \gamma_k Y_k||}. \tag{87}$$

Using the expansion of $\frac{1}{1+x}$, we have

$$\frac{1}{||W_k + \gamma_k Y_k||} = 1 - \gamma_k ||Y_k|| + O(\gamma_k^2). \tag{88}$$

Substituting (88) in (87), we obtain

$$W_{k+1} = (W_k + \gamma_k Y_k)(1 - \gamma_k ||Y_k|| + O(\gamma_k^2)) = W_k + \gamma_k (Y_k - ||Y_k||W_k) + \gamma_k A_k, \tag{89}$$

where $A_k = \gamma_k ||Y_k||Y_k + O(\gamma_k)W_k + O(\gamma_k^2 Y_k)$ and $A_k \rightarrow 0$.

For the unsupervised Perceptrons, we have $||Y_k|| = ||X_k||$. Therefore,

$$E(||Y_k||)[W_k] = E(||X_k||)[W_k] = E(||X_k||) = E(||Y_k||)$$

and

$$E(||Y_k||^2|W_k) = E(||X_k||^2|W_k) = E(||X_k||^2) = E(||Y_k||^2).$$

We will simplify some representations of the conditional expectations in the following analysis.

Equation (89) can be rewritten as

$$W_{k+1} = W_k + \gamma_k [E(Y_k|W_k) - E(||Y_k||)|W_k] + \gamma_k D_k + \gamma_k A_k \tag{90}$$

where $D_k = Y_k - E(Y_k|W_k) - ||Y_k||W_k + E(||Y_k||)W_k$.
It is obvious, \( E(D_k|W_k) = 0 \) and

\[
E(||D_k||^2|W_k) \leq 4E(||Y_k||^2) + ||E(Y_k|W_K)||^2 + ||W_k||^2E(||Y_k||^2) + ||W_k||^2(E(||Y_k||))^2
\]

\[
\leq 16E(||Y_k||^2) = 16E(||X_k||^2). \quad (91)
\]

If \( E(||X_k||^2) \) exists and condition (153) holds, the assumptions iii) and iv) in Theorem 3.1 are satisfied. Also, \( E(||W_k||) = 1 \).

According to (89), the criterion of the NUP algorithm can be considered as

\[
J(W, X) = ||WX|| - ||X||\frac{||W||^2}{2}
\]

and

\[
V(W) = E_X(||WX||) - E_X(||X||)\frac{||W||^2}{2}.
\]

Using the above analysis and applying Corollary 2.1 directly, we have

**Theorem 3.1** Let \( S \) be the local maxima set of \( V(W) \). Suppose that the attraction basin \( D(S) = \mathbb{R}^N - \Omega \) (\( \Omega \) is a null set), that \( V(W) \) and its derivatives are continuous, and that the points in \( S \) are isolated. Assume that the learning rates satisfy (153), that \( \{X_k\} \) is stationary and \( E(||X_k||^2) \) is bounded. Then, \( W_k \) tends to a local maximum of \( V(W) \) almost surely.

For a general distribution, it is difficult to write \( E_X(||WX||) \) as an explicit function of \( W \). The properties of \( S \) are not easy to be verified. However, for normally distributed input data, we can obtain an explicit result. According to Lemma 1.1, for normally distributed samples with covariance \( C \) and mean zero vector, we have

\[
E(Y_k|W_k) = \rho \frac{CW_k}{\sqrt{W_k^T CW_k}}, \quad (92)
\]
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where \( \rho = \sqrt{\frac{2}{\pi}} \). It is easy to derive that \( E(||Y_k||) = \rho \sqrt{\lambda_1} \). Substituting (92) in (90), we get the following LDE of the NUP algorithm:

\[
W_{k+1} = W_k + \gamma_k \rho \left( \frac{CW_k}{\sqrt{W_k^T CW_k}} - \sqrt{\lambda_1} W_k \right) + \gamma_k D_k + \gamma_k A_k. \tag{93}
\]

According to (3.2.1)

\[
E(||D_k||^2|W_k) \leq 16E(||Y_k||^2) = 16E(||X_k||^2) = 16tr(C), \tag{94}
\]

where \( tr(C) = \sum_{i=1}^{N} \lambda_i \). Hence, \( E(||D_k||^2) \) is bounded. For convenience, we treat \( \rho \gamma_k \) as the learning rate of the LDE (93) and obtain the following ODE of the NUP algorithm:

\[
\frac{dZ}{dt} = CZ \frac{Z}{\sqrt{Z^T CZ}} - \sqrt{\lambda_1} Z. \tag{95}
\]

Let \( h(Z) = \frac{CZ}{\sqrt{Z^T CZ}} - \sqrt{\lambda_1} Z \). The equilibrium state \( \bar{Z} \) of (95) is the solution to \( h(\bar{Z}) = 0 \). That is

\[
\frac{C\bar{Z}}{\sqrt{\bar{Z}^T C\bar{Z}}} - \sqrt{\lambda_1} \bar{Z} = 0. \tag{96}
\]

It is easy to verify that \( \bar{Z} = B_1 \) and \(-B_1\) are the solutions to (96), where \( B_1 \) is the first eigenvector corresponding to the largest eigenvalue \( \lambda_1 \) of \( C \).

Let \( V(Z) = \sqrt{\bar{Z}^T C\bar{Z}} - \sqrt{\lambda_1 \frac{Z^T Z}{2}} - \frac{\sqrt{\lambda_1}}{2} \). Then,

\[
V(Z) \leq \sqrt{\lambda_1} ||Z|| - \sqrt{\lambda_1} \frac{||Z||^2}{2} - \frac{\sqrt{\lambda_1}}{2} = -\sqrt{\lambda_1} (||Z|| - 1)^2/2.
\]

If \( \lambda_1 > \lambda_2 \), \( V(Z) \) is negative definite. Since \( \frac{\partial V(Z)}{\partial Z} = h(Z) \) and \( \frac{dV(Z)}{dt} = h(Z)^T h(Z) \geq 0 \), \( V(Z) \) is a Liapunov function of (95) and \( \bar{Z} = B_1 \) and \(-B_1\) are the only global maxima of \( V(Z) \).

Also, \( ||W_k|| = 1 \) is bounded and the conditions in Corollary 2.1 are satisfied. Consequently, the following theorem is proved:
Theorem 3.2 For normally distributed stationary input samples, assume that the learning rate satisfies (153) and $\lambda_1 > \lambda_2$. Then, the weight vector trained by the NUP algorithm converges to the first unit eigenvector of $C$ almost surely.

3.2.2 Performance Analysis of the NUP Algorithm

We have proved the convergence of the NUP algorithm without solving its ODE and DE equations in the above analysis. To get the convergence speed of the NUP algorithm, we can solve its DE equation, or solve its ODE and apply Theorem 2.1. The simplest approach is to analyze the matrix $H = \frac{\partial h(Z)}{\partial Z} \bigg|_{Z=\bar{Z}}$. For normally distributed samples, according to (95), we have

$$H = \frac{\partial h(Z)}{\partial Z} \bigg|_{Z=\bar{Z}} = \frac{1}{\sqrt{\lambda_1}} C - \sqrt{\lambda_1} I - \sqrt{\lambda_1} B_1 B_1^T$$

where $I$ is the identity matrix. Applying the orthogonal transform matrix $B$ to $H$, we have

$$B^T H B = \frac{1}{\sqrt{\lambda_1}} B^T C B - \sqrt{\lambda_1} I - \sqrt{\lambda_1} B^T B_1 B_1^T B = \text{diag}(-\sqrt{\lambda_1}, \frac{\lambda_2 - \lambda_1}{\sqrt{\lambda_1}}, ..., \frac{\lambda_N - \lambda_1}{\sqrt{\lambda_1}}),$$

where $\lambda_h = \frac{\lambda_2 - \lambda_1}{\sqrt{\lambda_1}}$ is the largest eigenvalue of $H$. Hence, in the neighborhood of $\bar{Z}$, the convergence speed for the ODE (95) of the NUP algorithm is $O(e^{\frac{\lambda_2 - \lambda_1}{\sqrt{\lambda_1}}})$.

According to (77), the learning speed of the NUP algorithm is $O(n^{-\frac{\lambda_2 - \lambda_1}{\sqrt{\lambda_1}}})$ for the learning rate $\gamma_n = \frac{c}{n+K}$.

By directly solving the DE or ODE equations of the NUP algorithm, we can obtain the same convergence speed.

Then, we calculate the robustness of the NUP algorithm. For the GUP algorithm,

$$D_k = Y_k - E(Y_k|W_k) - ||Y_k||W_k + E(||Y_k||)W_k.$$  

The robustness is mainly used for analyzing the qualitative properties of a learning algorithm. The exact estimation of the variance of $D_k$ is difficult to derive and is
also not important for robustness analysis. We only give a rough approximation here. Since the first term of $D_k$ contributes most to its variance, roughly, we have,

$$E(||D_k||^2|W_k) \approx E(||Y_k||^2) = \text{tr}(C).$$

According to (76), the robustness of the NUP algorithm for the learning rate

$$\gamma_n = \frac{c}{n + K}$$

is

$$R_{NUP} := \frac{||Z||^2}{\sum_{k=1}^{\infty} \gamma_k^2 E(||D_k||^2)} \approx \frac{1}{c^2 \text{tr}(C)} \sum_{k=1}^{\infty} \gamma_k^2 \approx \frac{K}{c^2 \text{tr}(C)}.$$

Substituting $\lambda_k$ in (84), we get the bias of the NUP learning algorithm

$$\text{Bias}_{NUP} \approx |w_{20} - \bar{w}_2| \left( \frac{k + K}{K} \right)^{c_p \lambda_n} = |w_{20}| \left( \frac{k + K}{K} \right)^{\frac{\alpha(\lambda_n - \lambda_1)}{\lambda_1}}$$

$$= |W_0^T B_2 \left( \frac{k + K}{K} \right)^{\frac{\alpha(\lambda_n - \lambda_1)}{\lambda_1}},$$

where $||W_0|| = 1$.

### 3.3 GUP Learning Algorithm Analysis

Similar to the analysis of the NUP algorithm, the analysis of the GUP learning algorithm is presented in this section.

#### 3.3.1 Convergence of the GUP Algorithm

The learning equation of the GUP algorithms is

$$W_{k+1} = W_k + \gamma_k(Y_k - W_k).$$

The criterion function of the GUP algorithm can be considered as

$$J(W, X) = |W X| - \frac{||W||^2}{2},$$
\[ V(W) = E_X(||WX||) - \frac{||W||^2}{2}. \]

According to Lemma 1.1, for normally distributed samples with covariance \( C \) and mean zero vector, we have

\[ E(Y_k|W_k) = \rho \frac{CW_k}{\sqrt{W_k^TCW_k}}. \quad (99) \]

Substituting (99) in (98), we can write (98) as

\[ W_{k+1} = W_k + \gamma_k \frac{CW_k}{\sqrt{W_k^TCW_k}} - W_k + \gamma_k D_k. \quad (100) \]

Comparing (98) and (100), we obtain

\[ D_k = Y_k - \rho \frac{CW_k}{\sqrt{W_k^TCW_k}}. \]

Hence,

\[ E(||D_k||^2|W_k) = E(D_k^TD_k|W_k) < 2E(||Y_k||^2) + 2\rho^2 E\left(\frac{W_k^TC^TCW_k}{W_k^TCW_k}\right) \leq 2 \sum_{m=1}^{N} \lambda_m + 2\rho^2 \lambda_1. \]

Thus, \( E(||D_k||^2) \) is bounded. The ODE of the GUP algorithm is

\[ \frac{dZ}{dt} = \rho \frac{CZ}{\sqrt{Z^TCZ}} - Z. \quad (101) \]

Let \( h(Z) = \rho \frac{CZ}{\sqrt{Z^TCZ}} - Z \). It is easy to verify that \( \overline{Z} = \rho \sqrt{\lambda_1}B_1 \) or \( -\rho \sqrt{\lambda_1}B_1 \) is the solution to the equation \( h(Z) = 0 \), where \( B_1 \) is the first eigenvector corresponding to the largest eigenvalue \( \lambda_1 \) of \( C \).

Let \( V(Z) = \rho \sqrt{Z^TCZ} - \frac{Z^TZ}{2} - \frac{\rho^2 \lambda_1}{2} \). Then,

\[ V(Z) \leq \rho \sqrt{\lambda_1} ||Z|| - \frac{||Z||^2}{2} - \frac{\rho^2 \lambda_1}{2} = -(||Z|| - \rho \sqrt{\lambda_1})^2 / 2. \]

If \( \lambda_1 > \lambda_2 \), \( V(Z) \) is negative definite. Since \( \frac{\partial V(Z)}{\partial Z} = h(Z) \) and \( \frac{dV(Z)}{dt} \geq 0 \), \( V(Z) \) is a Liapunov function of (101). It is not difficult to show that \( \overline{Z} \) and \( -\overline{Z} \) are the only global maxima of \( V(Z) \) and that \( E(||W_k||) \) is bounded.
According to Corollary 2.1, the following theorem is proved:

**Theorem 3.3** For normally distributed stationary input samples, assume that the learning rate satisfies (153) and \( \lambda_1 > \lambda_2 \). Then, the weight vector trained by the GUP algorithm converges to \( \rho \sqrt{\lambda_1} B_1 \) or \(-\rho \sqrt{\lambda_1} B_1 \) almost surely.

### 3.3.2 Performance Analysis of the GUP Algorithm

For normally distributed samples, according to (101), we have

\[
H = \frac{\partial h(Z)}{\partial Z} \bigg|_{Z=\bar{Z}} = \frac{1}{\lambda_1} C - I - B_1 B_1^T.
\]

Apply the orthogonal transform matrix \( B \) to \( H \),

\[
B^T H B = \text{diag}(-1, \frac{\lambda_2 - \lambda_1}{\lambda_1}, ..., \frac{\lambda_N - \lambda_1}{\lambda_1}).
\]

Thus, \( \lambda_h = \frac{\lambda_2 - \lambda_1}{\lambda_1} \) is the largest eigenvalue of \( H \). The convergence speed for the ODE (101) of the GUP algorithm is \( O(e^{-\frac{\lambda_2 - \lambda_1}{\lambda_1}}) \).

According to (77), the learning speed of the GUP algorithm is \( O(n^{\frac{\lambda_2 - \lambda_1}{\lambda_1}}) \) for the learning rate \( \gamma_k = \frac{c}{k+K} \). The UP algorithm is a special GUP algorithm with learning rate \( \gamma_k = \frac{1}{k} \). The convergence speed of the UP algorithm is \( O(n^{\frac{\lambda_2 - \lambda_1}{\lambda_1}}) \), which is the same as the convergence speed (35) which is directly derived from the ODE of the UP algorithm in Chapter 1.

For the GUP algorithm, since \( D_k = Y_k - \rho \frac{C W_k}{\sqrt{W_k^T C W_k}} \),

\[
d = E(||D_k||^2 | W_k) = E(||Y_k||^2) - \rho^2 E\left( \frac{W_k^T C^T C W_k}{W_k^T C W_k} \right)
\]

\[
\approx \sum_{n=1}^{N} \lambda_n - \rho^2 \lambda_1 = \text{tr}(C') - \rho \lambda_1 \approx \text{tr}(C').
\]

According to (76), the robustness of the GUP algorithm for the learning rate \( \gamma_n = \frac{c}{n+K} \) is
\[ R_{NUP} = \frac{||Z||^2}{\sum_{k=1}^\infty \gamma_k^2 E(||D_k||^2)} \approx \frac{\rho^2 \lambda_1}{c^2 \text{tr}(C) \sum_{k=1}^\infty \gamma_k^2} \approx \frac{K \rho^2 \lambda_1}{c^2 \text{tr}(C)}. \]

Substituting \( \lambda_k \) in (84), we get the bias of the GUP learning algorithm

\[ \text{Bias}_{GUP} \approx (w_{20} - \bar{w}_2)(\frac{k + K}{K})^{\lambda_k} = |w_{20}|(\frac{k + K}{K})^{\frac{d(k - 1)}{\lambda_1}}. \] (102)

In (36), we have a more accurate approximation of the solution to the ODE of the UP algorithm:

\[ y_1(t) \approx y_0(0)(\frac{\rho \sqrt{\lambda_1}}{y_1(0)})^{\lambda_1} e^{(m-1)t} = B_1^T Z(0)(\frac{\rho \sqrt{\lambda_1}}{B_1^T Z(0)})^{\lambda_1} e^{(m-1)t}. \] (103)

Therefore, the bias of the GUP algorithm can be approximated by

\[ \text{Bias}_{GUP} \approx B_1^T Z(0)(\frac{\rho \sqrt{\lambda_1}}{B_1^T Z(0)})^{\lambda_1} = \bar{w}_0(\frac{k + K}{K})^{\frac{d(k - 1)}{\lambda_1}}, \] (104)

where \( \bar{w}_0 = B_1^T Z(0)(\frac{\rho \sqrt{\lambda_1}}{B_1^T Z(0)})^{\lambda_1} \). According to (85), the variance of the GUP learning algorithm is

\[ \text{Var}_{GUP} \approx \frac{c^2 d}{k + K} \approx \frac{c^2 \text{tr}(C)}{k + K}. \] (105)

Substituting (105) and (104) in (86), we have the total learning error of the GUP learning algorithm

\[ E[||\hat{W} - W_k||^2] = \text{Bias}^2_{GUP} + \text{Var}_{GUP} \approx (W_0^T B_2)^2(\frac{k + K}{K})^{\frac{d(k - 1)}{\lambda_1}} + \frac{c^2 \text{tr}(C)}{k + K}. \] (106)

For principal component analysis, the projection of \( W_k \) at the second principal component \( B_2 \) contributes the main error of the leaning algorithm. It is not difficult
to derive that the mean squared error (MSE) of the GUP algorithm at the second principal component is

\[
MSE_{GUP} = E(|W_k^T B_2|^2) \approx \hat{w}_0^2 \left(\frac{k + K}{K}\right) + \frac{c^2 \lambda_2}{k + K}.
\]  \hspace{1cm} (107)

### 3.3.3 Simulation Results of the GUP Algorithm

For \(\lambda_1 = 1, \lambda_2 = 0.9, \hat{w}_0 = 1, k = 10000, K = 2000\), Fig. 9 shows that \(\sqrt{MSE_{GUP}}\) has the minimal value at \(c = 14\). Fig. 10, Fig. 11 and Fig. 12 illustrate the learning results for \(c = 5, c = 14\), and \(c = 25\), respectively. We see that the learning algorithm has large bias for \(c = 5\) and the variance is too large for \(c = 25\). For \(c = 14\), the learning error is smallest among the three learning cases.

### 3.4 Widrow-Hoff Rule Based Algorithm Analysis

The criterion of the least-mean-square rule (LMS) or the delta rule or the Widrow-Hoff rule can be conveniently employed to derive the following training algorithm. The neural network corresponding to this rule is a single linear neuron. Let \(X\) represent the input pattern and \(y\) is the desired output for \(X\). Consider the criterion

\[
J(W, X) = \frac{1}{2}(y - W^T X)^2.
\]

Taking the partial derivative of \(J\) with respect to \(W\) yields

\[
\frac{\partial J}{\partial W} = (y - W^T X) X.
\]

That is \(\hat{h}(W_k, X_k) = (y_k - W_k^T X_k) X_k\). Substituting it in the general algorithm of (45), we obtain the following LDF of the Widrow-Hoff algorithm:

\[
W_{k+1} = W_k + \gamma h(y_k - W_k^T X_k) X_k.
\]  \hspace{1cm} (108)
Figure 9: The optimal learning rate of the GUP algorithm
Figure 10: The learning results of the GUP algorithm with $c = 5$.
Figure 11: The learning results of the GUP algorithm with $c = 14$
Figure 12: The learning results of the GUP algorithm with $c = 25$
3.5 Convergence of the Widrow-Hoff Algorithm

For the constant learning rate, the convergence of the Widrow-Hoff algorithm was introduced in Chapter 0. In this section, we focus on the convergence analysis of the Widrow-Hoff algorithm with a stochastic approximation learning rate.

Let \( V(W) = E_X(J(W, X)) \), which is

\[
V(W) = -\frac{1}{2} (E(y^2) - 2W^TE(yX) + W^T E(XX^T)W) = -\frac{1}{2} (e - 2W^TR + W^TCW),
\]

where \( e = E(y^2), R = E(yX) \) and \( C = E(XX^T) \) which is positive semidefinite. Hence, \( h(W) = \frac{\partial V}{\partial W} = R - CW \). Substitute it in (47). Thus, the ODE of the Widrow-Hoff algorithm is

\[
\frac{dZ}{dt} = R - CZ,
\]

which is a linear system. Assume that \( C \) is nonsingular. Then, \( V(W) \) is negative definite. There is only one asymptotically stable state \( \bar{Z} = C^{-1}R \) to (110).

\[
||Z(t) - \bar{Z}|| = O(e^{-\lambda_{\text{min}}t}),
\]

where \( \lambda_{\text{min}} \) is the smallest eigenvalue of \( C \).

Let \( D_k = \hat{h}(W_k, X_k) - h(W_k) \), we have \( E(D_k) = 0 \) and

\[
E(||D_k||^2|W_k) = E(||\hat{h}(W_k, X_k) - h(W_k)||^2|W_k) = E(||\hat{h}(W_k, X_k)||^2|W_k) - ||h(W_k)||^2
\]

\[
\leq E(||\hat{h}(W_k, X_k)||^2|W_k) = E(||(y_k - W_k^T X_k)X_k||^2|W_k)
\]

\[
\leq 2E(y_k^2||X_k||^2) + 2W_k^T E(X_kX_k^T X_k X_k^T)W_k.
\]

Thus, if \( E(y^2||X||^2) \) and \( E(XX^TXX^T) \) exist, \( E(||D_k||^2) \) is bounded. Consequently, the following theorem is obtained:
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Theorem 3.4  For stationary input data, assume that i) $E(y^2||X||^2)$ and $E(XX^TXX^T)$ exist, ii) the learning rates satisfy (153) and iii) $C$ is nonsingular and $E(||W_k||)$ is bounded. Then, the weight vector trained by the Widrow-Hoff rule (108) converges to $C^{-1}R$ almost surely, and the convergence speed is $O(n^{-1/2})$.

Remarks: Note that $E(y^2||X||)^2 \leq \frac{1}{2}(E(y^4) + E(||X||^4))$ and

$$||E(XX^TXX^T)|| \leq E(||X||^4).$$

If $E(y^4)$ and $E(||X||^4)$ exist, the condition i) in Theorem 3.4 is also satisfied. For the pattern classification problem, $y = 1$ or $-1$, the condition i) only requires that $E(XX^TXX^T)$ exists. A similar convergence theorem for classification problems was given in [4].

To get the robustness of the Widrow-Hoff learning algorithm, we need to estimate

$$E(||D_k||^2|W_k) = E(||\tilde{h}(W_k, X_k) - h(W_k)||^2) \approx E(||\tilde{h}(W_k, X_k)||^2)$$

$$\approx E(||y_k - W_k^T X_k X_k||^2) \approx E(||y_k X_k||^2) + W_k^T E(X_k X_k^T X_k X_k^T)W_k$$

$$\approx ||R||^2 + Z^T E(X^T X) E(X X^T) Z \approx ||R||^2 + ||Z||^2 Tr(C) \lambda_1.$$

Thus, according to (76), the robustness of the LMS learning algorithm can be defined as

$$R_{LMS} = \frac{k ||Z||^2}{c^2(||R||^2 + ||Z||^2 Tr(C) \lambda_1)}.$$

According to (84), the bias of the Widrow-Hoff learning algorithm is

$$Bias_{LMS} \approx B_{min}^T (W_0 - Z)(\frac{k + K'}{K'})^{-c \lambda_{min}},$$

where $B_{min}$ is the eigenvector of $C$ corresponding to the eigenvalue $\lambda_{min}$.
3.6 Oja Learning Algorithm Analysis

In 1982, Oja demonstrated that a single linear neuron with a Hebbian-type adaptation rule for its synaptic weights can evolve into a filter for the first principal component of the input distribution [53]. Specifically, the Oja’s SGA learning equation is of the form

$$
\hat{W}_{k+1} = W_k + \gamma_k X_k X_k^T W_k,
$$

(112)

$$
W_{k+1} = \frac{\hat{W}_{k+1}}{||\hat{W}_{k+1}||},
$$

(113)

where $X_k$ is input vector and $W_k$ is the weight vector. Under certain conditions, Oja proved that $W_k$ tends almost surely to the first unit eigenvector of $C = E(X_k X_k^T)$ corresponding to the largest eigenvalue.

It is not difficult to derive that the ODE of the SGA algorithm is

$$
\frac{dZ}{dt} = CZ - ||CZ||Z.
$$

(114)

Equation (114) has only two asymptotically stable states $Z = B_1$ or $Z = -B_1$. The local asymptotical behaviors of the SGA algorithm is described by

$$
H = \left. \frac{\partial h(Z)}{\partial Z} \right|_{Z = Z} = C - ||CB_1||I - \frac{CCB_1B_1^T}{||CB_1||} = C - \lambda_1 I - \lambda_1 B_1B_1^T.
$$

Applying the orthogonal transform $B$, we obtain

$$
H^T H B = B^T C B - \lambda_1 I - \lambda_1 B^T B_1 B_1^T B = diag(-\lambda_1, \lambda_2 - \lambda_1, \ldots, \lambda_N - \lambda_1).
$$

We see that $\lambda_h = \lambda_2 - \lambda_1$ is the largest eigenvector of $H$. Thus, for the learning rate $\frac{\gamma_k}{\lambda_1 K}$, the learning speed of the SGA algorithm is $O(\eta^{(\lambda_2 - \lambda_1)})$. This result can also be derived by directly solving the ODE or DE of the SGA algorithm.
For the SGA algorithm,

\[ D_k = X_kX_k^TW_k - ||X_kX_k^TW_k||W_k - (C^T W_k - ||C W_k||W_k). \]

The robustness is mainly used for analyzing the qualitative properties of a learning algorithm. We can use some approximation to compute it. Since the first term of \( D_k \) contributes the most to the variance of \( D_t \), approximately, we have

\[ E(||D_k||^2|W_k) \approx W_k^TE(X_kX_k^T X_k X_k^T)W_k = W_k^TE(X_k^T X_k X_k^T)W_k \]

\[ \approx W_k^TE(X_k^T X_k)E(X_k^T X_k)W_k = W_k^T C'R(C')W_k \approx \lambda_1 r(C') \]

According to (76), for the learning rate \( \frac{r}{k+R} \), the robustness of the SGA algorithm is

\[ R_{Oja} = \frac{K}{c^2 r(C') \lambda_1}. \]

Substituting \( \lambda_h \) in (84), the bias of the Oja’s SGA learning algorithm is

\[ Bias_{Oja} \approx B_{T}^T W_0(\frac{k+K}{K})^{\gamma_2 - \gamma_1). \]

where \( ||W_0|| = 1. \)

Also, Oja and Karhunen gave the following the linearized SGA algorithm to extract principal components:

\[ W_{k+1} = W_k + \gamma_k [X_k X_k^TW_k - (W_k^T X_k X_k^T W_k) W_k]. \quad (115) \]

When \( W_k \) is a vector, Oja proved that \( W_k \) converges to the first principal component[55].

In the matrix case, the asymptotical properties of the ordinary differential equation corresponding to (115) were discussed in [84].

The ODE corresponding to the learning algorithm (115) is

\[ \frac{dZ}{dt} = CZ - Z^T CZ. \quad (116) \]
Equation (116) has only one asymptotically stable state \( \bar{Z} = B_1 \) or \( \bar{Z} = -B_1 \). To analyze the learning speed of the linearized SGA algorithm, we have

\[
H = \frac{\partial h(Z)}{\partial Z} \bigg|_{Z=\bar{Z}} = C' - B_1^T C B_1 I - 2C B_1 B_1 = C - \lambda_1 I - 2\lambda_1 B_1 B_1.
\]

Similar to the analysis of the SGA algorithm, it can be derived that the learning speed of the linearized SGA algorithm is also \( O(n^{c(\lambda_2 - \lambda_1)}) \), and the robustness and the bias of the linearized SGA are the same as that of the SGA algorithm.

### 3.6.1 Comparison of Neural Network PCA Algorithms

The above analysis for single neuron based learning algorithms can be summarized in the Table 2.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>GUP</th>
<th>NUP</th>
<th>Oja</th>
<th>Widrow-Hoff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Type</td>
<td>Unsupervised</td>
<td>Unsupervised</td>
<td>Unsupervised</td>
<td>Supervised</td>
</tr>
<tr>
<td>Criterion</td>
<td>Quadratic</td>
<td>Absolute</td>
<td>Absolute</td>
<td>Quadratic</td>
</tr>
<tr>
<td>Conv. Speed</td>
<td>( O(n^{c(\lambda_2 - \lambda_1) / \lambda_1}) )</td>
<td>( O(n^{c(\lambda_2 - \lambda_1) / \lambda_1}) )</td>
<td>( O(n^{c(\lambda_2 - \lambda_1)}) )</td>
<td>( O(n^{-c\lambda_{min}}) )</td>
</tr>
<tr>
<td>Robustness</td>
<td>( \frac{K}{c^2 \text{tr}(C)} )</td>
<td>( \frac{K}{c^2 \text{tr}(C)} )</td>
<td>( \frac{K}{c^2 \text{tr}(C)\lambda_1} )</td>
<td>( \frac{K}{c^2 (|B|^2 + 1)|X|^2 \text{tr}(C)\lambda_1} )</td>
</tr>
<tr>
<td>Bias</td>
<td>( \bar{w}_0(\frac{k+K}{K})^{c(\lambda_2 - \lambda_1) / \lambda_1} )</td>
<td>( \bar{w}_0(\frac{k+K}{K})^{c(\lambda_2 - \lambda_1) / \lambda_1} )</td>
<td>( \bar{w}_0(\frac{k+K}{K})^{c(\lambda_2 - \lambda_1)} )</td>
<td>( \bar{w}<em>0(\frac{k+K}{K})^{-c\lambda</em>{min}} )</td>
</tr>
</tbody>
</table>

Table 2: The performance of single neuron based learning algorithms

\( \bar{w}_0 \) in Table 2 is the initial bias of the learning algorithms. According to Table 2, theoretically, the learning speed of a learning algorithm can be designed as fast as possible by choosing large enough learning rate parameters or scaling the training data. However, the robustness of the learning algorithm will decrease with the corresponding rate. Hence, the convergence speed and the robustness must be analyzed together.

Assume that the learning rate for the NUP algorithm is \( \frac{c'}{k+K} \) and let \( c' := c\rho\sqrt{\lambda_1} \). With the learning rate \( \frac{c'}{k+K} \), the convergence speed of the GUP algorithm is

\[
O(n^{c\rho^{\lambda_2 / \lambda_1}}) = O(n^{c\rho^{\lambda_2 / \lambda_1}})
\]
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and the robustness of the GUP algorithm is

$$\frac{\rho^2 \lambda_1 K}{(c^\prime)^2 tr(C)} = \frac{\rho^2 \lambda_1 K}{c^2 \rho^2 \lambda_1 tr(C)} = \frac{K}{c^2 tr(C)}.$$ 

We see that the two learning algorithms have the same learning speeds and robustness with a proper choice of learning rates. Therefore, the NUP and the GUP algorithms are equivalent.

Also, we can compare the unsupervised Perceptron algorithms with the Oja learning algorithms. Let $c^\prime = \frac{\lambda_1}{\lambda_i}$, the learning speed of the Oja learning algorithms is the same as the learning speed of the GUP algorithm, and the robustness of the Oja learning algorithms is

$$\frac{K}{(c^\prime)^2 tr(C) \lambda_1} = \frac{K}{c^2 \lambda_1 tr(C)} = \frac{\lambda_1 K}{c^2 tr(C)}$$

which is slightly larger than the robustness of the GUP algorithm $\frac{\lambda_1}{c tr(C)}$. In other words, if we design the two learning algorithms with the same robustness, the Oja learning algorithms converge slightly faster than the unsupervised Perceptron algorithms. Fig. 13 shows the convergence speed for the DE equations of the Oja algorithm and the GUP algorithm under the same environment. Fig. 14 demonstrates the learning results and the robustness of the two algorithms. We can see that there are no obvious differences between performances of the two algorithms.

In the next section, we will show that the unsupervised Perceptron algorithms are much more robust than the Oja learning algorithms in the presence of outliers.

### 3.7 Outlier Analysis of Linear Learning Algorithms

An outlier is an extreme value of a variable which can be both input and output vectors. Outliers can significantly deteriorate the performances of a learning algorithm.
Figure 13: The learning speed of the GUP and Oja algorithms

In the literature of statistics, a number of techniques have been developed to tackle the problem [13, 14, 33]. Recently, more attention is being paid to the importance of this problem in neural network learning. In [82, 35], the robust PCA learning approaches are discussed.

Based on our definitions and analyses for single neuron based learning algorithms, in this section, we theoretically analyze how outliers deteriorate the performances of a learning algorithm.

3.7.1 Outlier Analysis of Unsupervised Learning Algorithms

For unsupervised learning algorithms, only input vectors contain outliers. Assume that the outliers appear with a frequency $p$ for a learning algorithm. Let $X$, $O$ and $Y$ represent normal input vector, outlier vector, and actual input vector, respectively.
Figure 14: The learning results and the robustness of the GUP and Oja algorithms

Also, $C_x = E(XX^T)$ and $C_o = E(OO^T)$. The correlation matrix of $Y$ is obtained as

$$C_y = E(YY^T) = (1-p)E(XX^T) + pE(OO^T) = (1-p)c_x + pc_o.$$  

Usually, the eigenvectors of $C_x$ are no longer the eigenvectors of $C_y$. However, if $C_o$ has the same eigenvectors as $C_x$, so has $C_y$. The first eigenvector of $C_x$ corresponding to the largest eigenvalue may not be the first eigenvector of $C_y$ corresponding to the largest eigenvalue of $C_y$.

More specifically, if $C_o = \lambda_o I$, the order of the eigenvectors of $C_y$ still remains the same as that of $C_x$.

**Case I: $C_o = \lambda_o I$**

Without loss of generality, let $C_x = diag(\lambda_1, \lambda_2, ..., \lambda_N)$, where $\lambda_1 < \lambda_2 < ... < \lambda_N$. The correlation matrix of $Y$ is
\[ C_q = (1 - p)C_x + p\lambda_o I = diag((1 - p)\lambda_1 + p\lambda_o, (1 - p)\lambda_2 + p\lambda_o, ..., (1 - p)\lambda_N + p\lambda_o). \]

If the Oja learning algorithms are used, the learning algorithm still converges to the first eigenvector of \( C_x \). Since \((1 - p)\lambda_1 + p\lambda_o = (1 - p)(\lambda_1 - \lambda_2)\), the convergence speed of the learning algorithms is \( O(n^{-c(1-p)(\lambda_1 - \lambda_2)}) \). We see that the convergence speed does not change very much when \( p \) is small. On the other hand, let \( D_{k_1}, D_{k_2}, D_{k_o} \) be the actual noise, the sample noise, and the outlier noise respectively for the Oja learning algorithms with outliers. We have

\[ E(||D_{k_1}||^2) = (1 - p)E(||D_{k_2}||^2) + pE(||D_{k_o}||^2) \approx (1 - p)tr(C_x)\lambda_1 + ptr(C_o)\lambda_o \]

\[ = (1 - p)tr(C_x)\lambda_1 + pN\lambda_o^2. \]

The robustness of the Oja learning algorithms under outliers is obtained as

\[ \overline{R}_{Oja} = \frac{K}{c^2((1 - p)tr(C_x)\lambda_1 + pN\lambda_o^2)}. \]

We can see that the robustness is greatly reduced for a large \( p \) or \( \lambda_o \). For example, let \( p = 0.1 \) and \( \lambda_o = 10\lambda_1 \). Then, \( \overline{R}_{Oja} \approx \frac{1}{11} R_{Oja} \), where \( R_{Oja} \) is the robustness of the Oja algorithms for outlier free learning.

For the unsupervised Perceptron algorithms, assume that \( X \) and \( O \) have a normal distribution. \( B_1 \) and \( B_2 \) are the first two eigenvectors of \( C_x \). We have

\[ d_1 = E(||B_1^T Y||) = (1 - p)E(||B_1^T X||) + pE(||B_1^T O||) = (1 - p)p^\lambda_1 + p^\lambda_o, \]

and

\[ d_2 = E(||B_2^T Y||) = (1 - p)p^\lambda_2 + p^\lambda_o. \]

For the GUP algorithm with outliers, the learning speed is approximately
\( \mathcal{O}(\epsilon^{\frac{1}{d_i^2}}) = \mathcal{O}(\epsilon^{\frac{(\sqrt{\lambda_i} + \sqrt{\lambda_o})^2}{(1-p)^2 \sqrt{\lambda_i} + p \sqrt{\lambda_o}}}) \),

which shows that the learning speed of the GUP algorithm decreases mildly. For the GUP algorithm,

\[ E(||D_{ky}||^2) = (1-p)E(||D_{kx}||^2) + pE(||D_{ko}||^2) \]

\[ \approx (1-p)tr(C_x) + p\lambda_C = (1-p)tr(C_x) + pN\lambda_o. \]

The robustness of the GUP algorithm in the presence of outliers is

\[ \overline{R}_{GUP} = \frac{K}{c^2((1-p)tr(C_x) + pN\lambda_o)}. \]

The robustness of the GUP algorithm also decreases, but the decreasing rate is much smaller than that of the Oja learning algorithms.

If we set \( c' = \frac{\lambda_o - \lambda_1}{\lambda_1} \frac{d_i}{d_2 - d_i} \) as the learning rate of the GUP algorithm with outliers, the learning speed is the same as that of the outlier free learning algorithm with a learning rate parameter \( c \). Then, the robustness of the GUP learning algorithm is

\[ R_{GUP} = \frac{K}{(c')^2((1-p)tr(C_x) + pN\lambda_o)}. \]

Using the same example for the Oja learning algorithm (\( p = 0.1 \) and \( \lambda_o = 10\lambda_1 \)), we obtain, \( \overline{R}_{GUP} \approx \frac{1}{3} R_{GUP} \), where \( R_{GUP} \) is the robustness for the outlier free algorithm. Similar results can be derived for the NUP algorithm. Therefore, in the presence of outliers with correlation matrix \( C_o = \lambda_o I \), the unsupervised Perceptrons are much more robust than the Oja learning algorithms. This is also demonstrated by the simulation results. Fig. 15 shows the distribution of the training data with outliers. Fig. 16 shows the learning results using the Oja and the GUP algorithms.
Figure 15: The distribution of the training data in the presence of outliers

Case II: $B^T C_o B = \text{diag}(\lambda_{o1}, \lambda_{o2}, ..., \lambda_{oN})$

For the Oja learning algorithms, the correlation matrix of $Y$ is

$C'_y = (1 - p)C_x + pC_o = \text{diag}((1 - p)\lambda_1 + p\lambda_{o1}, (1 - p)\lambda_2 + p\lambda_{o2}, ..., (1 - p)\lambda_N + p\lambda_{oN})$.

Let $i$ be the index that maximizes $(1 - p)\lambda_i + p\lambda_{oi}$. For $i > 1$, if

$(1 - p)\lambda_1 + p\lambda_{o1} < (1 - p)\lambda_i + p\lambda_{oi}$,

which can be rewritten as

$\lambda_{oi} - \lambda_{o1} > \frac{1 - p}{p}(\lambda_1 - \lambda_i)$.  \hspace{1cm} (118)

$B_1$ is no longer the first eigenvector of $C'_y$ corresponding to the largest eigenvalue. Hence, the learning algorithm with outliers no longer converges to the first principal component for the outlier free data.
Figure 16: The learning results of the Oja and the GUP algorithms under the presence of outliers
For the unsupervised Perceptron algorithms, we have

\[ d_1 = E(|B_1^T Y|) = (1 - p) E(|B_1^T X|) + p E(|B_1^T O|) = (1 - p) \rho \sqrt{\lambda_1} + pp \sqrt{\lambda_{o1}} \]

and

\[ d_1 = E(|B, Y|) = (1 - p) \rho \sqrt{\lambda_i} + pp \sqrt{\lambda_{o1}}. \]

The criterion \( E(|W^T X|) \) with constraint \( ||W|| = 1 \) has global optima at \( B_i \), if and only if \( d_1 > d_1 \). That is

\[ (1 - p) \rho \sqrt{\lambda_i} + pp \sqrt{\lambda_{o1}} > (1 - p) \rho \sqrt{\lambda_1} + pp \sqrt{\lambda_{o1}}, \]

or rewritten as

\[ \lambda_{o1} - \lambda_{o1} > \frac{1 - p (\lambda_1 - \lambda_i)}{p} \frac{\sqrt{\lambda_{o1}} + \sqrt{\lambda_{o1}}}{\sqrt{\lambda_1} + \sqrt{\lambda_1}}. \]  
(119)

Usually, \( \frac{\sqrt{\lambda_{o1}} + \sqrt{\lambda_{o1}}}{\sqrt{\lambda_1} + \sqrt{\lambda_1}} > 1 \). Thus, the condition (118) is much easier to be satisfied than the condition (119). In this sense, the unsupervised Perceptron algorithms are also more robust than the Oja learning algorithms.

If the condition (118) for the Oja learning algorithm and the condition (119) for the unsupervised Perceptron algorithm are not satisfied, the learning algorithms still converge to the first principal component. Similar to the Case I, it is easy to give the learning speeds and the robustness of the learning algorithms. Also, the unsupervised Perceptron algorithms are more robust than the Oja learning algorithms.

### 3.8 Outlier Analysis of supervised Learning Algorithms

For the supervised learning algorithms, both input data and outputs may contain outliers.
For an outlier input vector $O$ and response $y_o$, let $C_o = F(0O^T)$ and $R_o = F(y_oO)$.

If $R_o = C_oZ$, the LMS learning algorithm still converges to the optimal solution $\bar{Z}$. When the training data contain outliers, the convergence speed will increase and the robustness of the LMS algorithm is reduced. However, the overall performance of the learning algorithm does not change very much.

If $R_o \neq C_oZ$, the LMS learning algorithm cannot converge to $\bar{Z}$. It converges to $(pC_x + (1 - p)C_o)^{-1}(pR_x + (1 - p)R_o)$, which can be quite different from $\bar{Z}$.

For example, for the two-class classification problem, the output value can be set as $-1$ or $+1$. Fig. 17 shows the optimal solution for the outlier free data. Under the presence of outliers, the performance of the LMS algorithm may be very poor.

If the following absolute criterion based increment correction algorithm (ICA),

$$
W_{k+1} = \begin{cases} 
W_k + \gamma_k X_k & \text{if } W_k^T X_k - y_k < 0, \\
W_k - \gamma_k X_k & \text{otherwise}
\end{cases}
$$

(120)

is used, the performance of the classifier is still acceptable.

Fig. 18 shows the classifiers based on the LMS and increment correction algorithms. The increment correction algorithm is less sensitive to the outliers than the LMS algorithm.

3.9 Summary

Based on the analyses and the definitions given in Chapter 2, the convergence, convergence speeds, robustness, bias and variance of several single neuron based learning algorithms have been analyzed in this chapter.

Theoretically, the learning speed of a learning algorithm can be designed as fast as possible by choosing large enough learning rate parameters or scaling the training
Figure 17: The LMS classifier for normal training data

data. However, the robustness of the learning algorithm will decrease with the corresponding rate. Hence, the convergence speed analysis and the robustness analysis must be used together.

A single neuron based learning algorithms can be derived or associated with a quadratic criterion or an absolute criterion. With the same input data, it is shown that the performances of the two classes of algorithms have no obvious differences in the outlier free environment. However, when the training samples contain outliers, the absolute criterion based learning algorithms are much more robust than the quadratic criterion based learning algorithm.

Based on the theoretical analysis of the bias and the variance of single neuron based learning algorithms, the optimal learning rate parameters can be found. However, since the eigenvalues of input data are usually unknown before learning, the
Figure 18: The LMS classifier and absolute criterion based classifier in the presence of outliers
optimal learning rate parameters are difficult to obtain for a new set of training samples. Using the GUP algorithm as an example, we show that there is a good agreement between the theoretical results and the simulation results for choosing an optimal learning rate.
Chapter 4

Optimal Binary Tree Classifiers

4.1 Introduction

Tree classifiers are widely used in pattern recognition and machine learning. Such classifiers have the advantage of fast pattern recognition speed while preserving the same representative capability as the multi-layer Perceptrons. The tree classifier may also provide insight into the structure of data. Because of these advantages, tree classifiers have received a lot of attention in the literature [1, 9, 10, 11, 38, 15, 60]. A recent survey is found in [68].

Tree classifiers can be generated through either supervised or unsupervised learning. Most tree classifiers are generated using supervised learning techniques. In this chapter, we consider both approaches. In particular, we are concerned with binary classification trees only.

Unlike CART and traditional decision trees [7, 10, 22], our tree classifier uses the entire set of attributes in sample patterns. We adopt the unsupervised Perceptron to train an unsupervised tree classifier and the Fisher's linear discriminant to train a supervised tree classifier. Each node of the tree is divided by a hyperplane and overlapping of patterns is allowed to within a fixed error measure so as to improve classification accuracy.
4.2 The Construction of the Binary Tree Classifier

A tree classifier attempts to match a given input pattern against a set of model patterns in order to find the model pattern which is most similar to the input pattern. Some similarity measure is used in pattern matching. Given an input pattern $X$ and a tree classifier with a set of leaf nodes $\{L_1, L_2, \ldots, L_n\}$, one desires to find the leaf node $L_i$ such that the error $\|X - L_i\|$ is the minimum for $1 \leq i \leq n$. Since a path to any leaf node in the tree may contain intermediate nodes, classification errors may occur during the search of the leaf nodes if only limited backtracking is allowed. We aim at minimizing such classification errors.

There are two basic approaches to constructing tree classifiers, namely, the agglomerative and the divisive approaches [71]. We employ the divisive approach in our algorithm. Specifically, our method works in the following manner: for the set of all sample patterns which are selected from a given distribution, a root node is constructed to cover all sample patterns. The root node is then divided into two subnodes, each of which represents a subset of samples. This process continues by further dividing the leaf nodes until certain criteria are met. To partition a set of sample patterns, we use a hyperplane to cut the sample space into two parts with overlap as shown in Fig.19.

4.2.1 The Tree Construction Algorithm

Let $Q$ be a FIFO (first in first out) queue, the divisive algorithm for constructing a binary tree classifier is formally described below.
Figure 19: The partitioning hyperplane at a node of tree classifier

Binary Tree Classifier Algorithm

**Step 1**: Create a root node and assign all the sample patterns to the root node.
Place the root node on Q.

**Step 2**: If Q is empty, go to Step 8. Otherwise, dequeue a node from Q.

**Step 3**: If the number of the sample patterns covered by the node is less than $M$, go to Step 2.

**Step 4**: Find the maximum eigenvector of the covariance matrix of the sample patterns covered by the current node and find the mean vector of the sample patterns.

**Step 5**: Construct a hyperplane whose norm is the eigenvector and goes through the mean point of the sample patterns.

**Step 6**: Using the hyperplane constructed in Step 4, separate the sample patterns
into two subsets and create two nodes for each subset with overlap.

**Step 7** : Place both new nodes on Q and go to Step 2.

**Step 8** : End.

In step 4 above, the eigenvector of the maximum eigenvalue corresponds to one principal axis which has the largest variation. This is similar to the principal component analysis in numerical taxonomy [71].

### 4.2.2 Learning the Principal Component and the Mean

Our unsupervised learning algorithm needs the principal eigenvector for a set of sample patterns. We employ the unsupervised Perceptron algorithm for learning the principal eigenvector and the mean. If $W$ is a vector that is perpendicular to the partition hyperplane $H$, $W$ is chosen as the eigenvector of the maximum eigenvalue for the covariance matrix of samples. The eigenvector can be computed from the covariance matrix of samples. On the other hand, the eigenvector can be learned from samples using neural network methods. Several methods have been proposed for learning the eigenvector from sample patterns [56, 69]. We present here a slight modification of the unsupervised Perceptron algorithm.

Assume that $M$ is the center of the samples. $M$ can be trained using the incremental rule given below. Let $M_i$ be an initial guess of the mean value and $M_i$ be the approximation at step $i$. Given a new sample pattern $X_i$, the next approximation $M_{i+1}$ is given by

$$M_{i+1} = \frac{i M_i}{i + 1} + \frac{X_i}{i + 1}.$$

This can be shown to converge to the mean value [78]. The eigenvector can be trained by the following unsupervised Perceptron algorithm:
\[ W_{i+1} = \begin{cases} 
W_i + (X_i - M_i) & \text{if } W_i^T (X_i - M_i) > 0, \\
W_i - (X_i - M_i) & \text{otherwise.} 
\end{cases} \] (121)

It is also known that the principal component is the first coordinate of the Karhunen-Loève (K-L) expansion. In the past, FFT, Harr and Walsh transforms were often used as the feature selection and extraction for constructing decision trees. The K-L transform was not widely used in the recognition of large character sets. The main reasons against the use of K-L transform are given below.

1. It would have to be computed at each internal node of the tree in the design phase. Furthermore, much computation would be necessary for unknown pattern to pass through each level of the tree in the recognition phase.

2. The information about each concrete K-L transform must be stored in the internal node, which would take up much more memory than other structures built with other transforms.

In our approach, only the principal eigenvector is computed and we have an efficient learning algorithm for the principal eigenvector. Therefore the computational inefficiency of the K-L transform is overcome in our approach. Furthermore, our approach requires only a vector inner product which can be done quickly and efficiently. If limited backtracking is used in the search of matching patterns, there is no need to store the transformed patterns. Hence the storage inefficiency problem is also absent in our approach.

### 4.3 Analysis of the Classifier

In this section, we first analyze the classification error of our tree classifier. Then we will study the relationship between the tree structure and various parameters.
4.3.1 Classification Error Analysis

Let $M$ and $C$ be the mean vector and the covariance matrix of samples respectively. Let $P(X, W)$ represent the projection of $X$ along the direction $W$. $P(X, W)$ is also a random variable. If $X$ has a multi-variate normal distribution, $P(X, W)$ is a normal variable. Furthermore, $P(X, W)$ has a symmetric distribution with respect to its mean $E[P(X, W)]$ if $X$ has a symmetric distribution with respect to $M$. Its variance is given by

$$
\sigma_w^2 = \frac{W^T C W}{||W||^2}.
$$

(122)

With $W$ as the norm, we can construct a hyperplane $H$ such that $H$ passes through the mean point $M$. We use this hyperplane to divide the sample set into two subsets $C_1$ and $C_2$, possibly with an overlap. So $W$ is the norm of the hyperplane and $M$ is the mean point of the sample patterns. Hence we have the hyperplane

$$
W^T (X - M) = 0.
$$

(123)

Since $P(X, W)$ is the projection of $X - M$ along direction $W$, we arrive at

$$
P(X, W) = \frac{W^T (X - M)}{||W||}.
$$

(124)

If we allow the two subsets to have some degree of overlap, we have, for a given overlap length $\alpha > 0$, the partition rules

If $P(X, W) \geq \alpha$, $X \in C_1$

If $P(X, W) \leq -\alpha$, $X \in C_2$

If $-\alpha < P(X, W) < \alpha$, $X \in C_1 \cap C_2$. 
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The set \( C_1 \cap C_2 \) is the overlap of the two subsets. For normally distributed \( X \), the probability of the overlap is

\[
P_o(\alpha) = \frac{1}{\sqrt{2\pi} \sigma_w} \int_{-\alpha}^{\alpha} e^{-\frac{x^2}{2\sigma_w^2}} dx = 2[1 - \Phi\left(\frac{\alpha}{\sigma_w}\right)], \tag{125}
\]

where \( \Phi(x) \), the probability that \( y \) is less than \( x \) is given by

\[
\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-y^2/2} dy.
\]

Therefore, if \( \alpha \) is a constant, \( P_o(\alpha) \) is a monotonic increasing function of \( \sigma_w \). When \( \sigma_w \) is maximum, \( P_o(\alpha) \) is minimum.

According to (122), when \( W = B_1 \), \( \max(\sigma_w) = \lambda_1 \), where \( \lambda_1 \) is the largest eigenvalue of covariance matrix \( \Sigma \) and \( B_1 \) is the eigenvector corresponding to eigenvalue \( \lambda_{max} \). We assume that \( X \) is a normally distributed multivariate random vector with expectation \( M \) and covariance \( \Sigma \). \( W \) is the normalized eigenvector. The hyperplane \( W^T(X - M) = 0 \) splits the space into two parts with an overlap \( \alpha \). For any constant \( \alpha \), when \( W \) is the eigenvector corresponding to the maximum eigenvalue \( \lambda_1 \). The probability of overlap is minimum, \( P_{min} \).

\[
P_{min} = 2[1 - \Phi\left(\frac{\alpha}{\lambda_{max}}\right)]. \tag{126}
\]

When a noise signal is added to an input pattern, a node may misclassify the pattern. Assume that the query pattern \( X \) is produced by adding noise to one of the model patterns \( Y \) and that \( X \) is a random multivariate distributed normally with mean vector \( Y \) and covariance \( \sigma_n I \), where \( I \) is the identity matrix. The probability that \( X \) and \( Y \) are divided into different sides of the hyperplane is

\[
P(y) = \frac{1}{\sqrt{2\pi} \sigma_n} \int_{\alpha+y}^{\infty} e^{-\frac{x^2}{2\sigma_n^2}} dx. \tag{127}
\]
Because $y = P(Y,W)$ is a normally distributed variate, the partition error for all sample patterns is

$$P_e = 2 \frac{1}{\sqrt{2\pi\sigma_w}} \int_0^\infty P(y)e^{-\frac{y^2}{2\sigma_w^2}} dy = 2 \frac{1}{\pi\sigma_u\sigma_W} \int_0^\infty \int_{\alpha \mu}^\infty \int_{-\infty}^{\infty} e^{-\frac{x^2}{2\sigma_u^2} - \frac{x^2}{2\sigma_W^2}} dx dy. \quad (128)$$

Therefore, the partition error is a function of $\sigma_W, \sigma_u$ and $\alpha$. If $\alpha$ is a constant, in the direction that makes $\sigma_W$ maximum, the probability of partition error is minimum. That is, when the largest eigenvector is selected as partition direction, the partition error is minimized.

### 4.3.2 Tree Structure Analysis

Because the classification error accumulates level by level in the decision tree, it is important to employ backtracking in the search of matching patterns. However, backtracking implies increased computational complexity. It is thus desirable to minimize the backtracking effort. By allowing limited overlapping of patterns, backtracking can be efficiently managed. In the analysis below, we assume limited overlapping is employed.

Let the total number of the samples be $M$ and assume that the number of patterns in each terminal node is equal to or less than $T$. $L_e$ represents the expected number of layers of the tree and $p_o$ is the frequency of overlapping. We have the following relationship:

$$M \left( \frac{1+p_o}{2} \right)^{L_e} \approx T.$$  

The expected number of layers is thus

$$L_e \approx \frac{\log(T/M)}{\log(1+p_o/2)} = \frac{\log M - \log T}{\log 2 - \log(1 + p_o)}. \quad (129)$$

The expected number of nodes in the tree is approximately
\[ N_c \approx 2^2 - 1 \approx 2^2 \cdot \frac{\log M - \log I}{\log(1 + p_0)} - 1. \] (130)

The expectation of the number of the nodes is a function of the number of terminal nodes, the length of overlap, and the number of model patterns. For each node, the probability of overlap is minimum for a constant overlap length using the above split rule. Therefore, the nodes of the tree are expected to be minima. Increasing the overlap length can quickly increase the number of nodes in the tree and largely improve match accuracy. However, a penalty is paid for having to search more nodes and slowing down the computation.

4.4 Supervised Tree Classifier

The tree classifier given above can also be extended to the supervised case. If there are only two classes, the partition hyperplane at each node is easily obtained by traditional statistic classification algorithms, the Perceptron, or the Windrow-Hoff learning algorithm. For patterns of multiple classes, these algorithms cannot be directly applied to find the optimal hyperplane. A hyperplane is perpendicular to a one-dimensional line. From the feature selection point of view, to find a hyperplane is to reduce the dimension of sample vectors to one or select the best feature for samples. Then, we split the samples based on the selected line or feature. Fisher's multiple linear discriminant can be applied to construct a binary tree classifier for multiple class samples.
4.4.1 Tree Classifier Based on Fisher's Multiple Linear Discriminant

Fisher's linear discriminant can reduce the dimension $n$ to $m$ ($m < n$)\cite{17} for multiple class training samples. In order to construct a tree classifier, we merely project the $n$-dimensional data onto a line. Thus, we choose $m$ to be 1.

Assume that there are $N$ training samples, $X_1, X_2, \ldots, X_N$. The samples belong to $c$ classes, $\omega_1, \omega_2, \ldots, \omega_c$, $n_i$ is the number of samples in class $\omega_i$.

The within-class scatter matrix is given by

$$S_W = \sum_{i=1}^{c} S_i,$$

where,

$$S_i = \sum_{X \in \omega_i} (X - m_i)(X - m_i)^T,$$

and

$$m_i = \frac{1}{n_i} \sum_{X \in \omega_i} X.$$

The between-class scatter matrix is defined as

$$S_B = \sum_{i=1}^{c} n_i(m_i - m)(m_i - m)^T,$$

and

$$m = \frac{1}{N} \sum_{i=1}^{c} \sum_{X \in \omega_i} X = \frac{1}{N} \sum_{i=1}^{c} n_i m_i.$$

The projection from an $n$-dimensional space onto a one-dimensional space is accomplished by a discriminant function

$$\hat{X} = W^T X,$$

where $W$ is an $n$-dimensional vector. The samples $X_1, X_2, \ldots, X_N$ project to a corresponding set of samples $\hat{X}_1, \hat{X}_2, \ldots, \hat{X}_N$ which can be described by their own mean vectors and scatter matrices. Thus, if we define
\[ \hat{m}_i = \frac{1}{n_i} \sum_{\bar{X} \in \omega_i} \bar{X}, \]

\[ \hat{m} = \frac{1}{N} \sum_{i=1}^c n_i \hat{m}_i, \]

\[ \hat{S}_W = \sum_{i=1}^c \sum_{\bar{X} \in \omega_i} (\bar{X} - \hat{m}_i)(\bar{X} - \hat{m}_i)^T, \]

and

\[ \hat{S}_B = \sum_{i=1}^c n_i (\hat{m}_i - \hat{m})(\hat{m}_i - \hat{m})^T. \]

It is straightforward to show that

\[ \hat{S}_W = W^T S_W W, \]

and

\[ \hat{S}_B = W^T S_B W. \]

These equations show how the within and between-class scatter matrices are transformed by the projection onto the one-dimensional space. What we seek is a transformation vector \( W \) that in some sense maximizes the ratio of the between-class scatter to within-class scatter. Using this measure, we obtain the criterion function,

\[ J(W) = \frac{\hat{S}_B}{\hat{S}_W} = \frac{W^T S_B W}{W^T S_W W}. \]

If \( |S_W| \neq 0 \), \( W \) is the generalized eigenvector that corresponds to the largest eigenvalue in

\[ S_B W = \lambda S_W W. \]

94
The eigenvalue \( \lambda_1 \) is the largest root of the characteristic polynomial

\[
|S_H - \lambda S_W| = 0.
\]

We can solve

\[(S_H - \lambda_1 S_W)W = 0\]

for the eigenvector of \( W \).

Therefore, the \( n \)-dimensional sample data are projected onto a line. To construct a binary tree classifier, we split the samples at the center of the line as following:

If \( W^T X - \bar{m} > 0 \), \( X \) is assigned to the left node. Otherwise, \( X \) is assigned to the right node.

### 4.5 The Search Algorithm for Classification

The search algorithm is dependent upon the overlapping length. When the overlapping length is 0, the search algorithm explores only a single path to a leaf node, and the search time is the shortest. Otherwise, the search algorithm may have to explore several leaf nodes through a number of search paths. When the overlapping length increases, the search time also increases. On the other hand, the classification error decreases as the overlap increases. Backtracking is used to explore several paths. Let \( \alpha \) be the overlapping length for constructing the tree classifier and let \( \beta \) be the vigilance factor for searching the tree. When the error is less than the vigilance factor, the search can be stopped. In addition, we define a search threshold \( \gamma \). During the search, we accumulate the error on each level. When the accumulative error is less than \( \gamma \), that path must be explored. In the search algorithm, we use a queue \( Q \) to
store nodes. Let \( S_0 = 0 \) be the initial accumulative error and \( S_i \) be the accumulative error of a node on the \( i \)-th level. Given an input pattern \( X \), the generic search algorithm is described below.

**Step 1** \( W \leftarrow \text{root}; \)

\[
c_W \leftarrow +||V^T_W(X - M_W)||
\]

enqueue(\( W, Q \)).

**Step 2** If \( Q \) is empty, exit and no matching pattern is found;

Otherwise, \( W \leftarrow \text{dequeue}(Q) \).

**Step 3** If \( W \) is a leaf node and \( ||X - P_W|| < \beta \), exit and classify \( X \) as in the same class as \( W \).

**Step 4** If \( W \) is not a leaf node,

locate its right child \( R \) and left child \( L \);

\[
c_R \leftarrow c_W + ||V^T_R(X - M_R)||;
\]

\[
c_L \leftarrow c_W + ||V^T_L(X - M_L)||.
\]

**Step 5** If \( V^T_R(X - M_R) > 0 \), then enqueue(\( R, Q \));

If \( c_L < \gamma \), then enqueue(\( L, Q \)).

**Step 6** If \( V^T_R(X - M_R) \leq 0 \), then enqueue(\( L, Q \));

If \( c_R < \gamma \) then enqueue(\( R, Q \)).

**Step 7** Go to Step 2.

In the above search algorithm, \( M_W \) and \( V_W \) are the mean of the patterns in node \( W \) and the principal eigenvector of the covariance matrix of node \( W \), respectively. \( P_W \) is a model pattern stored in a leaf node \( W \).
If $\gamma = 0$, the search algorithm explores a single path to a root node. Let $L_r$ be the expected number of levels of the tree. The expected number of nodes to be explored is simply $L_r$. Hence the search time $C_t$ is proportional to $O((L_r + T)N)$, where $N$ is the dimension of the pattern vector.

$$C_t = O((L_r + T)N) = O(N \frac{\log\left(\frac{L_r}{M}\right)}{\log(1 + \frac{L_r}{2})}) = O(N \frac{\log M - \log L_r}{\log 2 - \log(1 + \mu)} + N F_1). \quad (131)$$

When $T$ decreases, $C_t$ decreases and the nodes of the tree increases. If the overlap length is decreased, the number of nodes of the tree is decreased and the search time is decreased. However, the classification error will increase.

### 4.6 Results of Experimental Study

We present results of experimental study in this section. We have applied our approach to waveform recognition and Chinese character recognition. The results are summarized in the following subsections.

#### 4.6.1 Results for Waveform Recognition

CART (Classification and Regression Trees) has been extensively studied in the literature [7, 68]. The waveform recognition problem was used to compare various optimization schemes for CART. Therefore we also use this problem as a benchmark to compare with other approaches.

The waveform recognition problem is based on three waveform functions $h_1(t)$, $h_2(t)$, $h_3(t)$ as shown in Fig.20. The measurement vectors are 21-dimensional, that is, $X = (x_1, \ldots, x_{21})$. To generate a class 1 vector $X$, we independently generate a uniform random number $\mu$ and 21 other random numbers $e_1, e_2, \ldots, e_{21}$. $e_i$, where $1 < i < 21$, has a normal distribution with zero mean and unit variance. The components of a vector are computed according to
Figure 20: The waveform functions
\[ x_i = \mu h_1(i) + (1 - \mu)h_2(i) + \epsilon_i, i = 1, 2, \ldots, 21. \]

To generate a class 2 vector, repeat the preceding procedure and set

\[ x_i = \mu h_1(i) + (1 - \mu)h_3(i) + \epsilon_i, i = 1, 2, \ldots, 21. \]

A class 3 vector is generated by

\[ x_i = \mu h_2(i) + (1 - \mu)h_3(i) + \epsilon_i, i = 1, 2, \ldots, 21. \]

The CART tree was constructed using the original CART algorithm. The resubstitution estimate of misclassification is 0.14 and the estimate of misclassification by using an independent test set of size 5000 is 0.28. Using the linear variable combination method, a three node tree was constructed using CART. The error rate of the tree is 0.20.

In our experiments, 5000 samples are used to construct the tree classifier. The tree has 9 nodes. The misclassification rate is 0.15 for the samples that are used in constructing the tree. The misclassification rate is 0.16 using an independent test set of size 10000. Our experimental result is much better than that of CART.

### 4.6.2 Results for Chinese Character Recognition

Tree classifiers were constructed for recognizing three thousand printed Chinese characters. Each character is represented by a 50*50 pixel image. If the sum of each 5*10 block of pixels is considered as a feature of the character, a total of 50 features are selected for each character. One model pattern is selected for each character. Fig. 21 shows the projections of the 3000 characters at the first principal component. Fig. 22 illustrates the distribution of the projection.
Figure 21: The projections of 3000 Chinese characters at the first principal component

Figure 22: The distribution of the projections of character samples
If $\alpha$ is 5.0 and each terminal node contains $T < 20$ model patterns, the classification tree has 2173 nodes. Experimental results are summarized in the following tables.

$$\alpha = 4.0, T_c = 20, S_n = 3000$$

<table>
<thead>
<tr>
<th>Noise</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>6.0</th>
<th>7.0</th>
<th>8.0</th>
<th>9.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vig=0</td>
<td>100.0</td>
<td>99.8</td>
<td>98.1</td>
<td>93.3</td>
<td>84.5</td>
<td>77.5</td>
<td>69.0</td>
<td>62.1</td>
<td>55.0</td>
<td>47.9</td>
</tr>
<tr>
<td>Vig=50</td>
<td>100.0</td>
<td>99.8</td>
<td>99.5</td>
<td>98.7</td>
<td>98.9</td>
<td>98.4</td>
<td>95.9</td>
<td>93.0</td>
<td>86.2</td>
<td>79.0</td>
</tr>
</tbody>
</table>

Table 3: Recognition rates for different noise and search vigilance

In these tables, $\alpha$ is the overlapping length, $T_c$ is the maximum number of the samples allowed in a leaf node, and $S_n$ is the total number of the training samples.

$$\sigma_n = 3.3, T_c = 20, S_n = 3000$$

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.0</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>6.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Nodes</td>
<td>447</td>
<td>525</td>
<td>779</td>
<td>1007</td>
<td>1457</td>
<td>2173</td>
<td>3461</td>
</tr>
<tr>
<td>Recognition Rate</td>
<td>72.20</td>
<td>80.70</td>
<td>87.1</td>
<td>93.50</td>
<td>95.54</td>
<td>98.5</td>
<td>99.67</td>
</tr>
</tbody>
</table>

Table 4: The number of nodes in the tree and the recognition rates for the different overlaps

$$\alpha = 4.0, \sigma_n = 3.3, S_n = 3000$$

<table>
<thead>
<tr>
<th>$T$</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_c$</td>
<td>1457</td>
<td>873</td>
<td>567</td>
<td>457</td>
<td>375</td>
<td>273</td>
<td>239</td>
<td>227</td>
<td>199</td>
<td>27</td>
</tr>
<tr>
<td>Reco. Rate</td>
<td>95.5</td>
<td>95.7</td>
<td>96.2</td>
<td>96.2</td>
<td>96.4</td>
<td>96.7</td>
<td>96.9</td>
<td>96.96</td>
<td>97.1</td>
<td>98.6</td>
</tr>
</tbody>
</table>

Table 5: The number of nodes in the tree and the recognition rate for the different numbers of maximum terminal node patterns

### 4.7 Summary

In this chapter, we present a new approach for constructing decision classifiers. Our approach combines the incremental learning of neural networks and the advantages
\( \alpha = 7, \sigma_n = 5, T_e = 30 \)

<table>
<thead>
<tr>
<th>( S_n )</th>
<th>500</th>
<th>1000</th>
<th>1500</th>
<th>2000</th>
<th>2500</th>
<th>3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_n )</td>
<td>147</td>
<td>429</td>
<td>841</td>
<td>1433</td>
<td>2119</td>
<td>2991</td>
</tr>
<tr>
<td>Reco. Rate</td>
<td>96.8</td>
<td>94.4</td>
<td>94.2</td>
<td>92.9</td>
<td>92.88</td>
<td>92.83</td>
</tr>
</tbody>
</table>

Table 6: The number of nodes in the tree and the recognition rate for different numbers of training samples

\( \alpha = 0, \sigma_n = 5, T_e = 3000 \)

<table>
<thead>
<tr>
<th>( \sigma_n )</th>
<th>4.0</th>
<th>5.0</th>
<th>6.0</th>
<th>7.0</th>
<th>8.0</th>
<th>9.0</th>
<th>10.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reco. Rate</td>
<td>100</td>
<td>99.93</td>
<td>99.56</td>
<td>99.03</td>
<td>97.50</td>
<td>94.23</td>
<td>89.27</td>
</tr>
<tr>
<td>( \alpha = 7.0 \text{vig} = 50 )</td>
<td>99.96</td>
<td>99.6</td>
<td>99.30</td>
<td>97.50</td>
<td>94.46</td>
<td>89.30</td>
<td>82.00</td>
</tr>
</tbody>
</table>

Table 7: The recognition rate for searching all samples and the tree classifier

of principal component analysis. The decision trees constructed using our approach show significant performance improvements.

We take advantage of the principal component analysis. However, our approach is different from principal component analysis which simply transforms the data from one space to another orthogonal space. We first find the principal axis and then use it to divide the sample patterns into two groups. This continues until certain termination criteria are satisfied.

On the other hand, each node in our tree classifier corresponds to an artificial neuron. The unsupervised Perceptron algorithms are employed to train the neurons in our trees. This is different from the traditional decision tree construction algorithms.

In addition, using the Fisher’s linear discriminant, our approach is extended to construct a supervised tree classifier for multi-class training samples.

We have conducted many experiments to study the performance of our approach. Simulation experiments demonstrate the superb performance of our classification trees. Our approach presents an alternative technique to tree structured classifiers.
For Chinese character recognition, we mainly focus on the construction of a good classifier and an efficient search algorithm in this thesis. There is also a lot of work to be done to develop a real OCR system in the future.
Chapter 5

Asymmetric Associative Memory Model

5.1 Introduction

In recent years, artificial neural networks have been shown to be a promising model of associative memory. From a distorted image or incomplete image, the network can associate a clear and complete one that has been stored. The Hopfield network has the capability of simulating associative memory [31, 32]. The Hopfield model is a symmetric network. All nodes in the network are connected with each other. The weight from node $i$ to node $j$ is equal to the weight from node $j$ to $i$ in the Hopfield network, that is, $w_{ij} = w_{ji}$. The weights of the network are given by the Hebbian rule which is realized by the output product method. The behavior of the network is described as a high-dimensional nonlinear dynamic system.

From an arbitrary initial state, when the elapsed time is long enough, the state that a system can attain is called an attractor of the dynamic system. If an attractor is a sample, we call it a sample attractor, otherwise, a non-sample attractor. Assume the initial state of a nonlinear dynamic system is set to a pattern $X$. The system finally attains an attractor. If the attractor is one of the samples that has been memorized,
it is considered that the sample is associated by \( X \). The Hopfield network has two major limitations as an associative memory model. First, the samples that can be stored and accurately recalled are very limited. If a large number of samples are stored, many nonsample attractors will be produced, while some samples may not be the attractors of the network. Hopfield showed that the number of samples \( M \) that can be stored in a network is less than 0.15 times the number of nodes \( N \) in the network for randomly generated samples.

Another limitation is that the network cannot distinguish very similar samples. When the initial state of the network is set to a sample, the associated result may not be itself, but another similar sample.

In [59, 34], a nonlocal learning method was given to improve the memory capacity of the Hopfield model. However, the nonlocal learning rule makes the model unattractive from a biological viewpoint.

In this chapter, we propose an asymmetric associative memory neural network which is trained by the Perceptron algorithm. This associative memory network has a larger capacity when compared with the Hopfield network. In addition, a deepening impression method is given to enhance the performance of the associative memory.

### 5.2 Asymmetric Associative Memory Model

Although the Hopfield networks have some similar characteristics when compared with human associative memory, there are also some differences. For example, the Hopfield network learns only once for a sample while a human being often learns many times to memorize a sample. The connections between two nodes are symmetric in the Hopfield network. The symmetric connections cannot represent the internal structure of some information. Most real neural networks in a brain have
asymmetric connections. The relation between two components of a sample is often not symmetric.

In this section, an associative memory model is given whose performance is superior to the Hopfield network. The model is also a network with nodes connected with each other, but the connections are asymmetric. That is, there are two weights between node \( i \) and node \( j \), \( W_{ij} \) is the weight which sends information from \( i \) to \( j \). \( W_{ji} \) is the weight through which node \( i \) receives information from \( j \). The two weights are usually different. The behavior of such a network is described by a nonlinear dynamical system. For a given pattern \( X(0) \), considered as an initial state of the system, after \( k \) steps of operation, let the state of the system be \( X(k) \). The evolution equation is

\[
x_j(k+1) = f_h\left(\sum_{i \neq j} w_{ij} x_i(k)\right),
\]

where \( f_h(x) \) is the hard limiter nonlinearity,

\[
f_h(x) = \begin{cases} 1 & \text{if } x \geq 0, \\ -1 & \text{otherwise.} \end{cases}
\]

Finally, the network moves to an attractor state. If the attractor is a sample attractor, we consider the sample to be associated by the pattern \( X(0) \). We see that the evolution equation of this network is the same as that of the Hopfield network.

Such a network can be trained using the Ho-Kashyap [74] algorithm which is convergent if a solution exists and can yield the least mean square error solution. However, it is required to compute the pseudo-inverse of a matrix before learning. That is a very unnatural procedure when compared with human memory. Here we use the Perceptron learning algorithm to train the network. A component of a sample vector may be either +1 or −1. Assume that there are \( M \) sample vectors arranged as a periodic sequence with a period of \( M \).

\[X(0), X(1), \ldots, X(t), \ldots\]
where vector $X(Mn+k)$ is the same as the $k$th sample vector. For sample $X(t)$, the weights are adapted using the following equation:

$$w_{ij}(t+1) = w_{ij}(t) + \eta[x_j(t) - f_k(\sum_{k \neq j} w_{kj}(t)x_k(t))]x_i(t)$$  \hspace{1cm} (133)

where $\eta$ is a constant. When no weight is changed after presentation of an entire period of $M$ samples, the learning process is considered convergent and the learning ends. The following theorem shows that if a set of samples is well distributed in the pattern space and the number of samples is less than the number of the network nodes, the network can memorize all of them.

**Theorem 5.1** Given $M$ binary samples, each sample is composed of $N$ components. If the vectors composed of any $N-1$ components of the $M$ samples are linearly independent in the corresponding $N-1$ dimensional Euclidean space, and $M < N$, then the above learning process is guaranteed to converge. All samples can be made stable attractors of the network.

**Proof:** Assume the $M$ samples are

$$X_i = (x_{i0}, x_{i1}, ..., x_{i,N-1}) \quad (i = 1, 2, ..., M).$$

For any node of the network, for instance node 0, a group of learning equations are constructed as follows:

$$\begin{align*}
&\begin{cases}
  w_{10}x_{11} + w_{20}x_{12} + ... + w_{N-1,0}x_{1,N-1} = x_{10},
  
  w_{10}x_{21} + w_{20}x_{22} + ... + w_{N-1,0}x_{2,N-1} = x_{20},
  
  \vdots \\
  w_{10}x_{M1} + w_{20}x_{M2} + ... + w_{N-1,0}x_{M,N-1} = x_{M0}
\end{cases}
\end{align*}$$  \hspace{1cm} (134)
where \( w_{j0} \) is the weight from node \( j \) to node 0 which is considered as a variable. The determinant matrix of (134) is

\[
\begin{vmatrix}
  x_{11} & x_{12} & \cdots & x_{1,N-1} \\
  x_{21} & x_{22} & \cdots & x_{2,N-1} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{M1} & x_{M2} & \cdots & x_{M,N-1}
\end{vmatrix}
\]

Because the vectors composed of any of \( N - 1 \) components of the samples are linearly independent, the rank of matrix \( C \) is

\[ r(C) = \min(m, N - 1) = M. \]

That is equation group (134) has solutions. Therefore, the following equation group

\[ f_h \left( \sum_{j \neq 0} w_{j0} x_{ij} \right) = x_{i0} \quad (i = 1, 2, \ldots, M), \tag{135} \]

also has solutions. This is because a component of a sample can only be either +1 or -1, therefore, \( f(x_{j0}) = x_{j0} \). Equation (135) is obtained by applying the function to both sides of (134).

Consider those samples whose 0th component is +1 as one class and all other samples as another class. The above proof indicates that the two classes are linearly separable. According to the Perceptron convergence theorem \([51, 62]\), at node 0, learning all the weights to node 0 using (133) is convergent. The same results can be obtained at other nodes. That is, all learning procedures for the weights of the whole network are convergent. We have

\[ x_{ij} = f_h \left( \sum_{k \neq j} w_{kj} x_{ik} \right) \quad (i = 1, 2, \ldots, M, j = 1, 2, \ldots, N - 1). \tag{136} \]

Equation (136) shows that all samples are stable attractors of the network.

Q. E. D.
If a pattern \( X \) is an attractor of the network, it is obvious that \(-X\) is also an attractor of the network, because

\[
f_h(-W^TX) = -f_h(W^TX) = -X,
\]

where \( W \) is the weight matrix. Pattern \(-X\) is called the complementary pattern of \( X \). Therefore, the complementary of an attractor is also a stable attractor of the network. This can be avoided by adding a threshold for each node of the network.

Theorem 5.1 indicates that the number of the samples that can be stored in a network is almost the same as the number of nodes in the network. If the samples are well distributed in the space, the conditions in Theorem 5.1 can be satisfied easily and samples can be memorized by the network.

Although a Perceptron-based asymmetric network has twice as many independent coefficients as the Hopfield network, the number of the samples that can be stored in such a network with \( N \) nodes is approximately \( N \). This algorithm can also distinguish very similar patterns. Certain problems that exist in the Hopfield model can be overcome in such a network. The learning procedure is very similar to human behavior in the sense that information is memorized through reciting over and over again. Fig. 23 shows ten binary 10 x 10 images to be stored. For the 10 sample images shown in Fig. 23, the learning algorithm converges quickly. All images can be stored by the network. The same network can also store the 36 images shown in Fig. 24.

### 5.3 Learning Pattern Sequence

The dynamic behaviors of a symmetric network are relatively simple: the system relaxes to states which are (local) minima of a global energy function. Once such a local minimum has been reached it remains absolutely stable for sequential evolution, or may move between two states for parallel evolution. Symmetric networks cannot
Figure 23: Ten 10 x 10 binary images to be memorized by an associative memory network
Figure 26: 36 $10 \times 10$ binary images stored in an associative memory network.
provide temporal association. They lack the ability to retrieve a sequence of patterns using a single recalling input. In paper [72], an asymmetric network is given for embedding a sequence of patterns. However, the weight of the network are also decided by the Hebbian rule as in the Hopfield model. Therefore, it has the same learning limitations as the Hopfield network.

The model proposed above is extended to embed one or more sequences of patterns, or cycles of patterns in the network. If the patterns to be learned are arranged as

\[ X(0) \rightarrow X(1), X(1) \rightarrow X(2), ..., X(i) \rightarrow X(i + 1), ..., X(M) \rightarrow X(M + 1). \]

Then, for pattern \( X(t), X(t + 1) \), the learning algorithm (133) is rewritten as

\[ w_{ij}(t + 1) = w_{ij}(t) + \eta[x_j(t + 1) - f_h(\sum_{k \neq j} w_{kj}(t)x_k(t))]x_i(t). \]  \hspace{1cm} (137)

If pattern \( X(M + 1) = X(0) \), a pattern cycle \( X(0) \rightarrow X(1) \rightarrow ... \rightarrow X(M) \rightarrow X(0) \) is formed. Several cycles can be embedded in a network by arranging corresponding learning sequence. The memory capacity for a number of patterns in the pattern sequences is the same as that for stable pattern attractors.

### 5.4 A Method for Enhancement of Associative Memory

Experimental results explicate that although the samples can be made as the stable attractors of the network, when a large number of samples are stored in a network, many non sample attractors are also produced. Because the network is asymmetric, there is not a general energy function. Asymmetric nonlinear dynamic networks produce more complex phenomena than symmetric ones. Some behaviors of a dynamic
system may be useful. The others may be unwanted results. It is important to have some methods to control the dynamics of the system.

When an input pattern is not a sample, the associative result may be a non-sample attractor, which makes the recall fail. We can make the sample attractors somewhat different from non-sample attractors. Here an improved learning algorithm is given to achieve this.

The method is consistent with the psychological phenomenon of impression deepening. After some samples have been remembered, people often repeat them more times so that the impression of the samples is deepened. The impression deepening method enables a network to escape from non-sample attractors and to attain sample attractors. It is achieved by modifying the Perceptron learning algorithm as follows.

Let

$$s_j(t) = \sum_{k \neq j} w_{kj}(t)x_k(t).$$

$$w_{ij}(t + 1) = \begin{cases} w_{ij} & \text{if } x_j = f_h(s_j(t)) \text{ and } |s_j(t)| > T, \\ w_{ij}(t) + \eta x_j(t)x_i(t) & \text{otherwise} \end{cases}$$

where $T > 0$ is called an impression threshold, and $f_h(s_j)$ is the hard limiter non-linearity. The above learning algorithm requires not only that a sample be made an attractor of the network, but also the weighted sum of incoming signals to each node in the network must be larger than a given threshold $T$. However, for a non-sample attractor, such conditions are not guaranteed. According to this, when operating, the system can escape from non-sample attractors to sample attractors. The state evolution equation is given as follows.

Let the initial input pattern be $X(0)$ and the state of the system after $k$ steps of learning be $X(k)$. Let

$$S_j = \sum_{i \neq j} w_{ij}x_i(k),$$
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when $s_j \geq T$

$$x_j(k+1) = 1,$$

when $s_j \leq -T$

$$x_j(k+1) = -1,$$

When $-T < s_j < T$,

$$x_j(k+1) = \begin{cases} 
1 & \text{with probability } (T + s_j)/2T, \\
-1 & \text{with probability } (T - s_j)/2T.
\end{cases}$$

Therefore, when the network attains a sample attractor, its state no longer moves. If a nonsample attractor is reached, its state may continue moving. A nonsample attractor that is a stable state when $T = 0$ now becomes a non-stable state when $T > 0$. The randomness in setting $x_j(k+1)$ when $-T < s_j < T$ forces the network to escape from such a non-sample attractor.

This method is similar to the Simulated Annealing Method (SAM) [37, 30] in that some random disturbance is introduced to enable the network to escape from undesired attractors. The method also differs from the SAM in the following aspects. First, the aimed state for convergence for the SAM is only one, that is, the global minimum of an energy function. There may be many aimed convergence states for the impression deepening method. Furthermore, the impression deepening method does not require a cooling procedure that costs a lot of computation in the SAM. When an aimed state is reached, the state of the network no longer evolves with the impression deepening method, but it continues moving with the SAM. Finally, the SAM cannot decide whether or not a state is the aimed state. Use of other methods is needed to decide whether or not the associative results are the samples in a Hopfield network. For the impression deepening method, a final state of the network can be considered as one of the sample attractors with high confidence.
The samples to be stored are the patterns shown in Fig. 23 for the following experiments. For input samples with 10% noise, Fig. 25 shows the associative results using the the asymmetric network trained by (133). We can see that most of the output patterns are not the sample attractors. Using the network trained by the impression deepening equation (138), Fig. 26 depicts that all outputs of the network are the original samples for the inputs with 20% noise.

5.5 The Analysis of the Impression Threshold

The impression deepening method can improve the capability of an associative memory system. The learning algorithm is based on the Perceptron algorithm with a threshold $T$. A node in such a network can be considered as a sample Perceptron. Here it can be shown that the learning algorithm with a threshold $T$ is a suboptimal linear classification. For a group of samples belonging to two classes A and B, each sample of class B is multiplied by -1. Let $M$ be the maximum norm of the vectors. If the samples are linearly separable, then there is a weight vector $W$ such that

$$W^T X_i > 0 \quad (i = 1, 2, ..., n).$$

The learning algorithm is given as follows. The initial vector $W_0$ is set to a zero vector. After $k$ steps of training, the weight vector is $W_k$. Then if

$$W_k^T X_k > T$$

the weights do not change. Otherwise,

$$W_{k+1} = W_k + X_k.$$

Let

$$\alpha = \max_W \min_{i \in n} \frac{W^T X_i}{||W||}.$$
Figure 25: The associative recall results for inputs with 5% noise. The first and the third column images are input patterns. The second and forth column images are the associated patterns.
Figure 26: The recall results for inputs with 20% noise using the impression deepening method. The first and the third column images are input patterns. The second and forth column images are the associated patterns.
There exists a weight vector \( W \) with norm 1 such that \( W^T X_i \geq \alpha \). The equation \( W^T X = 0 \) represents a hyperplane which is an optimal classification hyperplane in the sense that all samples are at least a distance away from the classification hyperplane \( W^T X = 0 \) in the extended pattern space. We proved the following theorem.

**Theorem 5.2** Assume that a group of samples are linearly separable in the sample space. When an impression threshold \( T \) is given, the learning algorithm is convergent. After convergence, for any sample \( X \), we have

\[
\frac{W^T X}{||W||} \geq \frac{T}{2T + M^\alpha}
\]  

(139)

where \( M = \max_k ||Y_k|| \).

**Proof:**

Let

\[
G = \frac{W^T W_k}{||W_k||}.
\]

(140)

It is obvious that \( G \leq 1 \). Let \( W_k \) be the sum of \( k \) samples. \( W_k = Y_1 + Y_2 + ... + Y_k \), where \( Y_i \) is one of the samples. We have

\[
W^T _* W_k = W^T _*(Y_1 + Y_2 + ... + Y_k) \geq k\alpha,
\]

and

\[
||W_k||^2 = ||W_{k-1} + Y_k||^2 = ||W_{k-1}||^2 + ||Y_k||^2 + 2W^T_{k-1} Y_k
\]

\[
\leq ||W_{k-1}||^2 + M + 2T \leq (M + 2T)k.
\]

(141)

According to (140)
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\[
\frac{k\alpha}{\sqrt{(M + 2T)k}} \leq 1.
\] (14.2)

That is, \( k \leq \frac{M + 2T}{\alpha^2} \). Therefore the learning algorithm is convergent. Substituting \( k \) into (141), we obtain

\[
||W_k||^2 \leq \frac{(M + 2T)^2}{\alpha^2}.
\]

Therefore, for any sample \( X \)

\[
\frac{W^TX}{||W||} \geq \frac{T}{2T + M^\alpha}.
\]

Q. E. D.

Theorem 5.2 shows that each sample point has a distance larger than \( \frac{T}{2T + M^\alpha} \) from the classification hyperplane in the sample space with an impression threshold. The minimum distance is related with the impression threshold \( T \) and \( \alpha \) which is determined by the samples and does not change during learning. Therefore, increasing the threshold is the only way to enlarge the distance between the samples and classification hyperplane. For such a learning algorithm, if \( T \) is as large as the maximum norm of samples, the minimum classification distance is larger than \( \frac{1}{1} \alpha \). The distance will approach \( \frac{1}{2} \alpha \) when \( T \to \infty \). When the algorithm is used for associative memory, the learning algorithm is suboptimal for the connections of each node. Therefore, each sample is constructed as a stable attractor by a group of suboptimal solutions. As a result, the associative capability of the system can be largely improved.

5.6 Learning algorithm for uncertain samples

In many real problems, some components of the samples are not important or unknown for classification. In some cases, a valid classification needs only a part of
the components of the samples. This implies that when only part of the features are present, a correct classification can be given no matter what the values of the other features are. Such a sample should not be represented by a point in space. Instead, it should be represented as a subspace. The features that are not in a sample are called uncertain components of the sample, the others are certain. The certain components of a sample are represented by 1 or -1. The uncertain components of sample can be represented by \( \eta \), which may be either 1 or -1. Therefore, a sample vector component can be 1, -1 or \( \eta \). To learn such samples, one approach is to map each sample to several samples with certain components before applying the Perceptron algorithm. However, the number of samples and learning time will increase quickly. Another method is direct learning for all samples through the following generalized learning algorithm.

For a set of samples, let \( o_k \) be the target output value of the \( k \)th sample that may be 1 or -1. Let \( W_0 \) be an initial weight vector including threshold. \( W_0 \) can be arbitrarily chosen. After \( k \) training steps, assume that the weight vector is \( W_k \). For sample \( X_k \), let \( \Psi_k \) be the index set in which corresponding components of \( X_k \) are certain, and let \( \Phi_k \) be the index set in which components of \( X_k \) are uncertain. Then, if

\[
\left( \sum_{i \in \Psi} w_{ki} x_{ki} - \sum_{i \in \Phi} |w_{ki}| \right) o_k \geq 0, \tag{143}
\]

the weights are not changed and

\[ W_{k+1} = W_k. \]

Otherwise, the weights are corrected as follows:

\[
u_{k+1,i} = \begin{cases} 
  w_{ki} + x_{ki} o_k & i \in \Psi_k, \\
  w_{ki} - f_h(w_{ki}) & i \in \Phi_k.
\end{cases} \tag{144}
\]
When the weights no longer change for all samples, the learning ends. In this learning algorithm, if (143) is satisfied, the target output of \( x_k \) is same as the actual output no matter what values the uncertain components may assume. Note that different samples may have different components that are uncertain, i.e., \( \Phi_k \) and \( \Phi_m \) may be different for \( m \neq k \). The union of uncertain components of all the samples may include every component of the whole sample vector. Therefore, we cannot simply set to zero all the connections to uncertain components.

The above algorithm may be interpreted as generating a training sample from the given sample. The actual training sample used is obtained by setting \( x_{ki} = -f_k(w_{ki}) \) for uncertain components. If (143) holds for this generated sample, the Perceptron will correctly classify the sample vector no matter what values the uncertain components may take.

From (144), it can be seen that the correcting algorithm is the same as the Perceptron algorithm for weights corresponding to certain components. For weights corresponding to the uncertain components, the absolute value of each weight is decreased by 1. It is easy to prove that the algorithm is convergent for linearly separable samples. Therefore, the Perceptron algorithm is easily generalized to include samples with uncertain components.

5.7 Summary

In this chapter a Perceptron-based asymmetric associative memory model has been proposed. The network is shown to have superior performance to the Hopfield symmetric connection model. The network is also able to store sequences and cycles of patterns that can be recalled by an input pattern. Under some conditions, the number of sample patterns that can be stored in the network is approximately the same
as the number of nodes in the network. It is shown that the impression deepening method is successful in enabling the network to escape from non-sample attractors and improve the associative performance greatly.
Chapter 6

Improved Back-Propagation Algorithm

6.1 Introduction

The Back-propagation (B-P) algorithm is the most commonly used neural network model [65, 66]. Back-propagation allows us to train the weights in a feedforward network of an arbitrary structure by following the gradient of steepest decent path in weight space, where the energy surface is usually defined by the mean squared error between desired and actual outputs of the network. There have been many examples of successful use of back-propagation for performing different tasks.

Unfortunately, back-propagation has some problems. First, the energy surface may have many local minima, so the algorithm can not always be guaranteed to converge to the optimal solution. The second problem is that it is difficult to analyze the behavior of hidden units in a multilayered network. Consequently it is not easy to estimate the exact number of the hidden units required for a given problem before the network is trained. The third problem is that the back-propagation algorithm is often slow.

The weights of the network after training depend on several factors. Among them
one may mention the randomly chosen initial weights and the sequence of training
eexamples. The hidden units have approximately equal variance [2, 12]. For some
problems, such as image coding and compression, these factors may reduce the use-
fulness of the B-P. This is due to the fact that the bits must be allocated evenly
among the weights of the network and noise cannot be eliminated by removing the
units with lowest variance. If the network is designed with too many hidden units
then the additional error introduced is spread evenly throughout the units and cannot
be easily detected or removed by looking at the signal to noise ratio of the individual
units. Also, the generalization is usually poor for a network with a lot of redundant
hidden units. On the other hand, if the network does not have enough hidden units,
then the learning procedure may never converge. There are algorithms in the litera-
ture [43, 44] that can add or delete hidden units from the network. However, it is not
easy to decide when and where the structure of the network should be changed. Since
the variance of the hidden units is at the same level, a large error could be introduced
by removing any hidden unit from the network.

In this chapter, we give an improved back-propagation (IB-P) algorithm. For a
three layer network with one hidden layer, the initial variance of the weights and the
learning rates are set differently for different layer units. The algorithm results in the
hidden units having different variances. The learning algorithm can also reduce the
possibility of getting trapped in local minima. In the conventional back-propagation
algorithm all hidden layer units have almost the same degree of importance. The
hidden layer units in the network trained by our method have different degrees of
importance. A procedure for dynamically adjusting the network architecture is also
proposed.
6.2 The Improved B-P algorithm

The back-propagation learning algorithm is summarized by the following equations.

The forward propagation algorithm is defined as

\[ net_{pj} = \sum_i w_{pi}a_p \]

(145)

\[ o_{pj} = f_i(net_{pj}) \]

(146)

The back-propagation algorithm is

\[ \Delta_p w_{ji} = \eta \delta_{pi}a_p, \]

(147)

The error signal is given by

\[ \delta_{pj} = \begin{cases} (t_{pj} - o_{pj})f'_i(net_{pj}) & \text{if the neuron is an output unit,} \\ f'_j(net_{pj}) \sum_k \delta_{pk}w_{kj} & \text{otherwise.} \end{cases} \]

(148)

The B-P algorithm is improved as follows: first, we set the initial weights randomly with different variances. For the weights that connect to the hidden unit \( k \), the variance is set to \( V_k = \sigma^k V_0 \) where \( 0 < \sigma \leq 1 \). The weights can be initialized by any random distribution. In (147), the learning rate \( \eta \) is constant. We also choose the learning rate to be different for different hidden layer units. For a three layer network with one hidden layer, equation (147) for hidden neuron \( k \) is changed to

\[ \Delta_p w_{ji} = \eta_k \delta_{pi}o_p, \]

(149)

The learning rate \( \eta_k \) is now given by

\[ \eta_k = \beta \eta_0. \]
where $\eta_0$ is a positive constant and $0 < \beta \leq 1$.

In this algorithm, the weights that connect to the first hidden units are adjusted most, i.e., the first hidden neuron is the most important one. After the utility of the first hidden neuron is exhausted, the second neuron becomes more significant, etc. If for instance the network needs $m$ hidden units for training, the hidden neurons after the $m$th one are adjusted with a very small variance. Therefore, these hidden neurons can be removed from the network without affecting the performance significantly. The last hidden neuron is the least important one.

Figures 27 and 28 show the change of a network before and after training. The thickness of the lines indicates the strengths of the connections. The hidden nodes with thin lines can be removed from the network in Figure 28 with little effect on the performance of the network.
6.2.1 IB-P algorithm analysis

The activation function for all the neurons is selected as

\[ f(x) = \frac{2}{1 + e^{-x}} - 1. \]

Since \( f'(x) = (1 + f(x))(1 - f(x))/2 \leq 1/2 \), it is easy to prove that

\[ |f(x)| \leq |x/2| \]

and

\[ |f(x + \Delta x) - f(x)| \leq |\Delta x/2|. \]

For the \( i \)th hidden neuron, we have

\[ |o_{pi}| = |f(net_{pi})| \leq |net_{pi}|/2 = \left| \sum_j w_{ji} a_{pj} \right|/2 \leq W_o l/2, \quad (150) \]

where \( W_o = \sum_j |w_{ji}|, l = \max_j a_{pj} \). The input from neuron \( i \) to output neuron \( k \) is \( w_{ik} a_{pi} \). If the hidden neuron \( i \) is removed, the change of the output in neuron \( k \) is
\[ |\Delta o_{ik}| = |f(net_{pk}) - f(net_{pk} - w_{ik}o_{pi})| \leq |w_{ik}o_{pi}|/2 \]

and

\[ |\Delta o_{ik}| \leq |w_{ik}|W_oI/4 \leq (|w_{ik}| + W_o)^2 I/16 = S_{ik}^2 I/16, \tag{151} \]

where \( S_{ik} = (W_o + |w_{ik}|) \) is the sum of the absolute value of the weights from the input neurons to the hidden neurons and from the hidden neurons to the output neurons. If \( I = 1, |\Delta o_{ik}| \leq S_{ik}^2 /16. \) Therefore, if a hidden neuron is deleted from a trained network, the change of the output in neuron \( k \) depends on \( S_{ik}. \) If the network has only one output neuron, \( S_{ik} \) is written as \( S_i. \)

For pattern classification, a training set is correctly classified if the largest output error over the entire set is less than one. Let \( \beta \) designate the maximum error between the output and target output for the trained network over the entire sample space. The hidden neuron \( i \) is deleted from the network if \( S_i < 4\sqrt{1-\beta}. \) If the hidden neuron \( i \) is one of the neurons that can not be removed from the network, regardless of the learning rate and the initial weights, then we have \( S_i \geq 4\sqrt{1-\beta}. \)

### 6.3 An Adaptive Structure Neural Network

An adaptive structure neural network can be achieved through adjusting the number of neurons in the hidden layers dynamically. By using the IB-P learning algorithm, the hidden neurons have different variances. If a hidden neuron has small \( S_{ik} \) relative to the other neurons, it can be removed from the network dynamically. For pattern classification problems, if \( e_m \) defined as the maximum error between the desired output and the output of the network over the entire training set is less than 1, then the result is considered as correct classification. The maximum error introduced by removing neuron \( i \) from the network is
\[ \epsilon_{ri} \leq \frac{S_i^2}{16}. \]

After node \( i \) is removed, \( \epsilon_{Ti} \), the maximum difference between the desired output and network output, becomes

\[ \epsilon_{Ti} \leq \epsilon_m + \epsilon_{ri} \leq \epsilon_m + \frac{S_i^2}{16}. \]

If \( S_i < 4\sqrt{1 - \epsilon_m} \), then \( \epsilon_{ri} < \epsilon_m + (1 - \epsilon_m) = 1. \)

Therefore, if \( S_i < 4\sqrt{1 - \epsilon_m} \), node \( i \) can be removed and the network can still provide a correct classification.

For a function approximation problem, a positive number \( \nu \) which is larger than the expected error is selected. If the actual error \( \epsilon_m \) of the network is less than \( \nu \) and

\[ S_i < 4\sqrt{\nu - \epsilon_m}/\sqrt{1}, \]

we can remove the hidden neuron \( i \) from the network. The maximum error introduced by removing the hidden neuron \( i \) from the network is

\[ \epsilon_{ri} \leq \frac{S_i^2}{16} = \nu - \epsilon_r. \]

After neuron \( i \) is removed, the maximum output error is

\[ \epsilon_{Ti} \leq \epsilon_m + \epsilon_{ri} \leq \epsilon_m + \nu - \epsilon_m = \nu. \]

So even if the hidden neuron \( i \) is removed the actual output error remains less than \( \nu \).

### 6.4 Experimental Results

#### 6.4.1 XOR and the Partition problem

As a benchmark example we solve the XOR problem to test our algorithm. It is well known that a network with two hidden nodes can correctly solve the problem. To
train our network we start with 4 hidden units using the improved B-P algorithm with $\eta = 0.5$ and $\alpha = 5.0$. The following results were obtained and are in Figure 29 which shows the changes of $S_i$. After the network is trained 5200 steps, we have $S_0 = 14.1, S_1 = 13.1, S_2 = 1.47$, and $S_3 = 0.038$. According to (151), if we remove hidden unit 2 we get $|\Delta o_2| < 1.47^2/16 = 0.14$. Similarly if we remove hidden unit 3 we get $|\Delta o_3| < 0.00006$. Therefore, hidden unit 3 contributes very little to the outputs of the network. Consequently the network gives a correct classification with hidden neuron 2 deleted.

The algorithm also reduces the probability of entering local minima. For the XOR problem, the probability of entering local minima is 10% and 3% for $\alpha = 2$ and $\alpha = 5$, respectively, whereas the probability of entering local minima is 33% for the original B-P algorithm.

For the parity problem with 3 inputs, if the network has 3 hidden neurons, we found that 4 out of 300 cases got trapped in local minima by using the original B-P algorithm with random initial weights. All 300 learning cases are convergent using improved B-P learning algorithm with $\alpha = 5$. If the network has 2 hidden neurons, the probability of entering local minima is 0.2 and 0.5 for the IB-P and the B-P methods, respectively. For the parity problem with 4 inputs and 5 hidden units after the network has been trained with $\alpha = 5.0$ and $\eta = 0.5$, the sum of the absolute values of the weights is given in Table 8 for eight learning procedures with different initial random weights. We can see that there is a large difference between the variance of the unremovable hidden units and the variance of the removable hidden units, while there is little difference among the variances of unremovable hidden units.

Fig. 30 shows the sum of absolute weights for a network with four hidden units using the IB-P learning algorithm.

Fig. 30 shows the change of the weights if we train a network with four hidden
Table 8: The training results using the improved back-propagation algorithm for the parity problem

<table>
<thead>
<tr>
<th>case number</th>
<th>$S_0$</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.220725</td>
<td>7.223655</td>
<td>5.098019</td>
<td>0.291625</td>
<td>0.051301</td>
</tr>
<tr>
<td>2</td>
<td>9.609260</td>
<td>8.121382</td>
<td>5.210192</td>
<td>0.011271</td>
<td>0.011109</td>
</tr>
<tr>
<td>3</td>
<td>9.338788</td>
<td>7.360351</td>
<td>4.720688</td>
<td>0.092741</td>
<td>0.032782</td>
</tr>
<tr>
<td>4</td>
<td>9.338788</td>
<td>7.360351</td>
<td>1.720688</td>
<td>0.092741</td>
<td>0.032782</td>
</tr>
<tr>
<td>5</td>
<td>9.819942</td>
<td>8.171868</td>
<td>5.250357</td>
<td>0.132380</td>
<td>0.025526</td>
</tr>
<tr>
<td>6</td>
<td>12.271561</td>
<td>11.087083</td>
<td>7.780679</td>
<td>6.153959</td>
<td>0.140350</td>
</tr>
<tr>
<td>7</td>
<td>8.238710</td>
<td>7.181856</td>
<td>5.073183</td>
<td>0.089974</td>
<td>0.025867</td>
</tr>
<tr>
<td>8</td>
<td>10.716545</td>
<td>8.312218</td>
<td>5.125797</td>
<td>0.178817</td>
<td>0.046587</td>
</tr>
</tbody>
</table>

neurons and $a = 5$ for a four input parity problem using the dynamic structure method. We can see that hidden neurons 3 and 1 are removed automatically within 100 steps.

For an unremovable hidden unit $i$, $S_i$ must satisfy

$$S_i \geq 4\sqrt{1 - \beta},$$

where $\beta$ is the desired error. For example, with $\beta = 0.1$ for the learning results in Table 8, $S_i > 4\sqrt{0.9} = 3.79$ and we see that all the unremovable hidden units satisfy this condition.

Therefore, the sum of the absolute values of the weights of hidden units is in the same level. However, the sum of the absolute value of the weights of removable hidden units is much smaller.

### 6.4.2 Function Approximation

A neural network can also be used to approximate a function. As an example consider the function

$$f(x) = \sin(2\pi x)\cos(6\pi x)/3 + 2\pi x/9.$$
When we use a network with 9 hidden neurons to approximate this function, after 45000 training steps with the B-P algorithm the output function of the network is shown in Figure 31. The sum of the absolute values of weights $S_i$ after the network is trained is given by

$$S_0 = 31.47, S_1 = 3.56, S_2 = 5.15, S_3 = 18.11, S_4 = 4.98,$$

$$S_5 = 5.84, S_6 = 6.00, S_7 = 5.30, S_8 = 5.21$$

Figures 32(a) and (b) show the outputs of network with hidden node 3 and 5 removed, respectively. When the IB-P method is used to train the network with 9 hidden neurons, with $\eta = 0.5$ and $\alpha = 2.0$, the sum of the absolute values of the weights $S_i$ after the network is trained is given by

$$S_0 = 8.11, S_1 = 18.79, S_2 = 27.54, S_3 = 5.79, S_4 = 1.07.$$
Figure 30: The sum of the absolute values of weights using the adaptive structure scheme.
\(S_1 = 0.083, S_5 = 0.093, S_7 = 0.0092, S_8 = 0.0035.\)

We can see that the last 4 hidden units have contribute very little to the output and therefore can be deleted from the network. Figure 33(a) shows the response of the trained network and the desired output. Figure 33(b) shows the output of the network with the last four hidden units removed. If we use the adaptive structure algorithm that removes the hidden units dynamically we get the following results in Figure 34. The network selected has 8 hidden units at the beginning of training with \(\nu\) set to 0.1. Figure 34 shows the change of the sum of absolute values of weights.

Figure 35(a) shows the network output before the structure is changed at about 44000 steps. Figure 35(b) is the result of the final network with 5 hidden neurons at the end of the training cycle.

### 6.5 Summary

The algorithm proposed in this chapter improves some problems of the back-propagation algorithm. After a network is trained, we clearly see which and how many hidden units are needed to solve the given problem. The network can also reduce the possibility of entering local minima. According to the analysis given in this chapter, we can remove the hidden neurons from the network both statically and dynamically. The algorithms proposed in the chapter are applicable to solve problems such as pattern recognition, function approximation, image compression, etc.
Figure 31: The output of the network using the B-P training algorithm
Figure 32: The output of the network using the B-P training algorithm after hidden neurons are removed.
Figure 33: The output of the network using the IB-P training algorithm
Figure 34: The strengths of the connections for the function approximation using the adaptive IB-P
Figure 35: The function approximation using the adaptive structure scheme.
Chapter 7

Conclusion

In this thesis, first, the unsupervised Perceptrons are proposed and the convergence of the algorithms is proven under some conditions. The algorithms have very simple forms and are easy to be implemented. Since the unsupervised Perceptrons correspond to a group of absolute error criteria, it is theoretically and experimentally shown that they are more robust than the Oja learning algorithms for principal component analysis when outliers exist in the learning samples.

The stochastic approximation theory is a very useful tool to analyze the convergence of neural network learning algorithms. The theory is extended to analyze the other important characteristics of learning algorithms in this thesis. The learning speed and robustness are formally defined and analyzed based on the stochastic approximation theory. It is shown that the learning speed and the robustness of a learning algorithm are highly related and mainly depend on the learning rate and the eigenvalues of the training samples. By selecting a large learning rate parameter, we can increase the learning speed of a learning algorithm. However, the robustness of the algorithm will be decreased correspondingly. The learning speed and the robustness provide a sort of global performance measure of a learning algorithm. The explicit learning speed and robustness formulas are derived for the unsupervised Perceptrons,
the Oja learning algorithms and the Widrow-Hoff learning algorithms.

The learning error, as another important measure of the local performance of a learning algorithm, is composed of the bias and the variance. An optimal learning rate is derived by minimizing the learning error. The bias and variance analysis make it possible to compare the estimation error of the traditional statistical algorithms and the learning error of neural network algorithms.

The binary tree classifier proposed in this thesis can be constructed very fast. The tree is also well balanced. At each node, it is shown that the hyperplane can minimize the partition error. When the classifier is used for Chinese character recognition, for 3000 characters, the recognition speed is up to 200 Chinese characters per second. Also, the tree classifier is successfully applied to waveform recognition. If the number of classes is not very large, the tree classifier can be trained by the Fisher’s multiple linear discriminant method.

Another model proposed in the thesis is an asymmetric associative memory network which is trained by the Perceptron learning algorithm. Under some conditions, it is proven that the number of the samples that can be stored in such a network is the same as the number of nodes in the network. The impression deepening method is successful in enabling the network to escape from non-sample attractors and improve the associative performance greatly.

Finally, the B-P algorithm is improved by setting different learning rates and initial weight strengths for a network. After training, it is shown that there is a big gap between the weight values of useful hidden neurons and unimportant hidden neurons. It is proven that only a small error is introduced after pruning the unimportant neurons. Therefore, the algorithm can find the number of useful hidden neurons automatically. Also, the improved B-P algorithms can decrease the probability of the learning entering a local minimum.
7.1 Future work

The work presented in this thesis mainly focus on the theoretical analysis and algorithms. We will continue to give some detailed analysis. More attention will be paid to the applications of these algorithms in the future.

First, we will try to extend the unsupervised Perceptrons to find the first $k$ eigenvectors. Also, the corresponding analysis should be given. The relationship between the unsupervised Perceptrons and other unsupervised algorithms will be explored, so that the theoretical analysis results on the unsupervised Perceptrons can be extended to other related algorithms and provide some guide for learning parameter selection.

Also, it is possible to compare the statistical learning algorithm and the corresponding neural network learning algorithm using the bias and variance analysis. For principal component analysis, some preliminary results suggest that neural network PCA approach requires less computation and less memory in comparison with the statistical PCA approach for high dimensional training data if an optimal learning rate is used. We still need more theoretical analysis and experimental results to compare these two kinds of learning algorithms.

The global analysis of the learning performances of the back-propagation algorithm is very difficult. But, the analysis given in this thesis may be applied to some local behaviors of the B-P algorithm.

For Chinese character recognition, we mainly focus on the construction of a good classifier and an efficient search algorithm in this thesis. There is also a lot of work to be done to develop a real OCR system. First, some efficient preprocessing algorithm should be given, such as document processing, line and character segmentation, etc. Then, different features will be selected and tested. We will pay more attention to the structure features of the characters. Since the training algorithm of the classifier
is very fast, it is possible to construct an adaptive dynamic OCR system which can
be improved according to the recognition environment. Also, we need to treat the
multiple fonts and sizes in the real application. The tree classifier given in this thesis
can also be applied to hand written (both on line and off line) character recognition.

More simulations and analyses for the improved B-P algorithm are required for
large scale problems. We will explore why the improved B-P algorithm does not easily
enter local minima. For training a network with the same inputs and outputs using
the improved B-P algorithm, we need to analyze the relationship between the $k$th
hidden neuron and the $k$th principal component.
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Appendix

Stochastic Approximation Algorithms

The asymptotic behaviors of stochastic differential and difference equations can be analyzed using the theory of stochastic approximation. Kushner and Clark [42] proposed a typical iterative algorithm with the learning difference equation (LDE) in the following form:

\[ W_{k+1} = W_k + \gamma_k (h(W_k) + A_k + D_k), \]  \hspace{1cm} (152)

where \( \{W_k\} \) is a sequence of vectors in \( \mathbb{R}^n \); \( h \) is a continuous vector valued function on \( \mathbb{R}^n \); \( \{A_k\} \) and \( \{D_k\} \) are random vector sequences to be defined presently and \( \gamma_k \) is a scalar parameter. Assume that

i) \( h \) is a continuous \( \mathbb{R}^n \) valued function on \( \mathbb{R}^n \).

ii) \( \{A_k\} \) is a bounded (almost surely) sequence of \( \mathbb{R}^n \) valued random variables such that \( A_k \to 0 \) almost surely.

iii) \( \{\gamma_k\} \) is a sequence of positive real numbers such that \( \gamma_k \to 0, \sum_k \gamma_k = \infty \).

iv) \( \{D_k\} \) is a sequence of \( \mathbb{R}^n \) valued random variables such that for each \( \epsilon > 0 \),
\[
\lim_{k \to \infty} P(\sup_{m \geq k} \left| \sum_{i=k}^{m} \gamma_i D_i \right| \geq c) = 0.
\]

Under these assumptions, Kushner and Clark proved the following theorem for algorithm (152) (Theorem 2.3.1. in [42]):

**Theorem 1** Assume i) to iv) above for algorithm (152). Moreover, assume that \( W_k \) is almost surely bounded for all \( k \). Let \( S \) be a locally asymptotically stable (in the sense of Liapunov) set to the ordinary differential equation (ODE)

\[
\frac{dZ}{dt} = h(Z),
\]

with domain of attraction \( D(S) \). Then the following holds almost surely: if there is a compact subset \( A \subset D(S) \) such that \( W_k \in A \) infinitely often, we have \( W_k \to S \) as \( k \to \infty \) almost surely.

**Remarks:** If the assumptions iii) and iv) in Theorem 1 are modified as

iii) \( \gamma_k > 0, \gamma_k \to 0 \) and

\[
\sum_{k=1}^{\infty} \gamma_k = \infty, \quad \sum_{k=1}^{\infty} \gamma_k^2 < \infty,
\]

iv) \( E(D_k) = 0 \) and \( E(||D_k||^2) \) is bounded.

Then, \( \{\sum_{i=k}^{m} \gamma_i D_i\} \) is a martingale sequence. There is an important martingale inequality of Doob [16] which states that

\[
P(\sup_{m \geq 0} |G_m| \geq c) \leq \lim_{m} E|G_m|^2/c^2.
\]

Applying this to our problem yields

\[
P(\sup_{m \geq k} \left| \sum_{i=k}^{m} \gamma_i D_i \right| \geq c) \leq constant \sum_{i=k}^{\infty} \gamma_i^2/c^2,
\]

whose right side goes to zero as \( k \to \infty \). Therefore, the assumption iv) of Theorem 1 holds. Therefore, we can also use the modified assumptions iii) and iv) in our proofs.