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A New Method of Voltage Sag and Swell Detection
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Abstract—The fundamental voltage, current, and phase angle
are required for a wide variety of power system applications. An al-
gorithm that is capable of calculating or estimating these quantities
in real time, in the presence of distorted waveforms, finds applica-
tion in diverse areas of power systems. Techniques to detect voltage
sag include the root mean square (rms), Fourier transform, and
peak voltage detection methods. The problem with these methods
is that they use a windowing technique and can therefore be too
slow when applied to detect voltage sags for mitigation since they
use historical data. Recent work in the field of signal processing has
led to an algorithm that can extract a single non-stationary sinu-
soidal signal out of a given multi-component input signal. The algo-
rithm is capable of estimating the amplitude, phase and frequency.
In this paper, the algorithm is compared to existing methods of sag
detection.

Index Terms—Mitigation, nonlinear filter, power quality (PQ),
sags.

I. INTRODUCTION

OWER quality has been the focus of considerable research
Pin recent years. Voltage sags, in particular, can cause ex-
pensive downtime. Voltage sags are defined as a decrease in root
mean square (rms) voltage at the power frequency for durations
from 0.5 cycles to 1 min [1]. The duration of a voltage sag is the
time measured from the moment the rms voltage drops below
0.9 pu of nominal voltage to when it rises above 0.9 pu of nom-
inal voltage. It is therefore possible for sags of short duration to
cause problems in some sensitive equipment.

Voltage sag may be caused by switching operations associ-
ated with a temporary disconnection of supply, the flow of in-
rush currents associated with the starting of motor loads or the
flow of fault currents. These events may emanate from the cus-
tomers system or from the public supply network. Lightning
strikes can cause momentary sags. Voltage swells are brief in-
creases in rms voltage that sometimes accompany voltage sags.
They appear on the unfaulted phase of a three-phase circuit that
has developed a single-phase short circuit.

Various solutions have been proposed to mitigate sags. An
example is a dynamic voltage restorer (DVR) where the basic
principle is to inject a voltage in series with the supply when a
fault is detected. Fig. 1 shows a broad overview of the mitigating
process.
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Fig. 1. Broad overview of sag mitigation.

Two approaches to improve ride-through capability include:

* improving hardware performance;

* improving sag detection time.

Much of the research in recent years has focused on the hard-
ware performance of mitigation devices [2]-[4]. Generally, the
rms method is used to detect the sag before mitigation is initi-
ated. The disadvantage of this method is that a window of his-
torical data has to be obtained, processed and then only can a
mitigation signal be sent to the hardware. Limitations associ-
ated with the rms method are discussed in [5], [6]. The authors
use a low pass filter and instantaneous reactive power theory to
extract the sag. This is complex for implementation in a digital
signal processor or micro-controller. A method for determining
the start and end time of a sag using wavelets is presented in [7].
This is done to verify proper breaker operation after the sag has
occurred.

The aim of this paper is to present a technique for rapid sag
detection through the use of a nonlinear adaptive filter. The filter
has the ability to track the amplitude of the sag in real time.
This would have applications in mitigation. The paper is orga-
nized as follows: Section II presents existing methods of sag
detection. In Section III, a description of a new algorithm is
presented. The experimental setup for laboratory simulation is
shown in Section IV. The algorithm is compared to existing
methods in Section V. The influence of point on wave, rate
of change, frequency and magnitude deviations is discussed in
Sections VI-IX. Case studies in Section X confirm the advan-
tages of the new algorithm.

II. METHODS OF SAG DETECTION

There are many methods used to measure and detect sags.
Among these are:
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A. RMS

Voltage and current measurements are often expressed in rms
values [6]. The sag is detected after data for a window period
has been processed. The rms voltage is expressed as

V'irms — (2 1)

where N is the samples per cycle of the fundamental, V; is the
jth sample of the recorded voltage waveform and V™ is the ith
sample of the calculated rms voltage. Vs is delayed relative
to the phase voltage by N-1 sample points due to the N-sample
window used in (2.1). If the sample rate is such that N is not
an integer, rounding it off will produce some error, but is still
acceptable. The start and drop time of the sag can be defined in
a number of ways depending on the chosen rms voltage thresh-
olds. The start time is taken as the first point of when V ;,,s drops
below 0.9 pu. To find the end time, search for an interval where
Vms drops below 0.9 pu for at least half a cycle. The recovery
time is then chosen as the first point in this interval. Since the
rms voltage is in effect a moving average calculated using a
one-cycle window, there can be a lag of up to one cycle from
the time the voltage actually starts or clears and the time that
the rms value falls below the given threshold [6].

B. Peak Voltage

The peak voltage (PV) can also be used to record voltage sags.
The following equation can be used to calculate voltage sags:
Vpeax = max |V (t — 7)]

0<r<t 2.2)

where V(t) is the sampled waveform and t is an integer of one
half cycle. For each sample, the maximum of the absolute value
of the voltage over the preceding half cycle is calculated.

C. Fourier

When harmonics are to be calculated, it is preferable to use
one method for sag and harmonic calculation. In rectangular
form, the discrete Fourier transform (DFT) is [8]

f(t) = Co+ i(bn + ja,) sin(nwt + ¢,,) (2.3)
n=1
where J=NK ‘ L

anp = —— K Z f(T) xcos(wx‘js ><n>

2.4)
j=NK : .

bn:NK Z f(T) ><Sin<o.1><J;1 Xn)

(2.5)

J=NK .
Co = NKZf(

an
@, = arctan (—) .
bn

) 2.6)

2.7)
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D. Missing Voltage Technique
The missing voltage is defined as the difference between the
desired instantaneous voltage and the actual instantaneous one
[6].
Von(t) =
Viag(t) =

A phase-locked loop (PLL) is required that locks onto the presag
voltage magnitude, phase and frequency. The disturbed wave-
form is called vsag (%)

Asin(wt — ¢,)
= Bsin(wt — ¢p).

(2.8)
(2.9)

m(t) = Rsin(wt — 1) (2.10)

m(t) gives the instantaneous deviation from the known wave-
form, where

R =\/A? + B2 —2ABcos(¢p — pa) (2.11)

and
— Bsin ¢y
Acosp, — Bsingy

In [6], this method has been shown to be superior to the rms
method for sag analysis where phase angle jumps occur. It relies
on the assumption that the system frequency is constant during
the sag. The technique requires the rms method to determine the
amplitude of the presag and sag voltages A and B, respectively.
This method is suitable for sag analysis rather than detection.
The reason for this is that the sag amplitude B is not known
until after the event.

tany =

(2.12)

III. DESCRIPTION OF THE DETECTION ALGORITHM

Let v(t) represent a voltage signal in which n(t) denotes the
superimposed disturbance or noise. For power system operation,
parameters V, w, and 6 are functions of time

v(t) = i%sin(wt—l—qﬁ) + n(t). (3.1

=0

In the case of power systems, this function is usually continuous
and almost periodic. A sinusoidal component of this function is
s(t) = Vgsin(wt + 65) (3.2)

in which V5 is the amplitude, w the frequency (in rad/s), and 6,
is the phase angle. During power system operation, parameters
Vs,w, and 65 vary with time depending on load changes and
faults. For sag analysis and detection, the important parameters
of concern include:

* sag magnitude;

e duration;

* phase angle jump.
A sag is detected when V; goes below 0.9 p.u of the declared
voltage. Let M be the manifold containing all sinusoidal signals

M = {V(t)sin(w(t)t + 6(t))} (3.3)
where
V(t> S [Vmin7 Vmax]*,w(t) € [wmin7wmax]7

5(t) S [5min7 5max]~ (34)
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Therefore
(3.5)
is the vector of parameters that belong to the parameter space

9= [V,w,8]" (3.6)
and T denotes the transposition matrix. The output is defined as
the desired sinusoidal component, namely

s(t, (1)) = V(t) sin(w(t)t + d(t)). 3.7
To extract a certain sinusoidal component of v(t), the solution

has to be an optimum ¢ that minimizes the distance function
between s(¢, ®(¢)) and v(t)

Sopt = arg min d[s(t, (1)), v(t)].

3.8
S(t)e (3.8)

Without being concerned about the mathematical correctness of
the definition of the least squares error which, strictly speaking,
has to map onto the set of real numbers, the instantaneous dis-
tance function d is used

(4, 3(0) = [o(t) — st SO (3.9)
The cost function is defined as
J(S(t), t) Ad® (¢, 3(1)). (3.10)

Although the cost function is not quadratic, the parameter vector
S is estimated using the gradient decent method
d3(t) oI (t,3(1))]

a M asw) G-11)

The estimated parameter vector is denoted by

A

S(t) = V1), @(1), 6()]". (3.12)

A complete mathematical proof is presented in [11]. The gov-
erning set of equations for the algorithm is

V = kiesin ¢ (3.13)
w = koeV cos ¢ (3.14)
¢ = kseAcosd+ w (3.15)
s(t) = Vsing (3.16)
e(t) = v(t) — s(t) (3.17)

where v(t) and s(t) are the input and output signals to the core
algorithm, respectively. The dot represents the differentiation
with respect to time and the error signal e(t) is v(¢) — s(t).
State variables V, f, and w directly provide estimates of ampli-
tude, phase, and frequency of v(t). Parameters k1, k2, and k3
are positive numbers that determine the behavior of the algo-
rithm in terms of convergence speed and accuracy. Specifically,
parameter k; controls the speed of the transient response of the
algorithm with respect to variations in the amplitude of the inter-
fering signal. Parameters k2 and k3 mutually control the speed
of the transient response of the algorithm with respect to varia-
tions in the frequency of the interfering signal [9].

IEEE TRANSACTIONS ON POWER DELIVERY, VOL. 22, NO. 2, APRIL 2007

vin]), e[n]-). < II% I Vin])
T s[n]
4 X
N ) |
—| X > | e
]
\V4

Fig. 2. Block diagram representation of the algorithm [9].

The dynamics of the algorithm presents a notch filter in the
sense that it extracts (i.e., lets pass) one specific sinusoidal com-
ponent and rejects all other components including noise. It is
adaptive in the sense that the notch filter accommodates varia-
tions of the characteristics of the desired output over time. The
center frequency of such an adaptive notch filter is specified by
the initial condition of frequency w. It is in the form of the com-
position of simple blocks suitable for schematic software de-
velopment tools. Numerically, a possible way of writing the set
of equations governing the present algorithm in discrete form,
which can be readily used in any programming language, is

V(n+1) = Vn] + 2Tskie[n] sin(f[n]) (3.18)

w(n+1) =w(n) + 2Tskee[n]Vn] cos(f[n])  (3.19)
f(n+1) = fln] + 2Tyn]

+ 2T%kykse[n]V [n] cos(f[n]) (3.20)

s(n) = Vn]sin(f[n]) (3.21)

e(n) = v[n] — s[n]. (3.22)

First order approximation for derivatives is assumed in de-
riving these equations; in other words, the time derivative of a
generic quantity X is approximated by (X[n + 1] — X[n])/Ts
in discrete form. T is the sampling time and n is the time index.
An implementation of this system is shown in Fig. 2 with three
integrators for three state variables.

In terms of the engineering performance of the system, this
indicates that the output of the system will approach a sinusoidal
component of the input signal u(t). Moreover, time variations
of parameters in u(¢) are tolerated by the system. One issue that
needs to be considered when using the algorithm is the setting
of its parameters k1, ko, and k3. The values of the parameters
ki1,ks, and kg determine the convergence speed versus error
compromise.

Fig. 3 shows the convergence of the algorithm to a periodic
orbit in the frequency domain. Stability of the algorithm has
been proved in [9]. Fig. 4 shows the convergence of the algo-
rithm in the time domain. Unlike the Fourier-based techniques
in which only estimates of the amplitude and constant phase are
computed, the fundamental component itself is instantly gen-
erated and is available in real time. This is due to the fact that
the algorithm instantly generates the total phase ¢ rather than ¢
[10].
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Fig. 3. Convergence of algorithm to a periodic orbit in the frequency domain.
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Fig. 4. Experimental results showing the convergence of the algorithm in the
time domain.

IV. EXPERIMENTAL SETUP

For experimental testing of the performance of the algorithm,
a voltage sag generator was required that is capable of gener-
ating sags of varying magnitudes and duration.

Fig. 5 shows the experimental setup that was arranged to con-
duct the experiments. A transformer was used with two output
voltages. The first output was set to 100% rated voltage. The
second output was set to the required sag magnitude value. It
has taps that can be set from 40 V to 400 V in steps of 40 V. A
TMS320F240 processor was used to log data and switch solid
state relays very fast between the two outputs to obtain the de-
sired sag magnitude and duration. When testing the performance
for rate of change, a cascaded configuration was used. A resistor
bank was used as a load.

V. APPLICATION TO SAG AND SWELL DETECTION

In order to determine if the algorithm is suitable to detec-
tion, it has to be compared with methods currently used. In
this section, the algorithm is compared to the rms, peak voltage
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Fig. 5. Experimental setup of the system for lab testing.
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Fig. 6. Experimental results comparing rms and algorithm.

and Fourier transform. Sag/swell detection time from hereon
refers to the time difference from sag/swell inception point until
detection.

A. Sag Detection

1) One-Cycle Running RMS and Algorithm: To normalize
the data for comparison, the algorithm is divided by v/2. For the
experiment, sag down to 0% was generated. The utility supply
frequency of 50 Hz is used and a low sampling frequency of
20 samples per cycles was used. Fig. 6 shows the sag inception
point, the rms, and the algorithm. The algorithm detects the sag
in 2 ms and the rms in 9 ms. The difference in detection time
between the two methods is 7 ms.

2) Peak Voltage Method and Algorithm for Sag Detection:
Fig. 7 shows the performance of the peak voltage method when
compared to the algorithm. The algorithm detects the sag in
2 ms and the peak voltage method in 20 ms. That results in a
difference in sag detection time of 18 ms. For waveforms with
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Fig. 7. Experimental results comparing PV and algorithm.
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Fig. 8. Experimental results comparing the rms and algorithm for swell.

a high noise content, it was found that the error associated with
the peak voltage method is very high.

B. Detecting a Swell

A voltage swell is most often caused by a line-to-ground fault
on a poly-phase transmission line or feeder. A voltage swell can
also be caused by removing a large load or by switching in a
capacitor bank that is too large for the prevailing conditions.

Failure to limit a swell can result in damage to power system
and end use equipment. Thus far, only comparisons have been
made for voltage sag detection. The algorithm can be used to
isolate equipment when the declared voltage increases above
predefined thresholds.

1) RMS and Algorithm for Swell Detection: Fig. 8 shows
a comparison of the algorithm against the rms for detecting a
swell in real time. The difference in detection time from the
swell inception point is 17 ms.

2) Peak Voltage and Algorithm for Swell Detection: Fig. 9
shows a comparison of the algorithm and peak voltage detecting
a swell in real time. The difference in detection time from swell
inception is 17 ms.
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Fig. 10. Influence of point on wave for sag detection.

VI. INFLUENCE OF POINT ON WAVE

The point on wave is the instant on the sinusoid when a dis-
turbance begins. In practice, one cannot control the point on
wave when a fault occurs. Hence for a sinusoidal waveform,
the point-on-wave is minimum near the zero-crossing area and
maximum near the peak value of a waveform. For simulations
presented in this section, Matlab Simulink is used as the com-
putational tool.

A. Sag

Fig. 10 shows the algorithm tracking 80% voltage sag at 0°,
90°, and 180° point on wave. Point on wave was simulated for
different sag magnitudes. For the best scenario, a detection time
of 1ms was recorded. This corresponded to 20% sag at 90° point
on wave. Results from simulations show that detection time is
affected more by sag magnitude than point on wave. The worst
delay time recorded was 4 ms (less than quarter cycle). This
corresponded to 80% sag at 180° point on wave.
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Fig. 12. Experimental results showing the influence of rate of change for a
small gradient.
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Fig. 13. Experimental results showing the influence of rate of change for large
gradient.

B. Swell

Fig. 11 shows tests for point on wave influence on swell de-
tection for 150% voltage swell. The best detection time of 1 ms
corresponded to 180% voltage swell and 90° point on wave. The
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worst detection time recorded was 5 ms. This corresponds to a
120% swell at 180° point on wave.

VII. INFLUENCE OF RATE OF CHANGE

This section tests the algorithm for detection ability for dif-
ferent rate of changes. Fig. 12 shows sag with a small gradient.
The gradient was obtained by switching from rated voltage to
203, 180, 158, and 135 V for one cycle (20 ms) each. A steeper
gradient was generated by decreasing the rated voltage to 203,
135,42.5,and 22 V for once cycle each. This is shown in Fig. 13.
In both cases, the algorithm is able to track the sag within 4 ms.
Figs. 14 and 15 are field recorded voltage sags from [11].

VIII. SAG/SWELL MAGNITUDE INFLUENCE

From previous results, it is evident that sag magnitude has the
biggest influence on detection time.

Fig. 16 shows the influence of sag/swell magnitude on the
algorithm. Results from the study indicate that the algorithm
is able to respond within 1 ms for deep sags and swells (i.e.,
sags <30% and swells >160%). For other sags and swells, it
is able to respond within 4 ms. This is in line with mitigation
requirements since the sags and swells that require the fastest
response time are the ones with the largest magnitude variation.
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IX. INFLUENCE OF A CHANGE IN FREQUENCY

The proposed algorithm is capable of tracking time-varia-
tions of the characteristics of the power signal over time. An
important aspect is that it can accommodate frequency varia-
tions within the signal.

Fig. 17 shows the influence of frequency variation on the pro-
posed algorithm when the frequency of the power signal under-
goes a step change in signal. The graph shows simulations with
a frequency deviation from the fundamental frequency of 50 Hz
fromt = 0.4 s until t = 0.8 s. At a step change in frequency
of 5 Hz, the maximum error is 4%. This error is reduced with
time. At a frequency of 49 Hz, the error is 1.2%. In practice, the
power system will contain the system frequency to within 2 Hz.
Therefore, errors associated with a frequency deviation will be
small.

X. CASE STUDIES

The fundamental issue behind the symptoms related to sag is
how much energy is transferred to the equipment for it to operate
satisfactorily. If inadequate energy is transferred the equipment
may malfunction. If inadequate energy is going into the power
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supply due to the sag, then the dc voltage applied to the inte-
grated circuits can drop. If this happens, the device will shut
down, lock up, or operate incorrectly [12]. If the device shuts
down, it can restart as soon as enough energy gets back into
the supply. On the other hand, if too much energy is transferred
to the equipment, it can cause damage. The effects of a swell
can often be more destructive than those of sag. The temporary
over-voltage condition may cause breakdown of components in
the power supplies of the equipment, though the effect may be
a gradual, cumulative effect.

A. Computers

The CBEMA guideline is a realistic, at-the-equipment,
maximum allowable voltage that computer equipment can
withstand, without damage or mal-operation. The power supply
of a personal computer (PC), and most of consumer electronics
equipment normally consists of a diode rectifier followed by
an electronic voltage regulator. In the case of a PC, a capacitor
is connected to the non-regulated dc bus to reduce the voltage
ripple at the input of the voltage regulator. The time that it
takes for the voltage to reach a level V can be found by from
the following expression:

v 2
- (50)
po ) g

1c (10.1)

where € is the dc ripple voltage, V the dc bus voltage at sag ini-
tiation and T is one cycle of fundamental frequency [12]. From
the CBEMA curve shown in Fig. 18, a PC will trip for a 50%
one-cycle sag.

A simulation showing the algorithm for a one-cycle 50% sag
is shown in Fig. 19. The algorithm detects the sag in 3.44 ms
whereas the one cycle rms and peak voltage would detect it
in 20 ms. By detecting the sag faster, additional time is pro-
vided for mitigation equipment such as an offline uninterrupt-
ible power supply (UPS) to react. If the rms method is used to
detect the sag, the PC will shut down before it is detected.

B. Adjustable Speed Drives

Adjustable speed drives typically trips due to an active inter-
vention by the under-voltage protection when the dc bus voltage
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Fig. 19. Detection for a 50% one-cycle sag.

reaches a certain value V ;. As long as the ac voltage does not
reach below this value, the drive will not trip. For sags below
this value, (10.2) can be used to calculate the time it takes for
the dc bus voltage to reach the value V iy

t= % {V& = Viin } (10.2)
where C is the dc bus capacitance and P is the loading of the
dc bus [12]. A drive with a nominal dc bus voltage, V, = 620
V and dc bus capacitance C = 8800 uF powering an ac motor
with a load of taking an active power P = 86 kW will trip.
The drive trips when the dc bus voltage drops to 50% of its
nominal i.e., Vi = 330 V. The time to trip is obtained from
(10.2) is 16.7 ms. This is approximately one-cycle for a 60 Hz
system. As in case 1, the algorithm will detect the sag faster
than conventional methods. A sag detection signal can be sent
for offline mitigation. This can prevent nuisance tripping.

XI. CONCLUSION

A new algorithm has been presented and applied to the detec-
tion of sags in power systems. It has been compared to existing
methods. This research shows the ability of the algorithm to de-
tect voltage sag quicker than existing methods. This has a dis-
tinct advantage when mitigation is concerned. Time saved can
be translated into reducing the component of lost energy during
the sag. The algorithm can be further extended to voltage sag
analysis. For analysis, the algorithm offers the ability to calcu-
late the amplitude, frequency and phase angle jumps of the sag.
The influence of point on wave, magnitude and frequency vari-
ations has been investigated. It was found that sag magnitude
has the greatest influence on the detection time. At worst case,
it was shown that the proposed algorithm can detect voltage sag
within 4 ms.
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